
Proceedings of the The First Arabic Natural Language Processing Conference (ArabicNLP 2023), pages 543–548
December 7, 2023 ©2023 Association for Computational Linguistics

Itri Amigos at ArAIEval Shared Task: Transformer vs. Compression-Based
Models for Persuasion Techniques and Disinformation Detection

Nouman Ahmed, Natalia Flechas Manrique, and Jehad Oumer
University of the Basque Country (UPV/EHU)

{anouman001, nflechas001, joumer001}@ikasle.ehu.eus

Abstract

Social media has significantly amplified the
dissemination of misinformation. Researchers
have employed natural language processing
and machine learning techniques to identify
and categorize false information on these plat-
forms. While there is a well-established body
of research on detecting fake news in English
and Latin languages, the study of Arabic fake
news detection remains limited. This paper
describes the methods used to tackle the chal-
lenges of the ArAIEval shared Task 2023. We
conducted experiments with both monolingual
Arabic and multi-lingual pre-trained Language
Models (LM). We found that the monolingual
Arabic models outperformed in all four sub-
tasks. Additionally, we explored a novel loss-
less compression method, which, while not sur-
passing pretrained LM performance, presents
an intriguing avenue for future experimenta-
tion to achieve comparable results in a more
efficient and rapid manner.

1 Introduction

The growing presence of social media as a way
to quickly disseminate information to broad audi-
ences, has had an undeniable shaping the sphere
of public opinion. By their very nature, social me-
dia platforms have the associated peril of carrying
messages that are erroneous at best, or carefully
crafted to misinform and manipulate, at worst (e.g.
Ishmuradova, 2019, Iida et al., 2022).

The development of NLP tools to fact check
and explore persuasion techniques is a potential
approach to counteract the effect of misinformation
in social media. While this is an active area of
research that is well established for English and
other Latin languages, for Arabic news, there is
still much room to explore. This paper describes
the methodology used to tackle the classification
tasks presented by the ArAIREval shared 2023 task
(Hasanain et al., 2023), which builds upon WANLP

2022 (Alam et al., 2022). The tasks are described
in Section 3.

We have mainly focused our efforts on two dis-
tinct approaches: on the one hand, the use of pre-
trained Language Models (LMs), which has been
an established way to achieve state-of-the-art re-
sults in a range of NLP tasks (e.g. Devlin et al.,
2018, Radford et al., 2019). Pre-trained LMs are
advanced models, often based on Transformer ar-
chitectures, that are pre-trained on massive datasets.
On the other hand, we explore the approach pre-
sented by Jiang et al., 2023, which advocates for
the use of simpler models that are less resource
intensive and more interpretable. This method uses
lossless compression and a distance metric with a
k-nearest-neighbor classifier for text classification.
The inconsistencies detected in this implementation
will be detailed later on. The paper is organized as
follows: Section 2 briefly talks about related work,
Section 3 summarizes the datasets on each sub-task
and Section 4 the methodology. Finally, Sections
5 and 6 present the conclusions and limitations,
respectively.

All of the source code to reproduce the results is
available in a Github repository 1.

2 Related Work

Prior research in the field of automated Arabic fake
news detection predominantly relied on traditional
machine learning classifiers, focusing mainly on
binary classification scenarios. Mahlous and Al-
laith, 2021 applied NB, LR, SVM, RF, and XGB
methods to classify Arabic news tweets as either
fake or not. Among these, the Logistic Regres-
sion (LR) classifier achieved 87.8% accuracy using
TF-IDF features at the n-grams level. Recent re-
search has focused on assessing the performance of
Transformer-based models. For example, Antoun
et al., 2020 showed that AraBERT v02 achieved

1https://github.com/nouman-10/
ArAIEval-Shared-Task/
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high accuracy across various experimental scenar-
ios. Similarly, Nassif et al., 2022 achieved favor-
able results on a Covid-19 fake news dataset using
pre-trained models like RoBERTa-Base (Liu et al.,
2019), ARBERT (Abdul-Mageed et al., 2021) and
Arabic-BERT (Safaya et al., 2020). Alyoubi et al.,
2023 show the good performance of MARABERT
with CNNs for tweet classification.

While binary classification of news content has
been a traditional approach, there is an emerging
interest in multi-label classification scenarios. Sev-
eral studies have ventured into this realm. Argo-
tario, as introduced by Habernal et al., 2017, is
a game-based platform designed to accumulate a
dataset portraying a spectrum of fallacious argu-
ments, with labels like: ad hominem, appeal to
emotion, red herring, hasty generalization, irrele-
vant authority. In parallel Da San Martino et al.,
2019 extracted and analyzed 451 articles sourced
from 48 news outlets. These articles were anno-
tated to highlight 18 unique propaganda techniques.
These efforts emphasize the pivotal role of multi-
label classification in revealing the nuanced tactics
inherent in news narratives.

3 Sub-Tasks

Task 1, Persuasion Technique Detection, in-
volves identifying persuasive elements within text
snippets. Subtask A focuses on determining if a
given multigenre snippet (composed of tweets and
news paragraphs) contains content utilizing persua-
sion techniques, making it a binary classification
task. Subtask B expands this by requiring further
identification of specific propaganda techniques
employed in the same multigenre snippet, turning
the task into a multilabel classification.

Task 2, Disinformation Detection, centers
around identifying and categorizing disinforma-
tion within tweets. Subtask 2A involves a binary
classification task where the goal is to determine
whether a tweet contains disinformation. Subtask
2B further refines this by requiring the detection
of fine-grained disinformation classes, including
hate-speech, offensive content, rumors, and spam.

4 Methodology

In this section, we describe our approach to pro-
cessing the data, the models, and the experiments
we conducted for all tasks.

4.1 Data Preparation and Preprocessing

During data preparation, we identified that in Sub-
tasks 2A and 2B that a significant number of data
points in these subtasks had the “text” feature set
to the “NaN” (Not a Number) data type. Table
1 provides a breakdown of data points of all the
sub-tasks including that lack of data in the “text”
feature across the train and dev sets of Subtasks 2A
and 2B. To address these anomalies, we converted
“NaN” entries to strings. While we contemplated
removing these anomalies from the dataset, the
scoring system for the SharedTask mandated that
all data points in the Dev set remain present and
in their original sequence. Moreover, a clear class
imbalance was identified at this stage, which we
tried to tackle later by adding class weights to the
model training.

Upon loading the data, we structured our experi-
ments around three preprocessing settings: 1) Raw
Data Processing: in this approach, no alterations
were made. The text "feature" was used directly in
its original form. 2) AraBERT Preprocessing: this
method made use of the AraBERT preprocessing
function. Key steps involved removing Arabic di-
acritic marks, stripping elongation characters and
adding white spaces. Additionally, Hindi numer-
als were converted into their Arabic equivalents.
3) Link and Hashtag Removal: Building on the
AraBERT prepossessing setting, this configuration
further involved cleansing the text of "LINK" and
"#" references. In Subsection 4.2, we detail the
specific preprocessing configurations employed for
our models across the various sub-tasks.

4.2 Our Approach

Our primary objective was to evaluate the efficacy
of BERT-based models for persuasion and disinfor-
mation detection tasks. In this endeavor, we mainly
examined AraBERT (Antoun et al.) 2. AraBERT
is an Arabic pretrained language model based on
Google’s BERT architecture (Devlin et al., 2018)
with the BERT-Base configuration. The training
dataset for AraBERT was curated from a myriad
of sources, including OSCAR (Abadji et al., 2022),
Arabic Wikipedia dump 3, and the 1.5B words Ara-
bic Corpus (El-Khair, 2016) among others.

Beyond AraBERT, we experimented with mod-
els such as mBERT and XLM-RoBERTa (Conneau

2https://github.com/aub-mind/arabert/tree/
master#AraBERT

3https://archive.org/details/arwiki-20190201
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Sub-Task Split # Data Points # NaN Data Points Per Class Data Points

1A Train 2427 0 ’true’: 1918, ’false’: 509
1A Dev 259 0 ’true’: 202, ’false’: 57
1A Test 503 0 ’true’: 331, ’false’: 172
2A Train 14147 21 ’no-disinfo’: 11491, ’disinfo’: 2656
2A Dev 2115 4 ’no-disinfo’: 1718, ’disinfo’: 397
2A Test 3729 0 ’no-disinfo’: 2853, ’disinfo’: 876
2B Train 2656 8 ’HS’: 1512, ’OFF’: 500, ’SPAM’: 453, ’Rumor’: 191
2B Dev 397 1 ’HS’: 226, ’OFF’: 75, ’SPAM’: 68, ’Rumor’: 28
2B Test 876 0 ’HS’: 442, ’SPAM’: 241, ’OFF’: 160, ’Rumor’: 33

Table 1: Statistics of the data regarding all subtasks. Note that the number of data-points for sub-task 1B were the
same as 1A but the dataset has too many classes to include here.

et al., 2019), with the aim of discerning the impact
of multilingual data on our tasks. However, dur-
ing the development phase, AraBERT consistently
surpassed the performance of these multilingual
models, likely due to its training on a substantial
Arabic corpus. This observation aligns with studies
like that of Alammary, 2022, emphasizing the ef-
ficacy of monolingual models in specific contexts.
As a result, we opted for AraBERT.

Our secondary objective was to assess the per-
formance of the model introduced by Jiang et al.,
2023, who leveraged lossless compressors and the
k-nearest-neighbor (kNN) algorithm for classifica-
tion tasks. Their method is founded on the principle
that lossless compressors (e.g., gzip, z2, lzma, and
zstandard) are adept at representing regularities in
data and that textual data within the same category
share more similarities and regularities than those
from distinct categories. By measuring the Normal-
ized Compression Distance (NCD) between texts,
this method capitalizes on the compression lengths
to approximate the Kolmogorov complexity of data.
This subsequently serves as the foundation for a
distance metric used in kNN classification.

Substantial controversy has surfaced within the
online research community concerning the work
of Jiang et al., 2023. Prominent among these cri-
tiques are those from Sebastian Raschka4 and Ken
Schutte5. Both researchers highlighted potential
discrepancies in the original paper’s code and im-
plementation. Specifically, they pinpointed an error
in the kNN accuracy computation resulting from
a flawed tie-breaking strategy, which may have in-
flated the reported results. Despite the critiques,
Jiang et al.’s methodology offers a compelling ap-
proach to text classification. Seizing the opportu-

4https://magazine.sebastianraschka.com/p/
large-language-models-and-nearest

5https://kenschutte.com/gzip-knn-paper/

nity presented by this shared task, we undertake an
evaluation of the method through an independent
implementation of the compressor-based classifier,
adopting a different tie-breaking strategy for the
kNN classifier. Our aim is to assess its performance
on Arabic persuasion technique detection and dis-
information detection tasks, and subsequently, to
share these insights transparently with the research
community.

4.3 Evaluation
In this section, we describe the results we achieved
including the experimental setup.

4.3.1 Experimental Setup
In our experiments, we employed an updated ver-
sion of AraBERT, which was trained on a substan-
tially larger dataset, thus incorporating an expanded
lexicon. The authors of the original model pin-
pointed a flaw in AraBERTv1’s wordpiece vocab-
ulary. The issue came from punctuation and num-
bers that were still attached to words when they
trained the wordpiece vocab. They have since rec-
tified this by introducing spaces around numerical
digits and punctuation marks. To make sure this
is compatible with any new downstream task, they
have released a preprocessing function as well, that
we apply in all our tasks before fine-tuning.

For the models, we chose to experiment with
the three different versions of the base model. The
first two models are trained on the same dataset but
one (v2) uses pre-segmentation and the other (v02)
does not. The last model (v02-Twitter) is trained
on the combination of the same dataset plus 60M
multi-dialect tweets from twitter as well. For all
tasks, only the text data was used as a feature for
training. To address the issue of class imbalance,
class weights were computed and used during the
training process. In addition to this, we experi-
mented with removing hashtags and links, to see
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Preprocessing Task 1A Task 1B Task 2A Task 2B
Model + ++ Dev Test Dev Test Dev Test Dev Test
AraBERT-v0.2 Yes No 0.849 0.755 0.548 0.471 0.900 0.904 0.836 0.828
AraBERT-v2 Yes No 0.861 0.748 0.598 0.550* 0.901 0.902 0.823 0.816
AraBERT-Twitter Yes No 0.868 0.747 0.538 0.481 0.909 0.898 0.843 0.817

AraBERT-v0.2 Yes Yes 0.780 0.658 0.605 0.577 0.820 0.786 0.631 0.663
AraBERT-v2 Yes Yes 0.868 0.749* 0.606 0.537 0.812 0.765 0.646 0.683
AraBERT-Twitter Yes Yes 0.779 0.658 0.601 0.570 0.912 0.898* 0.841 0.814*

gzip+knn (lowest-label-index) No No 0.803 0.658 0.499 0.393 0.800 0.772 0.687 0.713
gzip+knn (closer-neighbor) No No 0.745 0.636 0.489 0.345 0.830 0.801 0.664 0.681
gzip+knn (random-selection) No No 0.752 0.616 0.455 0.326 0.818 0.798 0.636 0.688
gzip+knn (k=3) No No 0.764 0.654 0.471 0.334 0.848 0.825 0.634 0.687

Majority baseline 0.658 0.360 0.765 0.505

Table 2: Results of AraBERT experiments on all Sub-Tasks. + and ++ denotes preprocessing using AraBERT
preprocessor and removal of hashtags and LINKs respectively. Note that the results in bold are the models that
performed the best but the models with ∗ are the ones that were submitted which may not align with the best score
as some of the experiments were carried out after the deadline.

if they have a positive effect on the performance
as well. All the models are trained for 10 epochs
with the model performing best on validation set
chosen for test evaluation. The learning rate and
batch size was set to 2e − 5 and 16 respectively,
with the model evaluated on the dev set after every
epoch.

Alongside our submissions for the shared task us-
ing AraBERT pretrained models, we applied Jiang
et al., 2023 approach to this specific shared task
context. We utilized the gzip compressor for en-
coding the text data and calculated inter-textual dis-
tances using the Normalized Compression Distance
(NCD). The k-Nearest Neighbors (kNN) classifier
was employed with k = 2, mirroring the setup in
Jiang et al. 2023’s study.

For the kNN’s tie-breaking mechanism, we eval-
uated three strategies: 1) Lowest-label-index: this
method, which follows the convention employed
in the original study, selects the label with the low-
est index during a tie. 2) Random-selection: in
instances of ties, this strategy randomly selects
among the tied labels. 3) Closer-neighbor: this
method gives preference to the label of the nearest
tied neighbor. Furthermore, we conducted exper-
iments using k = 3 for the kNN classifier, where
tie-breaking mechanisms are inherently unneces-
sary due to the odd number of neighbors. In all
subtasks, we opted for no preprocessing of the data,
as our preliminary experiments revealed that pre-
processing adversely affected the performance of

the compression-based approach.

4.3.2 Results
Tasks 1A and 1B: Persuasion Technique De-
tection: Our submission with the AraBERT-v2
model recorded a Test score of 0.749 and 0.550,
achieving 5th and 4th position in the leaderboard
for the Task 1A and 1B respectively. Parallel to
our primary experiments, our exploration into the
methodology of Jiang et al., 2023 bore intriguing
results. The compressor-based approach with the
"lowest-label-index" tie-breaking strategy for the
kNN classifier achieved a Test score of 0.658 in
Task 1A, closely mirroring the majority baseline of
0.658. For Task 1B, the strategy performed above
the baseline, achieving a score of 0.393 compared
to the baseline of 0.360. It’s noteworthy to men-
tion that while the AraBERT models capitalized on
their training over an expansive Arabic corpus, the
gzip+knn approach showcased potential, particu-
larly when considering its resource-efficient nature.

Tasks 2A and 2B: Disinformation Detection:
The AraBERT-v02-Twitter displayed good perfor-
mance, with Test scores of 0.898 and 0.814 for
Tasks 2A and 2B respectively, achieving 8th and
7th position on the leaderboard. Meanwhile, the
compressor-based classifier showed its merits once
again. Using the "closer-neighbor" tie-breaking
strategy, the gzip+knn approach produced a Test
score of 0.801 for Task 2A, not far from the base-
line of 0.765. In Task 2B, the "lowest-label-index"
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strategy yielded a score of 0.713, surpassing the
baseline of 0.505.

5 Conclusions

In our participation in the ArAIEval Shared Task,
we predominantly employed Transformer-based
models for persuasion techniques and disinforma-
tion detection tasks, given their demonstrated profi-
ciency with Arabic textual data. Although our re-
sults highlighted the strengths of these models, we
simultaneously recognized the emerging potential
of the compression-based approach to text classi-
fication. While these compression-based methods
are in their infancy, they offer exciting opportuni-
ties for continued research. Future studies should
delve deeper into the applicability of lossless com-
pressors for text classification and seek to identify
non-parametric machine learning algorithms that
best align with these compressors. Importantly,
compressor-driven systems might be more advanta-
geous in situations where resource efficiency and
rapid processing take precedence over accuracy.

6 Limitations

While these experiments give us a promising av-
enue to explore in terms of detecting persuasion
techniques and disinformation in Arabic text, even
in a low-resource setting using compressors, there
are a lot of limitations to these approaches. One
thing to note is that although Pretrained LMs seem
to recognize disinformation in these texts, there is
no reliability to this score, as in order to fact-check
any news, you need consolidating evidence to see
if it is fake or not, rather than only looking at how
it is worded. It can be argued that those instances
in which the wording of a fake piece of news is
indistinguishable from a truthful one are even more
dangerous. To tackle this, ways to include other
sources of data would help improve results.
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