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Abstract

In this work, we present our systems developed
for “ARAIEVAL” shared task of ArabicNLP
2023 (Hasanain et al., 2023a). We used an
mBERT transformer for Subtask 1A, which tar-
gets persuasion in Arabic tweets, and we used
the MARBERT transformer for Subtask 2A to
identify disinformation in Arabic tweets. Our
persuasion detection system achieved micro-F1
of 0.745 by surpassing the baseline by 13.2%,
and registered a macro-F1 of 0.717 based on
leaderboard scores. Similarly, our disinforma-
tion system recorded a micro-F1 of 0.816, best-
ing the naïve majority by 6.7%, with a macro-
F1 of 0.637. Furthermore, we present our pre-
liminary results on a variety of pre-trained mod-
els. In terms of overall ranking, our systems
placed 7th out of 16 and 12th out of 17 teams
for Subtasks 1A and 2A, respectively.

1 Introduction

The digital communication landscape, vast in its
dynamism, constantly evolves, presenting unique
challenges in diverse cultural and linguistic con-
texts. Arabic, with its rich historical and poetic
traditions, spoken by more than 420 million peo-
ple, is no exception (Qu et al., 2023). In the age
of digital connectivity, platforms like Twitter have
become a boon and a bane. They enable rapid
dissemination of information, but also disinforma-
tion spread, which can manipulate public percep-
tions and cause socio-political instability (Raj and
Goswami, 2020). Because tweets are so brief, ac-
curacy is essential. This requires the use of strong
rhetorical elements, making them an ideal envi-
ronment for disinformation and persuasive strate-
gies (Hasanain et al., 2023b; Hardalov et al., 2021;
Nakov and Da San Martino, 2021).

Taking into account the vast diversity of Ara-
bic dialects and cultural nuances, identifying these
strategies is challenging, especially with the rise in
misinformation campaigns (Dimitrov et al., 2021).

The importance of addressing this issue is am-
plified by the geopolitical significance of Arabic-
speaking regions, where digital narratives can influ-
ence diplomacy, policy decisions, and public sen-
timent (Al-Rawi et al., 2022; Guellil et al., 2021;
Cheng et al., 2021).

In response, the ARAIEVAL shared task of Ara-
bicNLP 2023 focuses on two critical areas:

Subtask 1A: Given a multigenre (tweet and
news paragraphs of the news articles) snippet, iden-
tify whether it contains content with persuasion
technique.

Subtask 2A: Given a tweet, categorize whether
it is disinformative (Hasanain et al., 2023a).

Our paper offers the following contributions:

• We propose systems that use mBERT (De-
vlin et al., 2018) for persusaion detection and
MARBERT (Abdul-Mageed et al., 2020) for
disinfromation identification.

• We compare the performance of mBERT vs.
XLM-RoBERTa (Liu et al., 2019) and MAR-
BERT for subtask 1A. In Subtask 2A, we com-
pare MARBERT vs. AraBERT(Antoun et al.,
2020), and ALBERT (Lan et al., 2019).

In Section 2, we outline previous and more recent
studies on the identification of persuasion and dis-
information. In Section 3, we illustrate a thorough
examination of the dataset. In Section 4 we de-
scribe the systems and the results. Finally, Section
5 presents our conclusion and suggests directions
for future exploration.

2 Related Work

In recent years, Natural Language Processing
(NLP) has experienced significant advances, partic-
ularly in detecting persuasive techniques and mis-
information across various languages. Historically,
English-centric models have been at the forefront,
showcasing breakthroughs in understanding and
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Train Dev Test Total

Subtask 1A 2,120 566 503 3,189
Subtask 2A 14,147 2,115 3,739 20,002

Table 1: Statistics about distributon of tweets in train/dev/test of Subtasks 1A and 2A

auto-detecting persuasion (Haouari et al., 2020;
Piskorski et al., 2023). On the contrary, Arabic,
characterized by its linguistic diversity and cultural
richness, has seen relatively limited focus in the
domain of persuasion detection. While the foun-
dational research of Arabic NLP revolved around
sentiment analysis (Abdulla et al., 2013) and stance
detection (Almiman et al., 2020; Hardalov et al.,
2021), the nuanced domain of detecting persuasion
techniques in Arabic remained underexplored due
to the complex morphology of the language and
the diverse dialects (Alam et al., 2022).

Furthermore, recent studies, such as Al-Sallab
et al. (2017), have emphasized the need for ad-
vanced embeddings and specialized datasets tai-
lored to Arabic peculiarities. An emerging trend
marries traditional Arabic linguistic studies with
contemporary machine learning, targeting the pre-
cise detection of persuasive techniques in Arabic
content (Alam et al., 2022).

The rapid proliferation of disinformation in the
digital age, especially via social media platforms,
requires the inter-related studies on persuasion and
misinformation studies (Peng et al., 2023). In par-
ticular, CheckThat! lab at CLEF has embarked on
multifaceted research on misinformation in differ-
ent languages, encompassing fact-checking, check-
worthiness, bias identification, and source credi-
bility assessment (Da San Martino et al., 2023;
Azizov et al., 2023; Nakov et al., 2023; Barrón-
Cedeño et al., 2023; Barrón-Cedeño et al., 2023;
Elsayed et al., 2019a,b; Hasanain et al.; Barrón-
Cedeño et al.; Nakov et al., 2021a,b). This is con-
sistent with the contemporary research trends that
have changed from analyzing only news articles
to scrutinizing social media for propaganda detec-
tion (Woolley and Howard, 2018; Martino et al.,
2020b). Interestingly, another study by (Zhang
et al., 2019) proposes a Bayesian deep learning
model for misinformation detection, incorporating
claim responses and quantifying prediction uncer-
tainty, achieving superior performance in public
datasets.

Moreover, Da San Martino et al. (2019) delved

deeply into persuasive techniques, highlighting the
emotional signals that resonate with readers. This
foundational work paved the way for subsequent
endeavors, notably the "Detection of Propaganda
Techniques in News Articles" challenge posited
by (Martino et al., 2020a). Building on this mo-
mentum, a recent investigation by (Mubarak et al.,
2023) sought to discern and categorize the underly-
ing reasons for the deletion of Arabic tweets, and
later designed predictive models for potential dele-
tions. In the multimedia realm, Dimitrov et al.
(2021) emphasized the importance of detecting
propaganda within memes, thus underscoring the
convergence of text and imagery in disinformation
campaigns.

3 Data

In this section, a detailed description of the dataset
released by the ARAIEVAL shared task organizers
is provided. Our primary focus is on the binary
classification challenge subtasks 1A and 2A per-
suasion and disinformation detection dataset.

Data Attributes: Both subtasks consist of a
dataset with the same structure, comprising an ID,
text, and label. However, the labels differentiate
between the subtasks

• ID: Numerical index of the data point.

• Tweet for Subtask 1A: Arabic tweet poten-
tially containing persuasion.

• Tweet for Subtask 2A: Arabic tweet poten-
tially containing disinformation .

• Label for Subtask 1A: “True” (indicating the
presence of persuasion) and “False” (indicat-
ing the absence of persuaion).

• Label for Subtask 2A: “Disinfo” (denoting
the text as a rumor) and “No-Disinfo” (indi-
cating the absence of disinformation).

Dataset Size:
The dataset from ARAIEVAL is detailed in Ta-

ble 1. Subtask 1A consists of less than 3.2k tweets,
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Subtask 1A Subtask 2A
True False Disinfo No-Disinfo

Train 1,918 509 2,656 11,491
Dev 202 57 397 1,718

Table 2: Labels distribution over the train and development set in Subtasks 1A and Subtask 2A.

while Subtask 2A contains slightly more than 20k
tweets. The distribution of labels within the train-
ing and development sets can be seen in Table 2.
In particular, both subtasks have an imbalance dis-
tribution of the datasets.

4 System Descriptions and Results

4.1 System Descriptions

For the assessment, we used the official evaluation
tools designated for the shared task. The official
measure for both subtasks is micro-F1, although the
macro-F1 measure is also generated by the evalua-
tion tools. Our models training was carried out us-
ing two NVIDIA Tesla T4 GPUs, each with 16GB
memory.

Subtask 1A
mBERT. We used the mBERT base architecture.

Our configuration involved a batch size of 16 and
a training duration of 5 epochs with a learning
rate of 5e-5. Measures were logged every 500
steps. Gradient norms were reduced to a maximum
value of 1.0. ADAMW optimizer was used with a
weight decay of 0.01 to mitigate overfitting. Model
checkpoints were saved every 500 steps and after
the end of each epoch. Both the warm-up ratio and
the warm-up steps were set to zero.

Subtask 2A
MARBERT. For our binary classification task,

we utilized the MARBERT base architecture,
which is equipped with 12 self-attention heads, has
163M parameters and an embedding dimension-
ality of 768. We use the Adam optimizer with a
learning rate set at 5e-5. To balance computational
efficiency with model convergence, we settled on a
batch size of 32. Labels “no-disinfo” and “disinfo”
were encoded in 0 and 1, respectively, using a la-
bel2id dictionary, and decoded with a id2label dic-
tionary for predictions. The training was conducted
over five epochs, after which the model achieved
convergence without evident signs of overfitting.

Note: For both subtasks, the data set was pre-
processed using the AraBERT pre-processor and

tokenizer. Text inputs were standardized to a se-
quence length of 512 tokens through truncation and
padding.

4.2 Results

In the initial stages, we experimented with the de-
velopment set, as we used it as a test set, and from
the train set we cut 10% out of the total tweets
for the development set. All models have been
trained on 3 epochs, the rest of the hyperparam-
eters have been used as default. Below, we dive
deeper into each model’s performance and postu-
late the reasons behind their relative successes and
shortcomings.

Subtask 1A. mBERT exhibits exemplary per-
formance in this subtask, registering the highest
micro-F1 score of 0.889. Its efficiency in maintain-
ing a balance between precision and recall is evi-
dent in its scores of 0.855 and 0.887, respectively.
MARBERT closely follows with a commendable
micro-F1 score of 0.881, and its precision and re-
call stand at 0.847 and 0.877, respectively. This
suggests that while mBERT slightly edges out in
terms of overall performance, MARBERT remains
a strong contender. XLM-RoBERTa, although com-
petitive, falls slightly behind with a micro-F1 score
of 0.876. It has a precision score of 0.780 and a
recall of 0.870, indicating that it can be more con-
servative in its predictions compared to the other
models.

Subtask 2A. MARBERT secures the top po-
sition for this subtask with a micro-F1 score of
0.866. Its precision and recall scores are 0.856 and
0.878, respectively, indicating a balanced perfor-
mance. ALBERT, with a micro-F1 score of 0.846,
also shows commendable results. Its precision is
slightly lower than that of MARBERT at 0.842, but
it manages a recall of 0.871. mBERT has a micro-
F1 score of 0.840 and exhibits similar precision and
recall values of 0.840 and 0.862, respectively. This
demonstrates that while MARBERT is leading in
this subtask, ALBERT and mBERT remain closely
competitive.
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Subtask 1A Subtask 2A
Micro F1 Accuracy Precision Recall Micro F1 Accuracy Precision Recall

mBERT 0.889 0.853 0.855 0.887 MARBERT 0.866 0.854 0.856 0.878
XLM-RoBERTa 0.876 0.781 0.780 0.870 mBERT 0.840 0.841 0.840 0.862

MARBERT 0.881 0.838 0.847 0.877 ALBERT 0.846 0.843 0.842 0.871

Table 3: The experimental results of various frameworks on the development sets of Subtasks 1A and 2A.

For the tasks at hand, our described configura-
tion yielded notable results. In Subtask 1A, our
model recorded a micro-F1 of 0.745 and a macro-
F1 of 0.717. Meanwhile, for Subtask 2A, the corre-
sponding scores were 0.816 and 0.637. The signif-
icant performance of the system can be attributed
to judicious choice of models and meticulous fine-
tuning. Such efforts positioned us competitively in
the leaderboard rankings.

4.3 Analysis

Delving into the observed differences:
MARBERT: Continues it’s impressive streak

across both subtasks. It’s architecture demonstrates
finely tuned for classification tasks, but with the
close competition in Subtask 2A, it shows that it
can have specific strengths for different types of
data.

mBERT: While shining brightly in Subtask 1A,
it faces closer competition in Subtask 2A. Its strong
recall figures hint at its efficiency in capturing most
positive instances.

XLM-RoBERTa: Although trailing behind
mBERT and MARBERT in Subtask 1A, its compet-
itive scores show its capabilities. The drop in recall
could suggest specific challenges in capturing all
positive instances.

ALBERT: In Subtask 2A, its scores are quite
competitive, especially given the close figures in
the recall. This suggests that, while it may have
precision challenges, it is quite adept at capturing
positive instances.

Finally, after a comprehensive comparison anal-
ysis, we opt to integrate mBERT for the persuasion
detection system and MARBERT for the disinfor-
mation system.

5 Conclusion and Future Work

In this paper, we discussed our approaches for the
subtasks 1A and 2A of the shared task ARAIEVAL

2023 on persuasion and disinformation detection
in Arabic. We employed the mBERT model for
Subtask 1A and the MARBERT framework for

Subtask 2A, and according to the official leader-
board results, our system achieved a micro-F1 of
0.745 and a macro-F1 of 0.717 for Subtask 1A,
and a micro-F1 of 0.816 and macro-F1 of 0.637.
We also detailed a series of experiments and made
initial comparisons of our systems with various
state-of-the-art frameworks.

In future work, we plan to delve into feature
engineering, potentially integrating meta-features
associated with the text, such as text length, unique
word count, and sentiment analysis.
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