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Abstract

The Helsinki-NLP team participated in the
NADI 2023 shared tasks on Arabic dialect
translation with seven submissions. We used
statistical (SMT) and neural machine transla-
tion (NMT) methods and explored character-
and subword-based data preprocessing. Our
submissions placed second in both tracks. In
the open track, our winning submission is a
character-level SMT system with additional
Modern Standard Arabic language models. In
the closed track, our best BLEU scores were
obtained with the leave-as-is baseline, a simple
copy of the input, and narrowly followed by
SMT systems. In both tracks, fine-tuning exist-
ing multilingual models such as AraT5 or ByT5
did not yield superior performance compared
to SMT.

1 Introduction

This paper presents the Helsinki-NLP submissions
to the NADI 2023 shared tasks. We participated
in Subtasks 2 and 3, which consisted in translat-
ing dialectal data into Modern Standard Arabic
(MSA) (Abdul-Mageed et al., 2023). This was the
first time the NADI shared task involved transla-
tion, following past tasks on dialect identification
and sentiment analysis (Abdul-Mageed et al., 2020,
2021, 2022).

The Arabic dialectal continuum stretches from
Morocco in the west to Oman in the east. Vari-
ous classifications of the dialects have been pro-
posed, ranging from large regions to country-level
or even city-level divisions (Bouamor et al., 2018;
Habash, 2022). The Arabic language area is also
well known for its diglossic situation. While Mod-
ern Standard Arabic is used in education, media
and culture across the continuum, it is not native to
any of the dialectal regions.

The translation subtasks focused on four Arabic
dialects: Egyptian, Emirati, Jordanian, and Pales-
tinian. The shared task organizers provided the

MADAR corpus (Bouamor et al., 2018) as the train-
ing material for the closed track (Subtask 2), which
did not allow for the use of additional training data.
The Subtask 3 was described as open track where
any additional training material was allowed.

Since our initial experiments showed that neu-
ral models were particularly affected by the small
size of the MADAR training data, a large part of
our efforts went into creating additional parallel
data for the in Subtask 3 models. In particular,
we focused on freely available monolingual MSA
corpora, which we then back-translated to three
target dialects, grouping Jordanian and Palestinian
together. Adding the back-translated data to the
original training corpus allowed our neural models
to perform on par with less data-hungry statistical
models.

We participated in Subtask 2 with three submis-
sions and in Subtask 3 with four submissions. Our
submissions can be divided into four different ap-
proaches:

• LAI – the leave-as-is baseline consisting of a
copy of the input text,

• SMT – character-level statistical machine
translation models;

• NMT – Transformer-based neural machine
translation models;

• ByT5 and AraT5 – pretrained sequence-to-
sequence models fine-tuned with task-specific
data.

Our best performing translation system was
SMT for both subtasks, but it was not able to out-
perform the LAI baseline in Subtask 2, at least in
terms of the BLEU score (Papineni et al. 2002; see
Section 5.1 for a critical discussion of evaluation
measures). Our submissions placed second on both
subtasks.

Section 2 describes the data collection and prepa-
ration whereas Section 3 outlines the proposed
models in more detail. Our results are presented
in Section 4 and further discussed in Section 5.

670



Section 6 offers conclusions of our work.

2 Data Collection and Augmentation

2.1 MADAR3

The training resource provided by the organizers
was the MADAR corpus (Bouamor et al., 2018).
The dataset contains the same sentences in differ-
ent Arabic dialects from 25 cities, as well as in
English, French and MSA. The corpus was created
by translating sentences from the Basic Traveling
Expression Corpus (BTEC) (Takezawa et al., 2007)
into Arabic dialects.

We found in early experiments that our models
achieved better results when excluding the data
from Maghrebi and Yemeni dialects, since the de-
velopment and test sets do not cover these dialect
groups. Therefore, for all our submissions, we use
the subset of MADAR that covers the Nile Basin,
Levant and Gulf regions. We refer to this subcorpus
as MADAR3 throughout the paper.

2.2 MSA data

Considering that parallel resources for the target
dialects are hard to come by, we focused our collec-
tion efforts on monolingual MSA data, taking inspi-
ration from the AraT5 pretraining setup (Nagoudi
et al., 2022). In particular, we used the following
resources:

AraNews is a collection of Arabic newspaper
texts from 15 Arab nations, the United States of
America and the United Kingdom (Nagoudi et al.,
2020).

Leipzig News is a dataset of Arabic news curated
by the Leipzig Corpora Collection. The data comes
from mostly Saudi Arabian news outlets (Goldhahn
et al., 2012).

OSIAN is an Arabic news corpus crawled from
the web (Zeroual et al., 2019). It contains articles
from 31 international Arabic news broadcasting
platforms.

Tatoeba is a project collecting translations of
sentences in the web. The data is available in OPUS
(Tiedemann, 2012).

TED is a corpus of translated subtitles from over
4000 TED talks (Reimers and Gurevych, 2020).
The data is available in OPUS (Tiedemann, 2012).

Wikipedia is a Wikipedia-based corpus we ex-
tracted from the Arabic Wikipedia using WikiEx-
tractor (Attardi, 2015)1. The extracted data was
subsequently sentence-segmented and deduplicated
at sentence level (only the exact matches were re-
moved).

Corpus Sentences Words

AraNews 59,270 2,643,313
Leipzig News 1,000,000 23,972,851
OSIAN 1,000,000 21,532,389
Tatoeba 47,471 231,507
TED 403,845 5,652,867
Wikipedia 11,368,818 193,912,867

Table 1: Size of additional datasets

An overview of corpus sizes is given in Ta-
ble 1.2 Of these resources, AraNews, OSIAN and
Wikipedia were used to pretrain AraT5 (V1).

2.3 Backtranslation of MSA data

While monolingual target-side data can easily be
included into SMT systems in the form of addi-
tional language models, this is more difficult for
neural models. The most common approach in this
situation is to produce synthetic parallel data using
backtranslation (Sennrich et al., 2016).

To this end, we reversed our dialect-specific
SMT-mono models from Subtask 2 (see Section 3.2
for details) to produce three dialectal versions of
all monolingual MSA data presented in Section 2.2.
The backtranslated data was used to train or fine-
tune the neural models for Subtask 3 (see Sec-
tions 3.3, 3.4 and 3.5).

The quality of the backtranslations is most likely
poor, but we nevertheless expect backtranslation to
work better than simpler data augmentation meth-
ods such as noise injection. Since the authors are
not speakers of Arabic, the quality of the backtrans-
lations could not be evaluated.

3 Models

3.1 LAI

As the shared task organizers did not provide an
official baseline, we propose the leave-as-is (LAI)

1The extraction was done from the Wikimedia data dump
arwiki-20230801-pages-articles-multistream.xml.bz2

2Note that we did not perform full tokenization of the
corpora: the word counts in the table are based on whitespace-
delimited tokens.
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Training data Development set BLEU Test set BLEU

Model MADAR3 MSA BT MSA Overall EGY EMI JOR PAL Subm. Overall EGY EMI JOR PAL

LAI — — — 15.78 14.87 26.31 12.75 12.90 2.2 14.28 12.22 23.13 11.15 13.41
SMT-multi ✓ — — 15.62 15.01 25.74 12.52 12.64 2.1 13.60 12.02 21.82 10.46 12.66
SMT-mono ✓ — — 15.39 15.91 17.94 14.84 11.78 2.3 12.53 11.91 16.50 9.83 11.42
NMT ✓ — — 2.61 3.24 2.52 0.00 2.32 — — — — — —
ByT5 ✓ ✓ — 6.63 6.89 4.86 4.94 7.60 — — — — — —
AraT5 V2 ✓ ✓ — 7.41 7.61 5.55 5.98 8.01 — — — — — —
Best competitor 14.76 16.04 14.30 12.55 13.55

SMT-multi ✓ ✓ — 19.19 18.88 25.66 17.24 17.16 3.1 17.69 16.11 25.81 15.60 15.91
SMT-mono ✓ ✓ — 18.61 19.03 26.89 13.12 17.14 — — — — — —
NMT ✓ — ✓ 18.40 16.78 25.34 19.59 14.36 3.2 16.88 15.17 24.77 15.41 14.45
ByT5 ✓ ✓ ✓ 17.69 16.68 24.90 16.01 14.03 3.3 16.10 15.55 21.79 13.73 13.34
AraT5 V2 ✓ ✓ ✓ 19.14 18.49 28.25 17.19 14.80 3.4 17.46 15.50 25.06 15.97 15.06
Best competitor 21.10 17.65 28.46 22.03 17.29

Table 2: Overview of the tested models and their BLEU scores (↑) on the development and test sets. MSA:
monolingual MSA data, BT MSA monolingual MSA data back-translated to three dialects. ✓: used for pre-training,
✓: used for training or fine-tuning. EGY: Egyptian, EMI: Emirati, JOR: Jordanian, PAL: Palestinian. The horizontal
line separates closed (Subtask 2) from open (Subtask 3) submissions according to the organizer-defined criteria.

baseline: an unchanged copy of the input file. We
do not suggest that LAI is a potential solution to the
task; rather, we introduce it as a way of estimating
the task difficulty.

We were unable to beat this baseline with the sys-
tems that only use the MADAR corpus for training
or fine-tuning in terms of BLEU score. Therefore,
we decided to submit LAI as one of our contribu-
tions. We think it is interesting to also compare
the other participants’ systems with this baseline.
For example, even the best submitted subtask 2
system scores behind LAI on the Emirati dialect
(see Table 2).

3.2 SMT

We use a character-level statistical machine transla-
tion model based on the Moses toolkit. We split all
sentences into character sequences and treat each
character as a separate translation unit.3

We provide two variants of the SMT approach.
SMT-multi is a single model trained on all dialects
from MADAR3. SMT-mono is a collection of 3
models, each of which is trained on the MADAR
texts of one major dialect area (Nile Basin, Levant,
Gulf). At prediction time, the relevant model is
chosen according to the provided dialect labels.

Furthermore, each of the two models is made
available in a closed and an open variant. The
closed variant contains a single language model

3Character-level models outperformed SMT models with
words and subwords in preliminary experiments. Model pa-
rameters are presented in Table 5 in the Appendix.

trained on the MSA side of MADAR. The open
variant contains a total of 7 language models, cor-
responding to the different MSA corpora listed in
Section 2.2 in addition to MADAR.

3.3 NMT
Our neural machine translation method is based
on the Transformer architecture. The model was
trained with OpenNMT-py (Klein et al., 2017).4

We tokenized the data using the unigram model
implemented in the SentencePiece library (Kudo
and Richardson, 2018), as it has outperformed
BPE-based segmentation when the studied texts
include inconsistent writing or non-standard lan-
guage (Kanjirangat et al., 2023). We experimented
with three different vocabulary sizes (300, 500,
1000) and found the smallest (300) to offer the
best performance.

Furthermore, we found that the NMT model’s
performance was enhanced by adding a dialect tag
at the beginning of the source sentence. We used
the three dialect labels of MADAR3.

The NMT model trained on MADAR3 alone did
not produce competitive scores. We only submitted
an NMT model trained both on MADAR3 and on
the backtranslations.

3.4 ByT5
ByT5 (Xue et al., 2022) is a multilingual pre-
trained model of the T5 family (Raffel et al., 2020)

4Experimental details for each model are provided in Ta-
ble 5 in Appendix A.
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that encodes all text as UTF-8 encoded byte se-
quences. It is pre-trained on the multilingual m4C
corpus (Xue et al., 2021), with 1.66% of the data
in Arabic. ByT5 was used by the winning team
(Samuel and Straka, 2021) in the MultiLexNorm
shared task (van der Goot et al., 2021), in which the
participants had to normalize social media texts of
various languages. We expect that Arabic dialect-
to-standard translation consists to a large extent of
local changes of individual characters. We there-
fore find that a byte-based model is a good fit for
this task.

We fine-tuned the byt5-base model with
MADAR3, but found the performance subpar. For
our submission, due to computational limitations,
we fine-tuned the byt5-small model with a ran-
dom sample of 1M sentences from our backtrans-
lated data and MADAR3.

3.5 AraT5
AraT5 (Nagoudi et al., 2022) is a pre-trained
model of the T5 family specifically focused on
Arabic, enabling tasks like machine translation
into and out of Arabic, summarization, translit-
eration and other sequence-to-sequence transfor-
mation tasks. During the competition, the second
version AraT5-V2 was made available. We use
the AraT5v2-base-1024 foundation model for our
experiments.

Fine-tuning AraT5-V2 on MADAR3 only did
not yield competitive results. Instead, we submitted
a model fine-tuned on MADAR3 and a random
sample of the backtranslations, with a total of 1.4M
sentence pairs (15% of the full dataset).5

4 Results

4.1 Results on the development set
Our results on the development set are shown in the
middle panel of Table 2 with the official evaluation
metric BLEU. Our best submission in Subtask 2 is
the leave-as-is baseline (LAI; Section 3.1). The fact
that unmodified input achieves better results than
machine translation approaches can be taken as an
indicator of the difficulty of the closed track task.
Note, however, that our best-performing machine
translation approach (SMT-multi) is in general less
than one BLEU point below LAI.

The inclusion of additional training material in
Subtask 3 led to a significant improvement for neu-

5The samples used for byT5 and AraT5 differ due to com-
putational time constraints.

ral methods, as illustrated by the results of NMT,
ByT5 and AraT5 in the lower part of Table 2. Nev-
ertheless, our best performing approach remains
SMT-multi, which scores first overall, and for all
individual dialects except for Jordanian. AraT5 is
the second best model overall, but note that SMT-
mono outperforms it on Egyptian and Palestinian.
The scores across different models are the most sta-
ble for Egyptian, and they vary the most on Emirati,
where the difference between the best (SMT-multi)
and worst model (ByT5) is around 4 BLEU points.

4.2 Official results
The right-hand panel of Table 2 shows the official
results on the test set. For comparison, we added
the results of the top-performing system of each
subtask.

For Subtask 2, the LAI baseline outperformed
both of our SMT systems, and got close to the best
submission. It can be noted that our LAI model
outperformed the best competitor on Emirati by a
large margin, suggesting that models tend to over-
normalize this dialect.

For Subtask 3, SMT and AraT5 were our best
submissions, as could be expected from the devel-
opment set scores. However, there is a significant
gap to the best competitor, especially for Emirati
and Jordanian. We would like to note however that
our Subtask 3 submissions rely on similar train-
ing data as was used for AraT5 pretraining, but in
a smaller volume. In that sense, it may be more
relevant to compare our systems with Subtask 2
submissions that are based on AraT5.

Note that in all our experiments we systemati-
cally use sentence-level contexts. However, our pre-
vious work has shown that contexts of sliding win-
dows of three words can bring significant improve-
ments, especially for the TF-based systems (Kupari-
nen et al., 2023). This approach requires word-level
data alignments which are not trivial to produce.
Therefore we defer this to future work.

5 Discussion

5.1 Evaluation metrics
The BLEU score (Papineni et al., 2002), which
was used as the official metric in this shared task,
treats each word as an atomic unit and considers
a word as wrong even if only one character is in-
correct. However, in dialect-to-standard translation
tasks, an large amount of differences is expected
to concern changes of individual characters. It
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Model Overall EGY EMI JOR PAL

BLEU

2.2 LAI 15.78 14.87 26.31 12.75 12.90
2.3 SMT-mono 15.39 15.91 17.94 14.84 11.78
2.1 SMT-multi 15.62 15.01 25.74 12.52 12.64

chrF

2.2 LAI 45.02 46.56 49.47 40.85 44.10
2.3 SMT-mono 46.96 49.11 51.11 43.81 44.69
2.1 SMT-multi 44.96 46.60 49.37 40.81 43.94

Table 3: BLEU and chrF scores on the development set.

might therefore be interesting to consider metrics
that reflects this better, for example the chrF score
(Popović, 2015), which is based on the precision
and recall of character n-grams.

Table 3 compares the development set BLEU
scores with the chrF scores of our Subtask 2 sub-
missions. According to BLEU, LAI is the best
performing system, mostly thanks to its good per-
formance on Emirati. SMT-mono is the worst of
the three despite winning on two individual dialects.
In contrast, according to chrF, SMT-mono outper-
forms all other systems on all four dialects. The
large variation on Emirati has also disappeared.

This suggests that our SMT-mono system could
in fact be perceived as better than the higher-ranked
LAI baseline. It would be instructive to see which
of the two evaluation metrics correlates better with
human assessment on this particular task.

5.2 Test data domains

While the MADAR corpus contains relatively short
and simple sentences from the travel domain, the
development and test data provided for the NADI
shared task comes from a different source and text
domain. It can be interesting to see how the pro-
posed translation models fare on both domains.

To this end, we extracted the test instances from
the MADAR3 corpus (which were held out from
model training) and evaluated some of our submis-
sions on them. Table 4 provides a comparison of
the results on the NADI test data and the MADAR3
test data.

There is a striking difference in terms of LAI
BLEU between the two datasets: NADI seems to
be much “easier” than MADAR, in the sense that
fewer replacements are required. For both datasets,
the closed-track SMT model does not do any better
than the baseline. The two selected open-track mod-
els have very similar performances on the NADI
test set, but differ greatly on their performance on

Model NADI MADAR3

2.2 LAI 14.28 3.48
2.1 SMT-multi 13.60 3.53
3.1 SMT-multi 17.69 10.22
3.4 AraT5 V2 17.46 17.85

Table 4: Overall BLEU scores for the NADI and
MADAR3 test sets.

MADAR. AraT5, presumably thanks to the large
amount of pretraining data, generalizes much better
to the more difficult MADAR test set.

6 Conclusions

In this paper, we described our participation in the
NADI shared task, where we submitted seven sys-
tems to two tracks. Our submissions placed second
on both tracks. Our strongest translation method
was SMT in both tracks, but given the difficulty
of the task, it was outperformed by an LAI base-
line in the closed track. Neural models closed the
gap to the SMT models only with large amounts of
additional parallel data obtained through backtrans-
lation.

We would like to note again that our open track
submissions do not use any human-translated par-
allel training data besides MADAR, and that the
total amount of training data is smaller than what
was used for AraT5 pre-training. This makes our
models, in particular the SMT ones, more data effi-
cient than large pretrained models such as AraT5
or ByT5.

We also showed that the participating systems
could have been ranked differently with a character-
based evaluation metric, which underlines the im-
portance of the selected metrics.
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A Experimental Details

We trained all neural models on a single NVIDIA V100 GPU. The SMT models were trained on a Xeon
Gold 6230 CPU. We will make the training scripts and the additional data publicly available for the final
submission.

Model Parameter Selected values Considered alternatives

SMT Subword tokenization characters words, unigram subwords
Alignment tool eflomal — (Scherrer, 2023)
Alignment symmetrization grow-diag-final-and —
Language model n-gram size 10 —
Maximum phrase length 10 —
Distortion disabled —
Tuning method MERT —

NMT Subword tokenization unigram subwords characters
Encoder + decoder layers 6 + 6 —
Attention heads 8 —
Embedding dimensions 512 —
Hidden layer dimensions 512 —
Position representation clipping 4 —
Dropout 0.1 —
Label smoothing 0.1 —
Optimizer Adam —
Adam β2 0.98 0.998
Batch size / accumulate gradient 2 * 5000 tokens —
Initial learning rate 0.1 0.01, 2.0
Decay Noam, 10000 warmup steps —
Max. training sequence length 1000 —
Max. prediction sequence length 1000 —
Training time 100000 steps —

ByT5 Foundation model google/byt5-small google/byt5-base
Max. sequence length 512 —
Batch size 8 sentences —
Early stopping disabled —
Training time 5 epochs —
Model selection criterion validation loss —

AraT5 Foundation model UBC-NLP/AraT5v2-base-1024 UBC-NLP/AraT5-base
Max. sequence length 256 —
Batch size 12 sentences —
Early stopping 5 epochs —
Max. training time 20 epochs —
Model selection criterion validation loss —

Table 5: Hyperparameter settings.
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