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Abstract

The Holy Qur’an is central to Islam, influenc-
ing around two billion Muslims globally, and is
known for its linguistic richness and complex-
ity. This article discusses our involvement in
the PR task (Task A) of the Qur’an QA 2023
Shared Task. We used two models: one em-
ploying the Sentence Transformer and the other
using OpenAI’s embeddings for document re-
trieval. Both models, equipped with a transla-
tion feature, help interpret and understand Ara-
bic language queries by translating them, exe-
cuting the search, and then reverting the results
to Arabic. Our results show that incorporating
translation functionalities improves the perfor-
mance in Arabic Question-Answering systems.
The model with translation enhancement per-
formed notably better in all metrics compared
to the non-translation model.

1 Introduction

The Holy Qur’an holds significant relevance as it
serves as the central holy book in Islam, guiding the
beliefs and practices of over 1.9 billion Muslims
worldwide. It provides essential spiritual guidance,
imparts moral values, and establishes rules for liv-
ing, exerting a profound influence on the lives of
Muslims and their communities. Comprising 114
chapters (Suras) and 6236 verses (Ayas) of vary-
ing lengths, totaling approximately 80,000 Ara-
bic words, the Qur’an, revealed over 1,400 years
ago, is written in classical Arabic (Atwell et al.,
2011). is considered to be linguistically complex
because it uses a rich vocabulary, intricate sentence
structures, and rhetorical devices like metaphors
and allegories. Its verses can have multiple mean-
ings depending on the context, allowing for various
interpretations (Alasmari, 2020). Various studies
have explored the Holy Qur’an for different NLP

tasks, such as creating datasets, question answering
(QA), retrieving related information, and and iden-
tifying topics (Adeleke et al., 2019; Mohd et al.,
2021; Mohamed and Shokry, 2022; Malhas and
Elsayed, 2022).

One recent study on applying NLP to the Qur’an
relies on the Qur’an QA shared task (2022) (Mal-
has et al., 2022). They propose a task defined as
giving a group of verses from a particular part of
the Holy Qur’an and a question about those verses;
a system needs to find the answer to the provided
question. The organizers continued to provide this
shared task, Qur’an QA 2023 Shared Task. How-
ever, they added a new task called the Qur’anic
passage retrieval (PR) task. PR is defined as partic-
ipants will be given a question in Modern Standard
Arabic and a set of Qur’anic passages that cover
the entire Holy Qur’an. The system is required to
return a list of these passages, ranked in order of
how likely they are to contain the answer to the
provided question. The question may vary in com-
plexity, ranging from simple and direct to more
intricate and nuanced. However, some questions
might not have an answer in the Holy Qur’an to
make the task more realistic and challenging. In
such cases, an adequate system should recognize
that there is no answer. Otherwise, it should return
a list of the top ten passages likely to contain the
answer.

This paper describes our participation in the PR
task (Task A) provided by the Qur’an QA 2023
Shared Task. Our proposed method is to translate
the Arabic Questions into English and incorporate
a paraphrasing module to enhance the retrieving
process. The rest of the paper is organized as fol-
lows: Section 2 discusses the related work. Section
3 explains the data we used for our tests. Section
4 provides details of our experiments. Section 5
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presents the results tied to our research queries. Fi-
nally, we discuss potential next steps and conclude
the paper.

2 Related Work

In the domains of Natural Language Processing
(NLP) and Information Retrieval (IR), the task of
Question Answering (QA) involves finding accu-
rate answers to questions within a body of text. QA
combines these two fields by requiring an under-
standing of language, as in NLP, and the ability to
find the proper documents, as in IR (Alami et al.,
2023). A typical QA system consists of several
steps, including understanding questions, finding
relevant text passages, and extracting answers to
deliver precise responses from extensive textual
sources (Alwaneen et al., 2022).

In the field of information retrieval, using lan-
guage models to rank documents based on their
relevance to a query has been a popular method
(Ponte and Croft, 2017). Earlier methods used
count-based language models for each document
to determine its likelihood of being relevant to a
query (Zhai and Lafferty, 2004). Sentence simi-
larity involves assessing the likeness between two
texts, where each sentence pair is judged based
on the notion that they have identical meanings
(Achananuparp et al., 2008). Models for sentence
similarity transform input texts into embeddings
that capture the overall meaning and then compute
their proximity according to some specific measure,
such as cosine-similarity or dot product. In the Al-
Bayan system by Abdelnasser et al. (2014), the
researchers utilized the Holy Qur’an and Tafseer to
identify verses with similar meanings using seman-
tic analysis. They developed a semantic interpreter
with machine learning to transform text into vec-
tors representing Qur’anic concepts. These vectors,
built from terms in the relevant documents, are
weighted using the TF-IDF method. The system
calculates the similarity between the vectors of a
given question and terms in the Qur’an, and then
highlights the most relevant terms to that question.
These methods had challenges, like dealing with
limited data.

Using commercial search engines as external
sources for paragraph retrieval is one of the meth-
ods used in the literature. The EWAQ system, intro-
duced by AL-Khawaldeh (2015), presents a novel
passage retrieval (PR) method. This method fetches
passages from search engines and calculates their

relevance to a query based on "entailment similar-
ity", employing cosine directional similarity as a
metric. A similar method for passage retrieval was
suggested by Bakari and Neji (2022). Initially, pas-
sages related to the query are fetched from Google
using the question’s keywords. These passages are
then refined, standardized, and divided. Next, the
questions and passages are examined linguistically,
including identifying named entities, analyzing syn-
tax, and assessing morphology. In the end, the main
ideas of the question and the passage are presented
logically.

More modern techniques use advanced language
models like BERT to determine query relevance.
Such methods have an advantage over older sparse
retrieval techniques because they recognize word-
based and more profound meaning similarities
rather than just looking for exact keyword matches
(Nogueira dos Santos et al., 2020). Karpukhin et al.
(2020) aimed to develop an effective dense em-
bedding model by merging the BERT pre-trained
model with a dual-encoder setup. This model trans-
forms text into a specific vector format and then
indexes every passage for retrieval. They found
that their model surpassed several other models
in question-answer tests on various datasets like
SQuAD (Rajpurkar et al., 2016) and TriviaQA
(Joshi et al., 2017).

3 Methodology

3.1 Dataset Description

The dataset used consists of three main compo-
nents: the Qur’anic Passage Collection (QPC),
questions from the AyaTEC dataset, and relevance
assessments for these questions against the QPC
passages. The QPC was created by organizing the
114 Qur’anic chapters into topic-based segments
using the Thematic Holy Qur’an (Swar, 2007), re-
sulting in 1,266 distinct passages. The dataset was
split into 70% training with 174 questions including
25 no-answer question, 10% development with 25
question including 4 no-answer question, and 20%
testing sets with 52 question. 15% of the total ques-
tions are designed to have no corresponding answer
in the Qur’an, termed as zero-answer questions to
raise the challenge of the model’s understanding.
The Query Relevance Judgements (QRels) dataset
includes 1,132 ’gold standard’ passage IDs from
the Qur’an, each associated with a specific ques-
tion from the AyaTEC dataset (Malhas and Elsayed,
2020) (Malhas, 2023). For questions that have no
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Dataset Structure Preprocessing Applied
QPC <passage-id> <passage-text> None

Training, Dev, and Test <question-id> <question-text> None
QRels Gold <question-id> Q0 <passage-id> <relevance> None

Qur’an English Translation <sura-id> <aya-id> <translation> Cleaning
Questions (Post-Augmentation) <question-id> <question-text> Translation and Paraphrasing

<question-en> <question-versions>

Table 1: Dataset Formatting and Structure

answer in the Qur’an, a placeholder value of "-1"
is assigned as the passage ID.

Our datasets employ tab-delimited formatting
and undergo different types of preprocessing. The
architecture of these datasets is described in Table 1.
We applied two primary components in our system
for question preprocessing: translation and para-
phrasing. The resulting structure of the question
file post-augmentation is also outlined in Table 1.

We also used the English translation of the mean-
ings of the Qur’an dataset from the Rowwad Trans-
lation Center (qur, 2023). It has a total of 6236
records, which represent the translation of every
verse in the Quraan. The Ruwwad Centre for Trans-
lation has carefully examined each Arabic verse,
consulting multiple sources of Arabic Tafseer and
grammar. They have opted for modern phrasing
and strived to maintain an arrangement that mirrors
the original Arabic sequence as closely as possible.

3.2 Model Setup

The proposed cross-lingual model architecture is
depicted in Figure 1, and its components are ex-
plained in detail. The general components of the
model are the English translation module, para-
phrasing module, and information retrieval module
which is based on the sentence-transformer model.

For the translation and paraphrasing, we used
OpenAI ChatCompletion API, gpt-3.5-turbo model,
and the prompts: "You will be provided with a
sentence in Arabic, and your task is to translate it
into English." And "You will be provided with an
English question, and your task is to paraphrase
it." Respectively for each task. The temperature
of the model is 0.9, with 150 maximum tokens.
The translation process was proposed to enhance
the quality of the processing of the used models,
as they performed poorly in Arabic directly. The
paraphrasing was proposed to enhance further the
accuracy of the answer retrieved.

The retrieved documents of different paraphrases
are aggregated and sorted according to their similar-
ity scores, eliminating duplicate documents in case

the same document is retrieved from multiple para-
phrases. The model handles no-answer questions
by setting a threshold value of similarity score in
an attempt to eliminate irrelevant documents. such
that a document is accepted as an answer if its
score exceeds the threshold value. The threshold
value was determined according to the analysis
conducted during the model experimentation.

The information retrieval model was built us-
ing a semantic search (Reimers, 2022). It is also
known as dense retrieval, which transforms the
search query into a vector representation and iden-
tifies document embeddings that are proximate in
the vector space. The lexical search seeks exact
word-for-word matches of the query terms within
the set of documents, failing to account for syn-
onyms and acronyms. Semantic search, on the
other hand, converts the search query into a vector
format and fetches document embeddings that are
close to that vector space.

The initial retrieval system could fetch docu-
ments that may not be highly relevant to the search
query. To address this, a second-layer re-ranker is
employed, which uses a cross-encoder to evaluate
and score the relevance of all candidate documents
in relation to the specified search query as shown
in Figure 1.

In our study, we employ two distinct models
to assess the efficacy of document retrieval in a
question-answering context. Model A which is a
Semantic Search that employs ’msmarco-distilbert-
base-tas-b’1 sentence Transformer model as the
bi-encoder, ’cross-encoder/ms-marco-MiniLM-L-
6-v2’2 model as the cross encoder. Model B which
is a semantic search that employs OpenAI’s best
embeddings ’text-embedding-ada-002’ engine as
the bi-encoder and OpenAI’s ’text-davinci-003” en-
gine3 as the cross encoder. The two models serve

1https://huggingface.co/sentence-transformers/
msmarco-distilbert-base-tas-b

2https://huggingface.co/cross-encoder/
ms-marco-MiniLM-L-6-v2

3https://platform.openai.com/docs/models/
overview
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Figure 1: Model Architecture of the Passage Retrieval.

as a comprehensive setup incorporating a trans-
lation component to facilitate multilingual query
processing. Built on an advanced neural network
architecture, those models with Translation are ca-
pable of understanding and interpreting queries in
the Arabic language. The translation feature allows
it to translate the queries into a common language,
perform the search, and then translate the results
back into the original language, if necessary. In
this work, we elaborate on the three setups used
in our experiments: model A with translation and
paraphrasing. model A with translation and no
paraphrasing, and model B with translation and no
paraphrasing.

3.3 Experiments Setup

All the pre-trained models were used in a zero-
shot manner. With no fine-tuning on the dataset
explained in Dataset Description. The primary met-
ric for evaluation is the Mean Average Precision
(MAP) and Mean Reciprocal Rank (MRR). All the
experiments were carried out on a single T4 GPU
and implemented using Google Collaboratory. We
will use our built model with the translated question
and no paraphrasing as the baseline for comparison.

4 Result and Discussion

In our research, we initially focused on assessing
the capabilities of the semantic search integrated
with a translation component. The metrics used for
performance evaluation included MRR and MAP.
The results of the three proposed models are shown
in Table 2. According to the scores on the dev set,
the SBERT semantic search without paraphrasing

was the best-performing model, with a MAP score
of 0.343 and an MRR score of 0.413. When it
comes to the test set, the SBERT semantic search
without paraphrasing had the highest MAP score of
0.132, while the OpenAI semantic search without
paraphrasing had the highest MRR score of 0.389.

Model Metric Dev Test
SBERT with
paraphrasing

MAP 0.284 0.120
MRR 0.408 0.291

SBERT without
paraphrasing

MAP 0.343 0.132
MRR 0.413 0.302

OpenAI without
paraphrasing

MAP 0.221 0.199
MRR 0.369 0.389

Table 2: Performance results for the three proposed mod-
els: SBERT semantic search with paraphrasing, SBERT
semantic search without paraphrasing and OpenAI se-
mantic search without paraphrasing.

Our findings indicate that the translation-
augmented version exhibited significant improve-
ments across all metrics when compared to the
model without translation. For instance, the
MAP score witnessed an increase from 0.003
using an Arabic sentence transformer model
’medmediani/Arabic-KW-Mdel’4 to 0.343 using
the English sentence transformer model ’msmarco-
distilbert-base-tas-b’ on the dev set, suggesting that
the translation component greatly enhanced the
model’s ability to retrieve more relevant documents.
Overall, integrating translation into the system sub-
stantially improved its performance, validating our

4https://huggingface.co/medmediani/
Arabic-KW-Mdel
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hypothesis that translation is a crucial element for
improving retrieval quality in the Arabic question-
answering (QA) environment.

Building on this, we also introduced a second
model that involved multiple paraphrased versions
of the input question for even more precise retrieval.
The results of the versions of the question produced
by the paraphrasing component were sorted, and
the duplication in the retrieved answers was deleted.
The result of both T-test (Semenick, 1990) and
Mann-Whitney U test (McKnight and Najab, 2010)
shows no significant difference in MAP and MRR
scores with adding the paraphrasing component to
the base model.

In the case of questions with no answer, the test
set contained 7 questions with no answers, the best
model was able to correctly say ’No answer’ to
four questions, 0.57 of the questions. The threshold
value for eliminating irrelevant documents is set to
-5, where documents with a score of -6 and below
are considered irrelevant.

The test set has in total 7 questions that did not
have corresponding answers (no-answer questions).
Interestingly, out of these 7 questions, our best-
performing model accurately identified ’No answer’
for 4 of them, giving us a 57% accuracy rate in this
specific context. In order to filter out irrelevant
documents, we established a threshold value of -
5, which means that any documents scoring -6 or
lower were considered irrelevant.

Some questions in the test set are not direct
and cannot be solved with similarity measures but
rather require some inference methodology to infer
the question from the given context.

Certain questions within the test set are indirect
and present challenges when addressed through
similarity measures. To effectively tackle these
questions, a more nuanced approach, specifically
an inference methodology, is necessary in order
to ascertain the intention of the question from the
given context.

5 Conclusion

In this study, we explored the linguistic complex-
ity of the Holy Qur’an, which holds profound in-
fluence over approximately two billion Muslims
worldwide. Our engagement in the Qur’an QA
2023 Shared Task’s PR task (Task A) led us to
employ two distinct models: the Sentence Trans-
former and OpenAI’s embeddings, both aimed at
effective document retrieval. A significant feature

of our approach was the integration of a translation
mechanism to facilitate the interpretation of Arabic
queries. Upon evaluation, the translation-enhanced
model showcased superior performance across all
metrics in comparison to its non-translation coun-
terpart.
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