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Abstract

This paper describes our submissions to the
WojoodNER shared task organized during the
first ArabicNLP conference. We participated in
the two proposed sub-tasks of flat and nested
Named Entity Recognition (NER). Our sys-
tems were ranked first over eight and third over
eleven in the Nested NER and Flat NER, respec-
tively. All our primary submissions are based
on DiffusionNER models, where the NER task
is formulated as a boundary-denoising diffu-
sion process. Experiments on nested Wojood-
NER achieves the best results with a micro
F1-score of 93.73%. For the flat sub-task, our
primary system was the third-best system, with
a micro F1-score of 91.92%1.
Keywords: nested NER, flat NER, Diffusion-
NER, PIQN, data re-sampling.

1 Introduction

Named Entity Recognition is the task of locating a
word or a phrase that references a particular entity
within a given text. It is among the most prominent
challenges in Natural Language Processing (NLP).
NER has been an active research area with grow-
ing interest and significant development over the
past twenty years. This increased interest has led
to the organization of multiple NER shared tasks
and evaluation campaigns, especially for English
(Tjong Kim Sang, 2002) and some other languages
(Tsygankova et al., 2019) (Benikova et al., 2014)
(Nguyen et al., 2019).

As for the used techniques and methods applied
to NER, there are mainly four approaches accord-
ing to Jehangir et al. (2023): rule-based algorithms,
supervised and unsupervised machine learning al-
gorithms, and deep-learning algorithms. The rule
based approach relies on predefined grammatical
rules and dictionaries to identify named entities.

0†Equal contribution
1Our code is available at https://github.com/

elyadata/NER_shared_task_2023

These systems are precise, but do not generalize
well. Supervised learning approaches can achieve
high accuracy, yet demand labelled data and may
give poor results for unseen domains. In contrast,
unsupervised learning techniques retrieve named
entities without requiring labelled data. However,
the absence of labels makes it challenging to as-
sess the performance of unsupervised models effec-
tively (Jehangir et al., 2023). The advent of deep
learning models like Transformers (Vaswani et al.,
2017) which excel across domains and languages,
enabled researches to make bigger strides towards
better performance.

Multiple studies have addressed the challenges
of identifying and classifying named entities in
Arabic text. Notable initiatives include the work by
Benajiba et al. (2007a), which introduced a NER
system relying only on n-grams and maximum en-
tropy, and it achieved an F1-score of 54.11% on
ANERcorp dataset (Benajiba et al., 2007b). Ad-
ditionally, Gridach (2016) has used deep learning
methodologies to enhance the performance of Ara-
bic NER with an F1-score 88.64% on the same
dataset (Qu et al., 2023). Furthermore, multiple
pretrained models such as AraBERT, MARBERT,
and JABER were fine-tuned to achieve respectively
90.51%, 80.5% and 84.20% F1-score on ANER-
corp (Qu et al., 2023).

Despite these previous efforts and progress made
for Arabic NER, nested NER still constitutes a chal-
lenging task not well studied in Arabic. Nested
NER refers to the particular case of NER where
entities are nested within each other, possibly with
different tags. Another common challenge in Ara-
bic NER lies the specific nature of the language
itself: Arabic is a morphologically rich and highly
ambiguous language with numerous dialectal vari-
ants and a significant amount of code-switching
(Jarrar et al., 2022; Darwish et al., 2021).

These factors, combined, make NER in its nested
or flat variants, a particularly challenging task when
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performed on Arabic and dialectal Arabic. Hence,
the motivation for the 2023 NER Shared Task (Jar-
rar et al., 2023) which aims to produce models that
can overcome the aforementioned challenges. The
main contribution of this work can be summarized
as follows:

• Experimenting with re-sampling techniques
for dataset unbalance alleviation.

• Fine-tuning state-of-the-art-models for both
the nested and flat NER sub-tasks.

• Achieving best results for the nested NER
model submission.

This paper is organized as follows. Section 2
describes the Wojood dataset. Section 3 presents
the implemented flat and nested tasks, and Section
4 details the experiments and the obtained results.
The overall results are discussed in Section 5 before
concluding the paper in section 6.

2 Dataset

The NER Shared Task dataset “Wojood” (Jarrar
et al., 2022) consists of 16817 sentences with an
average sentence length of 23.45 words and a vo-
cabulary size of 44881 for training, 3133 sentences
with an average length of 17.8 and a 13134 vo-
cabulary size for validation. The test set has 5990
sentences with an average length of 18.68 and a
vocabulary size of 20920. It comprises both Mod-
ern Standard Arabic (MSA) and dialectal Arabic
sentences. However, as detailed in Table 3 of Jar-
rar et al. (2022), the Wojood dataset is unbalanced,
with the most common class being GPE (Geopolit-
ical Entity) in the nested train set and ORG (Orga-
nization) in the flat train set, and the least frequent
class being PRODUCT for Nested and UNIT for
Flat.

3 NER systems

In this work, we approached the NER task with
two different methods: a data-centric approach
encompassing dataset re-sampling and data pre-
processing and a model-centric approach using sev-
eral model architectures.

3.1 Data cleaning
The data cleaning process involved several steps.
Firstly, a definition of 974 stop-words was estab-
lished. Then, stop words were removed from the
train set. Additionally, both exclamation marks (!)

and question marks (?) were removed from the text,
enabling the model to focus only on sentence con-
text. However, full-stops(.) and commas (,) were
kept to avoid offsetting numerical values. More-
over, each occurrence of two or more dots were
replaced with just one to maintain text clarity.

3.2 Data-centric approach
Based on the key observation of the unbalanced
nature of the Wojood data-set, we decided to exper-
iment with a data-centric approach using various
re-sampling methods.

NER datasets are typically unbalanced, with an
over-representation of the Outside <O> tag. To
mitigate this unbalance, Wang and Wang (2022)
proposed 4 different re-sampling methods in order
to increase the occurrences of sentences including
sequences tagged with an under-represented class.
The following is an outline of these methods.

Smoothed Count (sC) re-sampling: This is the
re-sampling method upon which the following are
built and the most simplistic. It works by re-
sampling sentences that contain the most named
entities not classified as Outside <O>.

Smoothed re-sampling incorporating Count and
Rareness (sCR): This method iterates on sC by
incorporating a rarity factor. Using this technique,
sentences with rarer tokens are more likely to be
re-sampled. This method incorporates a rarity com-
ponent in addition to the smoothed count.

Smoothed re-sampling incorporating Count,
Rareness, and Density (sCRD): In order to fo-
cus on sentences that have a higher number of en-
tity tokens per sentence length, the entity density
is added in this method, while still considering the
rarity of the tokens.

Normalized and Smoothed re-sampling incorpo-
rating Count, Rareness, and Density (nsCRD):
This method adds a utility factor to the sCRD re-
sampling function, to model the usefulness or the
pertinence of a token. Thus, the more varied the
tags in a sentence, the higher its marginal utility
factor, and the higher its chances of re-sampling
when compared to a less varied sentence.

3.3 Model-centric approach
Two models were used. A Parallel Instance Query
Networks model (PIQN) (Shen et al., 2022) and
a DiffusionNER model (Shen et al., 2023). PIQN
extracts entities from a sentence concurrently using

760



a parallel approach. Each individual query instance
predicts a single entity. By concurrently process-
ing all of these query instances, multiple entities
can be retrieved in parallel. This model contains
three main components: the encoder module, the
entity prediction module that conducts entity local-
ization and entity classification and the dynamic
label assignment module that assigns the ground
truth entities to the instance queries.

DiffusionNER is a state-of-the-art model in the
field of NER. It is a diffusion model (Ho et al.,
2020) that adds noises spans to the ground truth
entity boundaries and learns to reverse this pro-
cess to reconstruct correctly the entity boundaries
during training. During inference, it randomly se-
lects noisy spans from a standard Gaussian distribu-
tion, then it generates named entities by applying
a denoising operation using the acquired reverse
diffusion process. For each of the two mentioned
models above, several BERT (Devlin et al., 2019)
encoder derivatives were used, namely MARBERT
(Abdul-Mageed et al., 2021), AraBERT (Antoun
et al., 2020), and BioBERT (Lee et al., 2019).

4 Experiments and results

In order to reproduce the results obtained in Jarrar
et al. (2022), we started by training a multitask-
based baseline model for each evaluation condition
(flat and nested) using AraBERT (Antoun et al.,
2020). Table 1 compare our baseline results to the
ones obtained in (Jarrar et al., 2022). The scores
are calculated on the development set provided by
the shared task organizers.

Model sub-task Micro F1-score
(Jarrar et al., 2022) flat 86.81
Our baseline flat 87.55
(Jarrar et al., 2022) nested 90.47
Our baseline nested 90.53

Table 1: Reproducing results of Jarrar et al. (2022).
Results are measured on the development set related to
each version of the models (flat or nested).

As stated in section 3, we have opted for two
main axes of experimentation: data-centric and
model-centric approaches. These are covered in
the following sections.

4.1 Dataset re-sampling

To assess the benefits of data re-sampling, we
started from the baseline of the flat sub-task and re-

trained a new model for each re-sampling method
presented above. This results in four different new
models, each trained on a resampled version of
the data. As is shown in table 2, compared to the
baseline, an improvement of 0.37 was obtained
with sC re-sampling whereas a slight improvement
when using sCR method. However, a drop in F1-
score has been observed with entity density-based
re-sampling methods sCRD and nsCRD.

Model Micro F1-score
baseline 87.55
baseline with sC 87.92
baseline with sCR 87.62
baseline with sCRD 87.37
baseline with nsCRD 87.42

Table 2: Comparing re-sampling methods on flat Wo-
jood. All scores are obtained using the development set
of flat Wojood.

In order to assess the effectiveness of the data
cleaning process, we applied the pre-processing
steps described in section 3.1 and re-trained the best
system from the table above (baseline with sC). Un-
fortunately, data pre-processing affects the system
improvement and reduces the F1-score of the base-
line with sC model to 80.71%. Given this, we have
decided to proceed without data pre-processing.

4.2 Model fine-tuning
Regarding the model-centric approaches, we
trained several PIQN and DiffusionNER models
using multiple BERT encoders.

We started by applying the default PIQN config-
uration with biobert-large encoder on the nested
Wojood sub-task. The obtained results were worse
than the baseline, which could be explained by the
language and domain mismatch. In fact, BioBERT
was trained using English Wikipedia, BooksCorpus
and several large-scale biomedical corpora.

To remedy this mismatch situation, we replaced
the BioBERT encoder by AraBERT (Antoun et al.,
2020) which is trained on Arabic and hence more
suitable for the Wojood shared task. As shown
in table 3, we observed that AraBERT is quite ef-
fective. Compared to the baseline, an F1 score
improvement of 3.07 and 2.01 are obtained for flat
and nested sub-tasks respectively.

As dataset re-sampling is shown to improve
the model performance (see Table 2), we tried
by training the PIQN model on top of each re-
sampling method. This experiment was performed
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using the flat Wojood data-set. As we can see in
Table 3, all the implemented re-sampling method
did not yield the desired results when used with
PIQN models trained using AraBERT encoder.
Given the results obtained with PIQN, we trained
DiffusionNER model without any re-sampling. As
listed in Table 3, fine-tuning DiffusionNER with
AraBERT encoder module resulted in the highest
obtained F1-scores of 91.50% and 93.19% for
both flat and nested NER respectively.

As Wojood data is a mix of MSA and dialectal
Arabic, we have also tried to train DiffusionNER
using MARBERT (Abdul-Mageed et al., 2021) en-
coder. Since MARBERT was trained using a mix-
ture of MSA and dialectal Arabic, we hypothesize
that it could improve the NER results. Unfortu-
nately, that was not the case since the usage of
MARBERT resulted in lower F1 score compared
to the DiffusionNER model trained with AraBERT
encoder (Using MARBERT reduces the F1 score
of the DiffusionNER model from 93.19 to 90.39).

Model
Flat micro
F1-score

Nested micro
F1-score

PIQN_AraBERT 90.59 92.54
PIQN_AraBERT_sC 88.98 –
PIQN_AraBERT_sCR 88.63 –
PIQN_AraBERT_sCRD 80.98 –
PIQN_AraBERT_nsCRD 90.04 –
DiffusionNER_AraBERT 91.50 93.19

Table 3: Results of fine-tuning PIQN and DiffusionNER
on flat and nested Wojood development set. Best results
are in bold.

All our models were implemented using PyTorch
(Paszke et al., 2019) and trained on one Nvidia
Quadro RTX 6000 GPU using Adam optimizer
(Kingma and Ba, 2017) for a number of epochs
ranging between 100 and 150 with a batch size
ranging from 8 to 32.

4.3 System submissions

For both flat and nested sub-tasks, we submitted the
top two performing systems on the development
set.

Table 4 shows the scores obtained on the official
test set. Our primary submission for nested NER
was ranked first among all participants with an F1-
score of 93.73%. As for our flat NER primary
submission, it was ranked third with an F1-score
of 91.92%.

Model sub-task micro F1-score
DiffusionNER_AraBERT nested 93.73
PIQN_AraBERT nested 91.86
DiffusionNER_AraBERT flat 91.92
PIQN_AraBERT flat 90.87

Table 4: Official evaluation results. DiffusionNER and
PIQN are respectively the primary and auxiliary submis-
sions.

5 Discussion

We started our experiments by re-sampling the data
set in order to alleviate the data imbalance problem.
Our experiments show that not all the tested re-
sampling improves the F1 score of the Wojood
data-set. We also tested model-centric methods
using two encoder-only models, namely PIQN and
DiffusionNER. Both models have been tested using
various pretrained encoders: BioBERT, AraBERT
and MARBERT.

Using BioBERT has decreased the model perfor-
mance. This is not surprising, given the fact that
BioBERT is mainly trained on biomedical English
text, which does not fit our use-case.

We also noted that the results of PIQN and Dif-
fusionNER are better without dataset re-sampling.
We observed this when we trained PIQN and Diffu-
sionNER models after re-sampling the flat NER
dataset. However, due to time constraints, we
didn’t run the same experiments for nested NER.

Another observation made during the experi-
ments is that the use of an AraBERT encoder yields
better results compared to MARBERT despite the
presence of dialectal sentences in the latter. This
can be attributed to the pretraining of MARBERT
being exclusively on tweets, or to the possibility
that the Wojood dataset has more MSA content
than dialectal.

6 Conclusion

This paper presents results obtained on two NER
sub-tasks of the Wojood shared task, namely flat
and nested NER. Our submission relies on the us-
age of data-centric and model-centric approaches.
Data-centric consists of a set of re-sampling meth-
ods intended to mitigate the unbalanced nature
of Wojood data-set. Various re-sampling method
are implemented and led to only limited success.
Model-centric approaches, for their part, are
designed to train the best model for a given dataset.
We experimented with PIQN and DiffusionNER
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models trained using various pre-trained encoder.
Remarkably, the DiffusionNER fine-tuned with
an AraBERT sentence encoder module without
any re-sampling or pre-processing, yielded to
significant improvements over the baseline results
for both nested and flat NER. This allows us to
be ranked first out of eight for the nested NER
sub-task with a 93.93% F1-score and third out of
eleven for the flat NER sub-task with a 91.92%
F1-score.

Limitations

Despite the high ranking of our submitted system,
there are still a number of limitations that should
be mentioned and addressed in the future. Those
can be summarized into the following categories:

(1) Complexity: These systems are comprised of
multiple tightly coupled modules and components,
which is relatively complex when compared to the
baseline model. Moreover, this complexity results
in higher hardware requirements in terms of GPU
memory and computing power.

(2) Maximum sequence length: Both models
are not able to train or perform inference on
sequences longer than 512 characters tokens.
A workaround consisting of splitting longer
sentences into two smaller ones has been adopted
for this work, but that is not an elegant solution for
long-term or industrial usage.

(3) Annotated data requirements: Both
systems require annotated data, which can be
more costly and harder to source. Self-supervised,
unsupervised or few-shot learning alternatives like
the work of Das et al. (2022) should be explored
in order to mitigate the need for high amounts of
labelled data.

Ethics Statement

All models used for this work are open-source and
publicly available. All results are reproducible,
given the Wojood dataset. The authors obtained the
dataset by submitting a formal request.
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