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Abstract

Named Entity Recognition (NER) is a crucial
task in natural language processing that facil-
itates the extraction of vital information from
text. However, NER for Arabic presents a sig-
nificant challenge due to the language’s unique
characteristics. In this paper, we introduce Ara-
BINDER, our submission to the Wojood NER
Shared Task 2023 (ArabicNLP 2023). The
shared task comprises two sub-tasks: sub-task
1 focuses on Flat NER, while sub-task 2 cen-
ters on Nested NER. We have participated in
both sub-tasks. The Bi-Encoder has proven its
efficiency for NER in English. We employ Ara-
BINDER (Arabic Bi-Encoder for Named En-
tity Recognition), which uses the power of two
transformer encoders and employs contrastive
learning to map candidate text spans and entity
types into the same vector representation space.
This approach frames NER as a representation
learning problem that maximizes the similarity
between the vector representations of an entity
mention and its type. Our experiments reveal
that AraBINDER achieves a micro F-1 score
of 0.918 for Flat NER and 0.9 for Nested NER
on the Wojood dataset.

1 Introduction

Named Entity Recognition (NER) is a fundamental
task in natural language processing that involves
identifying and classifying named entities, such as
person names, locations, organizations, and tempo-
ral expressions, within text. In recent years, deep
learning models, particularly transformer-based ar-
chitectures (Hanslo, 2022), have revolutionized
NER by capturing contextual information effec-
tively. However, applying these models to Arabic
NER presents several difficulties. One of the ma-
jor challenges is the lack of comprehensive and
annotated Arabic NER data, which hinders the
fair evaluation of Arabic NER models (Qu et al.,
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2023). Other previous work addressed Named en-
tity Recognition as a Sequence labeling problem
(Affi and Latiri, 2022), Span-based classification
(Yu et al., 2020) or Seq-to-seq generation (Wang
et al., 2019). There have been some approaches that
dealt with the problem as a machine reading com-
prehension problem (MRC) (Li et al., 2020)(Elko-
rdi et al., 2023). Meanwhile BINDER (Zhang et al.,
2022) deals with NER as a representation learning
problem that maximizes the similarity between the
vector representations of an entity mention and its
type. This makes it easy to handle Nested and
Flat NER alike, and can better leverage noisy self-
supervision signals. Moreover, it demonstrates su-
periority over past approaches in terms of speed
and efficiency.
The use of dual networks dates back to (Brom-
ley et al., 1993) for signature verification and
(Chopra et al., 2005) for face verification. More-
over, (Humeau et al., 2019) conducted a compari-
son of three distinct architectures Bi-Encoder, Poly-
Encoder, and Cross-Encoder all employing deep
pre-trained transformers as encoders. In our solu-
tion, we use the Bi-Encoder architecture that has
also been used in various tasks, such as information
retrieval (Gillick et al., 2018), open-domain ques-
tion answering (Karpukhin et al., 2020), and entity
linking (Wu et al., 2020) and proved to achieve
state of the art results.
Furthermore, in recent work, all tokens or spans
that do not represent entities (non-entities) were cat-
egorized under a single class called "Outside" (O).
Notably, our solution diverges from this conven-
tional method since we use the proposed dynamic
thresholding loss within the context of contrastive
learning. This approach involves learning dynamic
thresholds specific to candidates, aiding in the dif-
ferentiation of entity spans from non-entity ones.
While contrastive learning (CL) has considerably
advanced numerous natural language processing
(NLP) tasks, its application within the Arabic con-
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text has been somewhat limited(Qu et al., 2023).
Recently, There has been a focus on this area as
(Shapiro et al., 2022) demonstrated the efficacy of
CL for Arabic hate speech detection, resulting in
significant improvements over baselines. In a simi-
lar vein, (Abdul-Mageed and Lakshmanan, 2022)
conducted experiments applying CL to diverse Ara-
bic NLP tasks including dialect identification, emo-
tion classification, sarcasm detection, and the iden-
tification of abusive and adult content.

In this paper, we bridge the gap by introducing
AraBINDER, a novel approach to address these
challenges. BINDER (Zhang et al., 2022), learns
to differentiate between entities and non-entities,
even when confronted with limited annotated data.
This capability enhances its generalization poten-
tial, rendering it applicable to both Nested and Flat
NER paradigms. For Sub-task 1 and Sub-task 2, we
apply AraBINDER using our best model achieving
micro F1 scores of 0.918 and 0.90 respectively.

2 Data

We conducted our work on the Wojood (Jarrar et al.,
2022) dataset provided by the shared task (Jarrar
et al., 2023). The shared task focuses on identi-
fying named entity mentions in unstructured text
and classifying them into predefined classes this is
divided into two sub-tasks, sub-task 1 focuses on
Flat NER while sub-task 2 centers on Nested NER.
The data for sub-task 2 differed in the manner that
in the Nested scheme some tokens had more than
one entity type assigned to it.
The corpus of Wojood consists of about 27K sen-
tences and 550K tokens and is manually annotated
covering both Modern Standard Arabic (MSA) and
Dialect Arabic (DA) in multiple domains. It con-
tains about 75K entities, out of which 22.5% are
Nested. The data was annotated for 21 entity types
with IOB tags. The dataset introduced four new
tags which are occupation, website, unit, and cur-
rency.
We follow the data split provided by the shared
task: 70% of the data for training, 10% for devel-
opment, and 20% for testing. Table 1 shows the
label distribution of both Flat and Nested entities
of the training and development sets. Since the pro-
vided data was IOB tagged, we have modified it by
removing the tags and labeling each sentence with
a unique ID. Also, the model uses the start and end
of each span to modify the loss objective which is
explained further on the paper for this purpose we

extract the word’s start and end characters for each
sentence along with the start and end characters for
entities in that sentence.

Tags %Train %Validation
PERS 8 8.24
NORP 6.01 5.87
OCC 6.23 6.22
ORG 21.12 21.11
GPE 24.52 24.43
LOC 0.99 0.86
FAC 1.41 1.25
PRODUCT 0.06 0.06
EVENT 3.1 3.02
DATE 18.1 18.7
TIME 0.46 0.62
LANGUAGE 0.21 0.17
WEBSITE 0.7 0.51
LAW 0.6 0.5
CARDINAL 2.02 2.07
ORDINAL 5.59 5.69
PERCENT 0.17 0.15
QUANTITY 0.07 0.03
UNIT 0.08 0.03
MONEY 0.27 0.23
CURR 0.29 0.24

Table 1: The distribution for Entity types in the train
and validation sets of Wojood.

3 Method

In this section, we introduce the methodology of
AraBINDER, which utilizes the Bi-Encoder archi-
tecture first introduced in (Zhang et al., 2022) for
Arabic-named entity recognition (NER). The foun-
dation of our model is the Bi-Encoder framework,
which involves encoding both entity types and text
using the Transformer-based architecture. To pro-
vide a comprehensive understanding, we begin
by explaining the background of this Bi-Encoder
framework. By leveraging the Bi-Encoder archi-
tecture and incorporating contrastive learning ob-
jectives, AraBINDER presents a robust and effec-
tive approach for Arabic NER. In the following
sections, we will elaborate on the implementation
details and experimental results to validate the per-
formance of our proposed methodology.

3.1 Bi-Encoder for NER

The architecture of AraBINDER, as depicted in
Figure 1, is based on a Bi-Encoder framework that
has primarily been explored in the context of dense
retrieval(Karpukhin et al., 2020). It has been put
to the test in the case of NER for English and Chi-
nese languages and demonstrated superior perfor-
mance so we employ it to the Arabic language.
The Bi-Encoder comprises two Transformer mod-
els, namely the entity type encoder and the text
encoder, which are isomorphic and fully decoupled.
For the task of NER, our model takes two types of
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inputs: entity-type descriptions and text containing
potential named entities. At a high level, the entity
type encoder generates representations for each en-
tity of interest (e.g., "person" in Figure 1), while
the text encoder produces representations for each
input token in the given text where named entities
may appear (e.g., "É¿Q�
Ó" in Figure 1). Based on
these representations, we generate a set of span
candidates and match them with each entity type
in the vector space. As illustrated in Figure 1, the
model aims to maximize the similarity between the
entity type and positive spans while minimizing the
similarity with negative spans. The introduction of
Bidirectional Encoder Representation from Trans-
formers (BERT) (Kenton and Toutanova, 2019) led
to a revolution in the NLP world, as BERT-based
models achieved state-of-the-art results in many
tasks such as Machine Translation (Ghazvinine-
jad et al., 2019), Question Answering (Yang et al.,
2019), Text summarization (Zhang et al., 2019)
and many more tasks. We utilize a pre-trained lan-
guage model and fine-tune it for our NER task.
In our experiments, we experimented with sev-
eral pre-trained BERT-based models on Arabic
such as CAMeLBERT (Inoue et al., 2021) and
AraBERT with both versions (Antoun et al., 2020),
but AraBERTv2 produced better results so we con-
tinued our experiments using it. AraBERTv2 has
two different models that differ in the training data
whereas the second one contains the same training
data but in addition to 60M Multi-Dialect Tweets,
most of its training data is MSA instead of DA.
They also use Farasa (Darwish and Mubarak, 2016)
Arabic morphological segmentation in the text pre-
processing and we believe that this is beneficial to
our task at hand based on the nature of the provided
data, which contained some MSA.

3.2 Contrastive Learning

The primary goal of NER contrastive learning, il-
lustrated in Figure 1, is to bring the representations
of entity mention spans near their corresponding
entity type embeddings (positive instances) and
distant from irrelevant types (negative) in vector
space. For instance, we aim to position the entity
type "Person" closer to the mentioned span "É¿Q�
Ó
" while maintaining a notable distance from any
other word.
To accomplish this, we applied the multi-objective
formulation in (Zhang et al., 2022) that comprises
two distinct objectives based on the span and token

Figure 1: AraBINDER Architecture.

embedding spaces, respectively. These objectives
work together to guide the model in learning mean-
ingful representations that capture the relationships
between entity types and their associated mentions,
enabling accurate and effective NER. Recognizing
that the span-based objective in isolation might fall
short, we enhance it with a position-based objec-
tive. The latter addresses a limitation where all
negative spans receive equal penalties, even if they
partially correspond to correct spans, for example,
spans that share a common start or end token with
the gold entity span. To address the challenge of
predicting partially accurate spans, we introduce
supplementary position-based contrastive learning
objectives, which have the potential to enhance the
model’s ability to predict start and end positions
more accurately.
In the case of handling non-entities, the model, us-
ing the previously mentioned objectives may be
able to distinguish between entities of different
types, but it may fail to push away from non-entities
to address this issue, we use the similarity between
the special token [CLS] and the entity type as a dy-
namic threshold, as shown in Figure 1. Intuitively,
the representation of [CLS] reads the entire input
text and summarizes the contextual information,
which could make it a good choice to estimate the
threshold to separate entity spans from non-entity
spans. In simpler terms, the final equation for the
loss in Eq. (1) consists of three main parts, start
loss, end loss, and span loss following the overall
training objective in (Zhang et al., 2022). The equa-
tions of the three loss functions are given in (Zhang
et al., 2022) and are not included here due to space
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limitations.

L = αℓstart + γℓend + λℓspan (1)

4 Experiments

4.1 Experiment Setting
All experiments were conducted using a single
v100 GPU. We utilized the given training dataset
for training our model and exploited the validation
dataset to choose the hyper-parameters. A maxi-
mum input sequence length is set to 128, sequences
greater than this length would be truncated and se-
quences less than this length would be padded to
obtain the same length. For all experiments, we
ignore sentence boundaries and tokenize and split
text into sequences with a stride of 16. All base
models are trained for 20 epochs with a learning
rate of 3e-5 and a batch size of 8 sequences with
a maximum token length of 128. For evaluation
We follow the standard evaluation protocol and use
micro F1, which indicates that a predicted entity
span is considered correct if its span boundaries
and the predicted entity type are both correct, we
also include precision and recall in our results.

5 Results

In all our experiments, we exploit the AraBERTv2-
Twitter base that is trained on MSA in addition to
Multi-Dialect Arabic Tweets, since our data con-
tain both MSA and DA in multiple domains. We
demonstrate our results on the development set for
Flat NER and Nested NER in Table 2 and Table 3
respectively, while Table 4 and Table 5 show Flat
NER results and Nested NER results on the test set
respectively.

6 Discussion

As can be shown from tables 2 and 3, the model
performs better for Nested NER than for Flat NER
on the development set. We noticed this behav-
ior in several experiments. However, as can be
seen from tables 4 and 5, it performs better for Flat
NER on the test set, This indicates that the model
may have failed to generalize. In the path forward,
our focus will revolve around enhancing the per-
formance of underperforming Nested experiments
while delving into the exploration of alternative en-
coders for Arabic, such as JABER (Ghaddar et al.,
2022), which could potentially enhance our results.
Moreover, we are dedicated to further refine our
data pre-processing strategies to tackle the unique

challenges posed by Arabic, rectifying annotation
errors, and addressing the scarcity of precise data.

Model Recall Precision F1
AraBINDER(ours) 0.918 0.913 0.916

Table 2: Results of Flat NER on the development set.

Model Recall Precision F1
AraBINDER(ours) 0.94 0.918 0.929

Table 3: Results of Nested NER on the development
set.

Model Recall Precision F1
(Jarrar et al., 2022) - - 87.33
AraBINDER(ours) 0.924 0.914 0.918

Table 4: Results of Flat NER on the test set.

Model Recall Precision F1
(Jarrar et al., 2022) - - 0.91
AraBINDER(ours) 0.906 0.893 0.90

Table 5: Results of Nested NER on the test set.

7 Conclusion

In this paper, our approach revolves around the ap-
plication of AraBINDER to tackle both Flat and
Nested Named Entity Recognition (NER) tasks
within the shared context. This methodology in-
volves using a Bi-Encoder architecture, proficiently
encoding both entity types and textual content. The
infusion of contrastive learning into this framework
serves to maximize the similarity between individ-
ual entity types and their corresponding mention
spans.

Our evaluation revolved around BERT-based
models trained on Arabic corpora, with a spe-
cial focus on AraBERT. Through assessment, we
observed that the AraBERTv2-Twitter base, pre-
trained on Arabic data encompassing Modern Stan-
dard Arabic (MSA) and Twitter data, performed the
best. Notably, it performed better for the Flat NER
task, outperforming its Nested NER counterpart.

Limitations

As shown during our experiments, The Nested
NER results were not as good as expected and we
believe that most of the mistakes were due to the
challenge in the nature of Arabic data, and this is
a problem for low-resource languages. We notice
that some words that use conjunctions as person
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names may be confused with team names as in
news reporting. For instance, "John and Johns" are
two names for separate persons in English, while
in Arabic, we find that the "ð" is often linked to the

following name "YÔg@ð XñÒ m×" since there is no
clear separation between them. This can be clas-
sified, at inference time, as a single-person entity
with first and last names, instead of two separate
person entities and this may lead to confusion.
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