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Abstract

Framing is an important mechanism in argu-
mentation, as participants in a debate tend to
emphasize those aspects or dimensions of the
issue under debate that support their standpoint.
The task of reframing an argument, that is
changing the underlying framing, has received
increasing attention recently. We propose a
novel unsupervised approach to argument re-
framing that takes inspiration from counterfac-
tual explanation generation approaches in the
field of eXplainable AI (XAI). We formalize
the task as a mask-and-replace approach in
which an LLM is tasked to replace masked
tokens associated with a set of frames to be
eliminated by other tokens related to a set of
target frames to be added. Our method relies
on two key mechanisms: framed decoding and
reranking based on a number of metrics similar
to those used in XAI to search for a suitable
counterfactual. We evaluate our approach on
three topics using the dataset by Ruckdeschel
and Wiedemann (2022). We show that our two
key mechanisms outperform an unguided LLM
as a baseline by increasing the ratio of success-
fully reframed arguments by almost an order of
magnitude.

1 Introduction

Framing is an important mechanism in argumen-
tation, as participants in a debate tend to empha-
size those aspects or dimensions of the topic under
debate that support their standpoint (Misra et al.,
2016; Mou et al., 2022). In this context, refram-
ing is a task that has recently received increased
attention, consisting in switching the underlying
framing of an argument (Chakrabarty et al., 2021;
Chen et al., 2021).

In our conceptualization of the problem, there
are frames to be deleted, D, and frames to be added,
A, to an argument. Our approach essentially masks
the tokens that belong to frame D and uses a lan-
guage model to regenerate the tokens so that ideally

they belong to A. Instead of rewriting complete sen-
tences as in previous work (Chen et al., 2021), our
approach aims to maximize the change in framing
by minimal precise and controlled intervention into
the argument. This “mask-and-replace” approach
circumvents the need to fine-tune a language model
for the specific task and is thus unsupervised.

Consider the following argument debating “nu-
clear energy” that emphasizes aspects related to
safety: “While geothermal, solar, and wind are
safe, nuclear energy is not”. A minimal change
to the argument that changes the frame from fo-
cusing on safety aspects towards emphasizing eco-
nomic aspects could yield the following argument:

“While geothermal, solar, and wind are affordable,
nuclear energy is not”.

In this paper, we draw inspiration from current
eXplainable AI (XAI) approaches to propose a
novel reframing approach that is based on coun-
terfactual explanation generation to explain the de-
cision of a classifier (Wachter et al., 2017). A coun-
terfactual can plainly speaking be seen as an answer
to the question: How would an example have to be
different to belong to a different class? We trans-
fer this idea to the task of reframing arguments,
coming up with a “counterfactual” that answers
the question: How would the argument need to be
changed to have a different frame? Counterfactual
generation can be seen as a search in the space of
possible changes to a given example or argument
that switches the class or respective frame. Differ-
ent metrics have been proposed to constrain and
guide the search in the space of possible counter-
factuals. As two examples, approaches have used
the following metrics: proximity, which measures
the similarity of the generated instance to the ini-
tial instance, and data manifold closeness, which
measures how well the generated counterfactual
fits within the target data distribution (Verma et al.,
2020).

Our approach in particular works on the token
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level, assuming that each frame-relevant token of
an argument is assigned to a frame class. The task
of frame classification on the token level of an
argument has been proposed by Ruckdeschel and
Wiedemann (2022). Given the feasibility of this
task, we build on this representation and use the
models by Ruckdeschel and Wiedemann (2022) as
a starting point for our reframing approach.

Our contributions are:

• We present an unsupervised approach to ar-
gument reframing that relies on a mask-and-
replace approach on the token level, relying
on a language model to replace tokens asso-
ciated with a set of frames to be deleted by
other tokens denoting a set of target frames to
be added.

• The approach in particular relies on a frame-
guided decoding and reranking strategy in-
spired by the metrics used in counterfactual
generation. Concerning the reranking strategy,
we transfer existing metrics used in counter-
factual explanation generation and adapt them
for the case of the reframing task.

• We conduct a comprehensive analysis and
evaluation on three controversial topics (nu-
clear energy, minimum wage, and marijuana),
demonstrating the impact of our reranking and
framed decoding strategies. We show in par-
ticular that these two mechanisms are effec-
tive, increasing the ratio of appropriately re-
framed arguments from 2% to 18% compared
to a baseline in our manual evaluation, cor-
responding to an improvement of almost an
order of magnitude. In addition, we analyze
the influence of the number of generated can-
didates as well as of LLM size.

The manual annotations, spanning over 600 re-
framed arguments as well as our code are available
on GitHub1.

2 Related work

The automatic analysis of frames in texts has been
pioneered by Boydstun et al. (2014) and Card et al.
(2015), who applied it to the analysis of newspa-
per articles. Frames help to organize and structure
text and arguments but are also used to bias dis-
cussions (Mou et al., 2022) or tailor arguments to

1https://github.com/phhei/
counterfactualREframing

specific audiences (de Vreese, 2005; Ajjour et al.,
2019; Chen et al., 2021).

The task of reframing arguments, as we consider,
has been tackled before by Chen et al. (2021), who
used the generic frame classes defined by Card et al.
(2015) and relied on fine-tuned language models to
rewrite complete sentences, using two surrounding
sentences as context.

Similar to our goal of minimal changes,
Chakrabarty et al. (2021) extended this approach
to generate a reframed argument that is closely re-
lated the original one. They propose an approach
that first identifies parts of the original argument to
be replaced and then relies on a fine-tuned BART

model to generate replacement candidates, picking
the candidate that has the highest score of being
entailed by the original argument according to an
entailment model.

In contrast to the above-mentioned previous
work on reframing that relies on models fine-tuned
for the task, our approach is unsupervised.

Beyond the inventory of 15 generic frames pro-
posed by Boydstun et al. (2014), recent work has
made a strong case for more fine-granular and topic-
specific framesets. Ajjour et al. (2019) have for ex-
ample explored an approach by which frame labels
can be derived bottom-up by clustering, and Mou
et al. (2022) have demonstrated that the transfer-
ability of frames across topics is limited. Reimers
et al. (2019) have made the case that arguments
rarely only evoke one frame and that often multi-
ple aspects are emphasized. In alignment with this
observation, Schiller et al. (2021) have operational-
ized the assignment of frames as a span extraction
task rather than as a document classification task.
Following up on this, Ruckdeschel and Wiedemann
(2022) present a dataset with topic-specific frame
classes annotated on token-level.

We directly build on the work of Schiller et al.
(2021) and Ruckdeschel and Wiedemann (2022) as
a starting point and rely on an argument in which
each token is labeled with a corresponding topic-
specific frame. This allows us to select the to-
ken/spans that have to be modified to switch the
frame.

Our proposed approach is inspired by research
in XAI, which uses counterfactuals to explain clas-
sifier decisions. In the context of XAI, counter-
factuals are explanations rooted in counterfactual
reasoning. This process entails pinpointing the
specific features that, if altered, would result in

https://github.com/phhei/counterfactualREframing
https://github.com/phhei/counterfactualREframing
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different outcomes or predictions (Miller, 2019).
Given this, applying counterfactual approaches to
reframing feels intuitive, since changing the frame
is conceptually similar to changing a classifier’s
prediction.

From the literature on counterfactuals, we adopt
the idea that suitable metrics can be used to guide
the search in the space of potential counterfactu-
als. Common metrics for selecting an appropri-
ate counterfactual are validity and proximity. A
recent paper catalogued up to eight such metrics
from contemporary XAI research on generating
and evaluating counterfactuals (Verma et al., 2020).
In our work, we reuse the metrics related to valid-
ity, proximity, and data manifold closeness that are
explained in section 3.2.

Counterfactual methods in natural language pro-
cessing have primarily been used to explain and
evaluate sentiment classifiers (Wu et al., 2021;
Madaan et al., 2021) or to uncover dataset arti-
facts (Ross et al., 2021). To our knowledge, their
application in the context of reframing is novel,
marking a primary contribution of our paper.

3 Methodology

We model the task of reframing as a generative
mask-and-replace approach. Given an argument
and its frameset S, called source frameset, and a
target frameset T , the task is to shift the aspects
covered by the argument towards this target frame-
set T by rewriting it. Hence, the goal is to remove
nd frames contained in set D to be deleted and add
na new frames in a set A that are not contained in
S. The frameset of the rewritten argument is thus
expected to be identical with the target frameset
T = (S \D) ∪A.

Our unsupervised approach is described in Fig-
ure 1. In particular, given an argument to be re-
framed, we apply a sequence tagging model to
classify each token into its corresponding frame,
relying on the approach proposed by Ruckdeschel
and Wiedemann (2022). We then mask each token
that has been assigned a frame label that is in the
set D. For each masked span, a language model
generates an alternative text span which is placed
in the corresponding spot, resulting in a new text
that is a mixture of original text spans and newly
generated text spans.

In order to guide the replacement of a masked
span by a span related to set A, we rely on two
strategies to increase the ratio of successfully re-

framed arguments: framed decoding and various
output reranking strategies based on the field of
counterfactual explanations. We explain these
strategies in more detail in what follows.

3.1 Framed Decoding

We follow the proposal of Heinisch et al. (2022)
to increase the probability of generating tokens of
the target frames to the given argument. In our
introductory example, for instance, our goal would
be to increase the probability of generating tokens
related to an economic frame, such as affordable in
the example.

For a given frame f , we compute p(f |v), that
is the (conditional) probability that if v occurs, it
occurs in a text position labeled with frame f . This
measures the specificity of v for frame f . At infer-
ence time, we modify the logit for each vocabulary
element lv for each target frame ft ∈ T to be added
as follows:

l̃v = lv + λ(max(l)−min(l)) p(ft|v) (1)

where λ is a hyperparameter controlling the degree
to which vocabulary elements related to the frames
to be targeted are boosted. While a small value of
λ yields only a weak boost, a high value strongly
boosts tokens related to the frames to be added,
potentially leading to output that is unrelated to
the input. In order to avoid the repetition of frame-
exclusive vocabularies and to aim for frame diver-
sity when multiple frames are applied, we set the
repetition penalty to 1 + λ as proposed by Keskar
et al. (2019).

3.2 Reranking strategies

We decode the model using beam search to yield
n rewrites of the original sentence. We then ap-
ply a re-ranking strategy to select sentences that
best align with a quartet of metrics. The first three
metrics derive inspiration from the collection pre-
sented by Verma et al. (2020) for counterfactuals:
i) Frame-Validity, ii) Proximity, iii) Data Manifold
Closeness. The fourth metric, iv) Grammatical-
ity and Fluency, is tailored to our specific require-
ments.

Equation 2 shows how the metrics are aggregated
to obtain the final score, which is used to rerank
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2

Stage 1:
Modify Text

Step 1. Classify tokens

Token Based
Frame Classifier

While geothermal, solar, and wind are
safe, nuclear energy is not.

Step 2. Mask unwanted tokens         

While geothermal, solar, and wind are
<mask>, nuclear energy is not.

Text Generation
Model with

Framed-Decoding

While geothermal, solar, and wind are
affordable, nuclear energy is not.
COST

Stage 2: Rank
Candidates

Validity: 0.8
Proximity: 0.9
Sparsity: 0.9

Data manifold
Closeness: 0.8

Causality: 1

Validity: 0.8
Proximity: 0.9
Sparsity: 0.9

Data manifold
Closeness: 0.8

Causality: 1

Frame Validity: 1
Proximity: 0.9
Grammar: 1
Data manifold      
Closeness: 0.8

While geothermal, solar, and wind are
affordable, nuclear energy is not.

Step 1. Get Scores for each candidate

Tokens correlated with

safe 0.02

Terroris
Attacks 0.1

cheap 0.22

0.32

RENEVABLE ENERGY

RENEVABLE ENERGY
RENEVABLE ENERGY

Step 3. Generate candidates with target tokens            

SAFETY

SAFETY

COST

COST

COST

Step 2. Select candidate with best score
Token Likelyhood

affordable

Figure 1: Proposed Reframing Method with Reranking Strategy via Counterfactual Properties

the rewrites in descending order:

score = ωvalidity · frame-validity
+ωproximity · proximity
+ωcloseness topic · data_manifold_closenesstopic
+ωcloseness frame · data_manifold_closenessframe
+ωgrammar · grammar

(2)
with ωm as a weight hyperparameter for metric m.

Frame-Validity The aim of our approach is to
generate a rewriting of the given argument that
evokes the frames to be targeted. In analogy to the
criterion of validity that is used in counterfactual
explanation generation to measure the degree to
which generated counterfactuals switch a classi-
fiers’ prediction, we introduce the analogous frame-
validity metric that indicates whether the refram-
ing has been successful. For this, we compute
a weighted Jaccard similarity between the target
frames T and the frames predicted by the sequence
labeling approach P for the reframed argument,
where the weights correspond to the probabilities
of the predicted frames:∑

f∈P∩T p(f)

#T +
∑

f∈P\T p(f)
(3)

Proximity Proximity is used to ensure that the
generated counterfactual is semantically close to
the original example in counterfactual explanation
generation approaches. As we aim for a minimal
modification of the argument that effectively re-
frames the argument, we apply a similar metric
in our approach. We aim to maximize the prox-
imity of the generated argument to the original
argument, computed by using a Sentence-Bert-
model (Reimers and Gurevych, 2019) to embed

both sentences and calculate the cosine similarity
between them.

Data Manifold Closeness Counterfactual expla-
nation generation approaches aim to generate ‘re-
alistic’ counterfactuals with a high probability of
originating from the actual data distribution. The
same holds for reframed arguments, so we transfer
the Data Manifold Closeness used in counterfactual
explanation generation approaches to the refram-
ing task. We aim for reframed arguments to have a
strong relation to the desired frames as well as to
the issue/topic under discussion. To compute the
similarity to the frame and topic, we take the top-k
Sentence-Bert embedded neighbors and take the
average cosine similarity between those.

Grammaticality and Fluency An important
goal is to ensure the grammaticality and fluency of
the reframed arguments, so that as a further met-
ric we compute the acceptability of the sentence
according to the corpus of linguistic acceptability
(CoLA) by Warstadt et al. (2019).

4 Experiment Design

4.1 Dataset

We use the Argument Aspect Corpus (AAC) by
Ruckdeschel and Wiedemann (2022) that features
manually annotated frame labels for token spans
within argumentative sentences. These sentences
were drawn from the UKP Sentential Argument
Mining Corpus by Reimers et al. (2019), expressing
a stance on three major political topics: minimum
wage, nuclear energy, and marijuana legalization.
Since the dataset offers slightly above 1,000 anno-
tated sentences for each topic on the token level, it
fits our token-based reframing setting.
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4.2 Experimental Settings
As our approach relies on a model that can assign
a frame to each token of a given sentence, we re-
produce the model proposed by Ruckdeschel and
Wiedemann (2022), using the exact same hyperpa-
rameters and dataset. We consider the best variant
based on roberta-large with a sequence tag-
ging head, using the best-performing fine-tuned
model on the test data across 5 runs. On the token
level, we yield micro-averaged F1 scores across
all 12 to 13 frame classes (the topic-specific frame-
sets are defined by Ruckdeschel and Wiedemann
(2022)) of 0.63, 0.6, and 0.69 for “nuclear energy”,
“minimum wage”, and “marijuana”, respectively.

For the language model generating rewritings
for the masked tokens, we rely on the pretrained
T5-model variants t5-small (60 million pa-
rameters) and t5-large (770 million parame-
ters) (Raffel et al., 2020) as implemented in the
transformers-library by Wolf et al. (2020).
We mask all token spans with a predicted frame
belonging to the frames to be deleted D with place-
holders that were used in the masked language
pretraining objective of T5. For each placeholder
in an incrementing order, T5 generates alternative
text spans which we replaced with the placehold-
ers then. Note that T5 does not repeat the input
argument while generating. We generate between
4 and 25 tokens per reframed argument candidate,
sampling with a temperature of 1.25. To receive
n different candidates, we apply beam search with
2n beams.

For reranking the candidates, we apply
the automatic metrics as proposed in Section
3.2. As the Sentence-BERT model, we rely
on all-MiniLM-L6-v2 (or the more com-
plex model all-MiniLM-L12-v2 in exper-
iments where t5-large was used). For
the Data Manifold Closeness, we chose k =
5. For the grammar score, we rely on the
model textattack/roberta-base-CoLA
provided by Morris et al. (2020).

Determining the Target Frameset T Given the
frameset F defined for the debated topic of the ar-
gument (Ruckdeschel and Wiedemann, 2022) and
the set of all frames S contained in the argument
as predicted by the frame classifier, we randomly
delete nd ∈ {0, 1, 2} frame classes D from S and
randomly add na ∈ {0, 1, 2} frame classes from
F \S . In our primarily evaluated reframing setting,
we select nd = na = 1, exchanging a single frame

class in the set of frame classes emphasized by an
argument.

Manual study In order to evaluate the reframed
arguments beyond using the automatic frame pre-
dictions and measurements as proposed in Section
3.2, we conduct a manual study involving three
paid annotators, students from the field of (compu-
tational) social science.

For the assessment of frames, we use the original
well-explored and reviewed guidelines by Ruckde-
schel and Wiedemann (2022), including the defini-
tion and examples (when given) for each specific
frame. In order to ensure a fair evaluation, we hide
the original frames of the argument as well as the
target frames. Annotators were thus asked to select
none or up to five relevant frames evoked by the
reframed argument. This is in contrast to studies
that ask annotators to confirm whether the reframed
argument fits the target frame as a choice between
yes, partial, and no (Chen et al., 2021).

For the assessment of grammar and fluency, each
annotator had to rate the reframed argument on a
Likert scale between 1 (broken/unfinished text) to 5
(perfect fluency and grammar). For the assessment
of meaning, each annotator provided two binary
labels: one for the preservation of meaning in re-
lation to the original argument and another for the
plausibility of the proposed argument as a valuable
contribution to the discussion.

On the task of indicating the relevant frames, we
obtain a fair inter-annotator-agreement of ακ =
0.32 according to Krippendorff’s alpha measure,
which is comparable to other tasks in the field of ar-
gumentation. While we observe an almost perfect
agreement in frames that are directly mentioned
in the text, e.g. fossil fuels in the first example of
Table 3, disagreement occurs in cases of implicit
concepts or weakly related implications such as
reliable energy when only “special needs by indus-
try” is mentioned. The agreement on the tasks of
labeling fluency and grammaticality (ακ = 0.152)
and meaning (ακ = 0.16) are lower due to the
subjectivity of these tasks. However, we observe
common trends. In terms of grammaticality, we
receive constant low grammar scores for obviously
broken sentences. Higher deviations are mostly
caused by irregular punctuation in which different
perspectives are acceptable. In terms of the binary
categories related to the meaning, we observe dis-

2aligning the annotator-specific mean score across the an-
notators
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agreement on borderline examples and different
penalizations of tautologies and repetitions. For
example, while all annotators agree regarding the
plausibility of the first example in Table 3, they
disagree whether the reframed argument is still re-
lated to the original argument. Further details on
the manual study are provided in Appendix B.

5 Results

We analyze the appropriateness of our reframed
arguments along different dimensions. First of all,
we evaluate the reframing success of our approach,
that is the success of fitting the target frameset T .
For this, we compare the frames covered by the
reframed argument (P) with the target frames T .
Note that P is predicted by the model of Ruck-
deschel and Wiedemann (2022) in the case of the
automatic evaluation and annotated by humans in
the case of the manual evaluation. We present re-
sults with respect to the frames towards three cri-
teria: i) FIT measuring the target-set-fit ratio, that
is the ratio of instances where P = T , ii) REM
measures the ratio of instances where the unwanted
frames are successfully removed, i.e. P ∩D = ∅,
and iii) ADD measures the ratio of successfully
added frames A ⊆ P . These three metrics allow
us to judge the reframing validity of our approach.
The automatic results covering three topics are pre-
sented in Section 5.1. In Section 5.2 we broaden
the perspective by also including further metrics
that measure other relevant aspects of the reframed
argument beyond frame-validity, considering the
other automatic metrics introduced in Section 3.2.
In addition, we present the results of our manual
study in Section 5.3, adding the criteria of meaning
preservation and plausibility, evaluating the impact
of reranking and framed decoding as well as the
impact of the model size of the text-generating
model (Section 5.3.1) and the impact of the edit
distance between the source frameset S and the
target frameset T (Section 5.3.2).

We conducted further experiments regarding the
impact of the number of rewritings per argument
in Appendix A.

5.1 Evaluating Reframing Success

This section evaluates the reframed arguments us-
ing t5-small by automatically retrieving frames
from the rewritten arguments with the task of re-
moving one frame and adding a new frame. In
order to exclusively focus on the contained frames

while reranking, we set the weights of all counter-
factual metrics to 0 in Equation 2 except ωvalidity =
1. The automatic results are provided in Table 1.
Regarding yielding the target frameset T as the pre-
dicted frameset (FIT), we see an improvement of
approximately 4 times by using reranking among
10 rewrites across all three topics. Using nuclear
energy as an example topic, the ratio of success-
ful reframing increased from 2.1 to 8.6. Activat-
ing framed decoding (λ = 0.5) improves again
the ratios by approximately 6 times (more than an
order of magnitude compared to the baseline us-
ing a vanilla language model without reranking),
yielding ratios of 53.9, 40.1, and 50.9 for nuclear
energy, minimum wage, and marijuana. With re-
spect to the ability of the model to remove the
frames to be deleted as measured by REM, we ob-
serve the same trends but with only comparable
minor gains. Vanilla language models are already
good at generating replacements that do not share
the same frame, having success ratios between
82.6% and 89.7%. Reranking (gaining between
1.9% and 4.4%) as well as framed-decoding (gain-
ing between 6.4% and 11.7%) increases the ratio
further, ending with an almost guaranteed frame
removal (e.g. 98% for marijuana). Looking at the
success rate of adding frames as measured by ADD,
we observe major gains using reranking and framed
decoding comparable to the FIT analyses, yielding
ratios between 45.8% (minimum wage) and 63.4%
(nuclear energy).

Note that the results are worse for all topics
when decreasing the strength of framed decoding
(λ-value) from 0.5 to 0.1, showing the importance
of a higher boost of frame-related tokens.

The following example illustrates a common pat-
tern using a high value of λ = 0.5: Reframing the
argument against nuclear energy “Italy, Belgium,
Spain and Switzerland have also principally de-
cided to become nuclear energy-free” emphasizing
the aspect of energy policy (S) towards an argu-
ment emphasizing renewable energy (T ) results in

“It is essential solar panels wind farms concentrated
concentrated in hydro biomass farms to become nu-
clear energy-free.”, which is barely understandable.
The text mentions several technologies for renew-
able energies to maximize the probability of this
particular frame and avoids any names of countries
or decision processes to minimize the probability
of being labeled with energy policy. This exam-
ple shows that beyond successfully switching the
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Nuclear energy Minimum wage Marijuana
REM ADD FIT REM ADD FIT REM ADD FIT

MLM (T5small) 84.0 2.9 2.1 82.6 2.5 1.3 89.7 3.0 2.5
⌞+rerank (10) 88.4 ‡ 10.9 ‡ 8.6 ‡ 85.1 ‡ 9.5 ‡ 6.8 ‡ 91.6 ‡ 12.2 ‡ 9.7 ‡
⌞+frame-decλ=0.1 89.9 20.4 ‡ 15.9 ‡ 84.1 10.8 8.3 93.0 21.2 ‡ 17.8 ‡
⌞+frame-decλ=0.5 95.8 ‡ 63.4 ‡ 53.9 ‡ 96.8 ‡ 45.8 ‡ 40.1 ‡ 98.0 ‡ 55.7 ‡ 50.9 ‡

Table 1: Ratios in % of evaluating the reframing success. (‡) significant improvement to the method above with p <
0.005 according to the approximate randomization test with 10.000 resampling steps.

Nuclear energy
∅ FIT Gram.

MLM (T5small) 56.7 2.1 73.8
⌞+rerank (10) 61.1 ‡ 8.3 ‡ 85.6 ‡
⌞+frame-decλ=0.1 62.9 ‡ 15.9 ‡ 85.3
⌞+frame-decλ=0.2 65.7 ‡ 38.1 ‡ 80.1
⌞+frame-decλ=0.5 62.7 53.4 ‡ 39.3

Table 2: Scores (0-100) for the different model variants
on nuclear energy: Average of all metrics, target-set-fit
(FIT), and Grammaticality.

frame, grammaticality and preserving topicality are
crucial, so we evaluate our arguments with respect
to further criteria in the following section.

5.2 Evaluation including other Reframing
Aspects

In order to analyze the appropriateness of reframed
arguments beyond the reframing success, we evalu-
ate them with respect to all other metrics introduced
in Section 3.2 by introducing an unweighted aver-
age of those five (∅), scaling each metric from 0 to
100. However, for reranking, while still regarding
frame-validity as the most important metric, we
compute an aggregate involving all metrics with
weights ω as follows3: ωvalidity = 4, ωproximity =
1, ωcloseness topic = 1, ωcloseness frame = 0.5, and
ωgrammar = 2 (Equation 2)

The results of the automatic evaluation using
again t5-small exchanging exactly one frame
are provided in Table 2. We observe that the rerank-
ing improves every single metric and, hence, the
average score. In the case of the topic of nuclear
energy, the improvement is 3.4 points, increasing
from 56.7 to 61.1. While looking at the different
rewrites, we notice that arguments with shorter re-
placements are preferred on average in order to

3In an application case such as a dashboard with sliders, a
user of the system could select an individual weighting of the
different metrics to get different reranked lists.

avoid hallucination and therefore optimize proxim-
ity and data manifold closeness while ensuring a
high frame-validity. Introducing framed decoding
shows a tradeoff between target-set-fit (favoring
high λ) and grammaticality/proximity (favoring
low λ). The highest target-set-fit ratio (53.4%) is
achieved at λ = 0.5 at the expense of a lower
grammaticality (39.3). Conversely, deactivating
framed decoding yielded the highest score in terms
of grammaticality (85.6) but lowered target-set-fit
(8.3%). Thus, framed decoding enforces the target
frameset but decreases the (linguistic) coherence,
moving the reframed argument away from the orig-
inal. We find the optimal λ value at 0.2 with a
38.1% ratio of fitting target framesets and a gram-
maticality score of 80.1. Table 3 shows examples
using this setting, containing one successfully re-
framed argument and two examples of failing to
introduce the added frame in the target set.

5.3 Manual Evaluation

To explore the trade-off between target-set fit and
linguistic acceptance further, we conducted a man-
ual study with 50 randomly selected arguments
derived from the debate on nuclear energy. Once,
we exchanged one frame without framed decoding
and twice with framed decoding (λ = [0.1, 0.2]).
We automatically selected the best-reframed sen-
tence out of 10 each using the proposed weights in
Section 5.2. Table 4 presents the results of the 150
annotated arguments, incorporating the majority
vote for frames and meaning and mean values for
grammaticality/fluency.

The results of the manual evaluation generally
confirm the results of the automatic evaluation. De-
activating framed decoding results in a low target-
set-fit (8% of the generated arguments add the new
frame, 64% of them remove the deleted frame, and
4% fit the target frameset exactly). However, these
arguments have only minor grammaticality/fluency
flaws with an average of 3.9, every second preserv-
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Original argument Reframed argument
Just to maintain the
current world pro-
duction of nuclear
power, either the
oldest, creakiest plants
need to be relicensed
or a veritable orgy of
nuclear construction
needs to begin. [RELIA-

BILITY]

There is a need for
fossil oil, either the
oldest, creakiest plants
need to be relicensed
or a veritable orgy
of nuclear construction
needs to begin. [FOSSIL

FUELS]

The support of nuclear
power by government
results from special
pleading lobbying by
the industry. [ENERGY

POLICY]

The support of nuclear
power by the indus-
try results from special
needs by the industry.
[RELIABILITY]

Prospects for nuclear
energy as an option
are limited, the report
found, by four unre-
solved problems: (1)
high relative costs;
(2) perceived adverse
safety, environmental,
and health effects;
(3) potential security
risks stemming from
proliferation; and (4)
unresolved challenges
in long-term man-
agement of nuclear
wastes. [COSTS], [AC-

CIDENTS/SECURITY],

[ENVIRONMENTAL

IMPACT], [HEALTH

EFFECTS], [WASTE]

Prospects for nuclear
energy as an option
are limited, the report
found, by four unre-
solved problems: (1)
high relative costs;
(2) perceived adverse
safety, safety, and
health effects; (3)
potential security
risks stemming from
proliferation; and (4)
unresolved challenges
in long-term man-
agement of nuclear
wastes. [COSTS], [AC-

CIDENTS/SECURITY],

[HEALTH EFFECTS],

[WASTE], [TECHNOLOG-

ICAL INNOVATION]

Table 3: Examples using t5-small+rerank (10) with
framed decoding (λ = 0.2), removing and adding one
frame class

w/o λ λ = 0.1 λ = 0.2

Success of reframing (%)
REM 64 82 82
ADD 8 8 26
FIT 4 4 18

Grammar/ Fluency (1-5)
∅ 3.9 3.9 3.7

Meaning (%)
Preservation 50 48 40
Plausibility 60 68 60

Table 4: Results of manual evaluation (t5-small + rerank
(10)), debating nuclear energy

t5-small (10) t5-large (10)
w/o λ λ = 0.2 w/o λ λ = 0.2

Frame-FIT (%) 4 18 6 18
Grammar (1-5) 3.9 3.7 4.1 4.1
Preservation (%) 50 40 62 60
Plausibility (%) 60 60 70 72

Table 5: Results of the manual study considering two
model variants, debating nuclear energy

ing the meaning of the original argument, and 60%
of which are plausible. Activating the framed de-
coding again shows a similar λ influence with a
sweat-spot of λ = 0.2, yielding a high target-set-fit
(18%) and generating well-formulated arguments
(3.7) while preserving meaning (40%) and plausi-
bility (60%).

In comparison to the automatic evaluation results
shown in Table 2, we notice a significant drop by
≈ 50% in the target-set-fit ratio. This discrepancy
can be primarily attributed to the use of the same
classifier for both the automatic evaluation and the
classification of tokens with frames. This classifier
plays a crucial role in identifying the text segments
that need to be replaced to achieve a new target
frameset. As a consequence of this setup, incorrect
frame predictions that occur outside the replaced
text segments go unnoticed in the automatic evalu-
ation but are detected in the manual evaluation.

5.3.1 Impact of model size
To analyze the impact of using a larger model
(namely t5-large), we expanded our manual an-
notation study by 50 reframed arguments for each
hyperparameter setting. Table 5 shows the results.

Regarding the target-set-fit ratio, we observe sim-
ilar performances, yielding only 4% and 6% for
t5-small and t5-large, respectively, with-
out framed decoding. While t5-small is better
in avoiding the removed frame class (64%) but
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not successful and targeting the added frame class
(8%), t5-large is worse in removing (58%)
but better in adding (16%). Due to the higher
model complexity, t5-large is better at gener-
ating context-fitting replacements, having a higher
chance to restore the masked text part but also to
uncover new aspects, while t5-small tends to
generate more general and debate-unspecific re-
placements, resulting in less meaning preservation
(dropping from 62 to 50%) and plausibility (from
70% to 60%).

Nevertheless, activating the framed decoding
process with λ = 0.2 reduces the impact of
model size regarding the framing. Both text-
generating models produce a target-set-fit ratio of
18%, demonstrating the success of our decoding
strategy being insensitive to model size. However,
t5-large shows a better performance on select-
ing linguistically fitting tokens which leads to com-
parable ratings in grammaticality (∅4.1), meaning
preservation (60%) and plausibility (72%). Here,
t5-small starts to generate clearly ungrammati-
cal or unfitting text replacements in some cases.

5.3.2 Evaluating reframing on multiple
frames

Up to this point, our focus has been on the task
of reframing involving the replacement of a single
frame class within an argument in a multilabel set-
ting. Next, we experimented with removing and
adding none or multiple frame classes simultane-
ously, exclusively relying on arguments covering at
least two frame classes. Due to the increasing com-
plexity, we used t5-large with activated framed
decoding (λ = 0.2), again reranking among 10 can-
didates per argument. The manual analysis incor-
porated 50 reframed arguments, once for removing
1 frame class (deframing) and once for exchanging
2 frame classes (extended reframing).

Increasing the edit distance between the source
frameset S and target frameset T increases the task
difficulty. With deframing, we achieve a target-
set-fit of 24% (yielding 66% reframed arguments
without the removed target frame). By exchanging
1 target frame class we measure a target-set-fit of
18% while finally dropping to 8% by exchanging
2 target frame classes due to the major changes
needed to achieve the complex changes between S
and T . The challenge of this extended reframing
is also reflected by the other three manual metrics
but still yielding an average grammar score of 3.9,
a ratio of 42% in meaning preservation, and a ratio

of 64% in terms of plausibility.

6 Conclusion

We have proposed an unsupervised approach to
argument reframing, which takes inspiration from
approaches to counterfactual explanation genera-
tion in the sense that we transfer and adapt metrics
used in counterfactual generation to implement a
reranking strategy for reframed arguments. We use
an LLM to replace text spans that were tagged by a
token classifier with a frame to be deleted by tokens
that are associated with the frame to be added.

Our automatic and manual evaluation demon-
strates that the combination of framed decoding and
reranking, utilizing metrics such as frame-validity,
proximity, data manifold closeness, and grammat-
icality, outperforms a vanilla LLM baseline by
nearly an order of magnitude in terms of reframing
success. Furthermore, by showing a tradeoff be-
tween tailoring the rewritten argument to the target
frameset and yielding a plausible and grammati-
cally correct argument, we identified a sweet spot
in the strength of framed decoding yielding across
two different language generation model sizes.
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A Analysing the impact of the number of
generated candidates for reframing

This section presents a concise analysis of how
the quantity of rewrites impacts the quality of the
best-reframed argument considering the automatic
reranking with weights proposed in Section 5.2,
measured by the target-set-fit ratio and the average
score of the reranking metrics.

Investigating the debate of “nuclear energy”, Fig-
ure 2 illustrates a pattern wherein an increasing
number of rewrites monotonously increases both
metrics across all models since additional rewrites
potentially outperform the choice among fewer
rewrites, but can not worsen the metrics based
on the best argument after reranking. However,
the curves flatten with an increasing number of
rewrites, representing a stochastic principle of sam-
pling from an ordered distribution. Since we apply
sampling at decoding time itself, every language
model has the capability to generate every text that
maximizes the automatic metrics (100%). Hence,
our distribution contains this optimal text which has
to be sampled assuming access to infinite rewrites.
However, this is not practicable, raising the ques-
tion of the probability mass of the “good” rewrites.
Here, we observe that framed decoding shifts the

Figure 2: Influence of the number of rewrites debating
“Nuclear energy” (t5-small)

Figure 3: Influence of the number of rewrites debating
“Minimum wage” (t5-small)

probability mass significantly, leading to better so-
lutions at fewer rewrites compared to instances
where framed decoding is not employed.

The observation holds for other topics as well.
Figure 3 for the topic “minimum wage” shows a
similar relation between the metrics and number
rewrites, having only a smaller slope of increment.
Looking at Table 1, we see that this topic yields
the smallest ratio of successfully reframed argu-
ments on average, suggesting more complex frame
classes. Nevertheless, the same stochastic princi-
ples apply here, observing the same trends.

B User Interface of the Manual study

Figure 4 shows the user interface of our manual
study. Annotators were shown one argument at a
time and were asked to rate the mentioned frames,
the fluency, and the meaning. Each frame class is
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Frame ακ

Accidents/security 0.361
Costs 0.462
Energy policy 0.133
Environmental impact 0.362
Fossil fuels 0.286
Health effects 0.498
Public debate 0.107
Reliability/efficiency 0.173
Renewables 0.386
Technological innovation 0.209
Waste 0.454
Weapons 0.457
Overall 0.324

Table 6: Inter-annotator agreements (Krippendorff’s
Alpha) of the manual user study, topic Nuclear energy

described adapting the original descriptions4, once
by hovering the frames and once in the guidelines
at the bottom of the page, containing examples
as well. The annotators answered the questions
sample by sample independently from each other.

C Replacing T5 with larger
prompt-based Large Language Models

Recent advancements in prompt-based Large Lan-
guage Models, such as chatGPT or the successor
GPT-4 (OpenAI, 2023), show wide applicability
for many NLP tasks in a few- or even zero-shot
setting. To test the potential for usage as reframing
models, we used a prompt5 to test the performance
of GPT-4 on some selected examples shown in Ta-
ble 3:

4https://zenodo.org/record/7525183/
files/AAC_NE_Guidelines.md?download=1

5You are an assistant for reframing sentences that are
tagged with specific aspects. The current topic is nuclear
energy and the tags show which aspects of the topic the tokens
belong to. You will be given a sentence with a set of initial
aspects and your task is to perform minimal changes on the
sentence to reframe it into a new target set of aspects, without
changing words that are not labeled to an aspect that needs to
be removed. The new aspects are general topics and not the
words that need to be included.

This is a tagged sentence with the aspects [SOURCE SET]
and the target set is [TARGET SET]

[Sentence with annotated labels]
Now perform minimal changes to this sentence to achieve a

reframed sentence that has the target set as annotated aspects.
Try to keep the sentence as close to the original one and change
only what is necessary. The fewer changes the better. Keep
the tokens that are not related to the reframing the same, i.e.
don’t remove unnecessary tokens if they are not related to
an aspect that needs to be removed. Write the new sentence
without aspect classifications but just as a plain sentence.

1. Just to maintain the current world consump-
tion of fossil fuels, either the oldest, most de-
pleted fields need to be rejuvenated or a sig-
nificant surge in new drilling needs to begin."

2. "The support of nuclear power by the govern-
ment results from its reliability in the industry.

3. "Prospects for nuclear energy as an option
are limited, the report found, by four unre-
solved problems: high relative costs; per-
ceived adverse safety and technological chal-
lenges; health effects; potential security risks
stemming from proliferation; and unresolved
challenges in long-term management of nu-
clear wastes."

While the first look at the reformed arguments
is promising (introducing related phrases towards
the frame class which should be added in all ar-
guments), we see critical drawbacks using GPT-
4. Although the parts marked as “fit the target
frame set” of the reframed arguments align with
the original argument, GPT-4 failed to keep them
completely unchanged and, hence, perform more
changes than necessary, leading to less controlla-
bility. Furthermore, with respect to the automatic
frame class prediction, GPT-4 often fails to reframe
successfully. In the presented examples, GPT-4
successfully added only once the new frame class
and failed two times to remove the frame class
that should have been discarded. GPT-4 shows
also a dependency on descriptions of the frame
classes, e.g. to guide the second example towards
“reliable energy” rather than “reliability” in gen-
eral. All in all, GPT-4 alone without further guid-
ance as provided by framed decoding or reranking
is not suited to support the type of minimalistic
reframing that we are targeting. However, using
these two techniques to introduce framing capabili-
ties in an unsupervised manner, we require only a
general language understanding of the underlying
generative language model. Using a much larger
prompt-based model with more capabilities is not
necessarily beneficial here. In order to keep the
requirements for the computational resources real-
istic, especially with respect to a beam search using
up to 100 beams in order to yield a comprehensive
search space for counterfactual reranking, we con-
sider T5 as the model of choice for this paper.
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Figure 4: Screenshot of part of the annotator interface of the manual study


