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Abstract
ImageArg is a shared task at the 10th ArgMin-
ing Workshop at EMNLP 2023. It leverages
the ImageArg dataset to advance multimodal
persuasiveness techniques. This challenge
comprises two distinct subtasks: 1) Argumen-
tative Stance (AS) Classification: Assessing
whether a given tweet adopts an argumentative
stance. 2) Image Persuasiveness (IP) Classifica-
tion: Determining if the tweet image enhances
the persuasive quality of the tweet. We con-
ducted various experiments on both subtasks
and ranked sixth out of the nine participating
teams.

1 Introduction

Argumentation mining, a task in Natural Language
Processing (NLP), aims to automatically detect ar-
gumentative structures in a document (Green et al.,
2014). This process unveils not only people’s view-
points but also the reasons behind their beliefs
(Lawrence and Reed, 2019). It offers valuable in-
sights across a wide spectrum of fields, ranging
from predicting financial market trends to public re-
lations. However, prior research in this field mainly
concentrates on text and does not exploit multi-
modal data.

ImageArg, a multimodal dataset introduced by
Liu et al. (2022), is designed to bridge this gap. It
includes persuasive tweets accompanied by images
and its goal is to identify the image’s stance towards
the tweet and assess its persuasiveness score on
specific topics.

ImageArg constitutes a collaborative challenge
(Liu et al., 2023) tailored to advance multimodal
persuasive techniques, using the ImageArg dataset.
It is made of two subtasks: Argumentative Stance
(AS) Classification and Image Persuasiveness (IP)
Classification which will be further discussed in
subsection 3.1 and subsection 3.2 respectively.

The whole system architecture is shown in Fig.1.
We make three experiments on the AS subtask.

Figure 1: Our System Architecture

While in two of them, we only used the text as
input data, in the third, we adopted a multimodal
approach, considering both image and text inputs.
In the former, we utilize BERTweet (Nguyen et al.,
2020) in one experiment and RoBERTa (Liu et al.,
2019) in the other. For our final experiment, we
employed the Multimodal Bitransformer (MMBT)
architecture (Kiela et al., 2020), harnessing tweets’
text, text within images, and the images themselves.
Our first approach, which leveraged BERTweet,
achieved the highest F1-score compared to the two
other methods.

For the IP task, we conducted a single experi-
ment employing the MMBT model. We employed
tweets’ text, text extracted from images, and the
images themselves as inputs.

2 Related Work

Persuasiveness Mining: Persuasiveness mining
has been the subject of many recent studies (Chat-
terjee et al. (2014); Park et al. (2014); Lukin et al.
(2017); Carlile et al. (2018); Chakrabarty et al.
(2019)) but they do not provide the factors that
make an argument persuasive. Liu et al. (2022)
provides a framework to assign numerical score to
the persuasiveness of an image based on its content
type. They also determine the mode of persuasive-
ness for their images which can be based on reason,
emotion, or ethics. In this work, we are going to
use the dataset provided by Liu et al. (2022) for de-
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Original Processed
Topic Split Pos Neg Total Pos Neg Total

Argumentative
Stance

Gun Control
Train 475 448 923 470 442 912
Dev 54 46 100 52 45 97
Test 85 65 150 85 65 150

Abortion
Train 244 647 891 729 644 1373
Dev 19 81 100 19 81 100
Test 33 117 150 33 117 150

Image
Persuasiveness

Gun Control
Train 251 672 923 747 663 1410
Dev 33 67 100 31 66 97
Test 53 97 150 53 97 150

Abortion
Train 278 613 891 556 609 1165
Dev 26 74 100 26 74 100
Test 53 97 150 53 97 150

Table 1: Statistics for the Original and Processed (Cleaning & Paraphrasing) Datasets. The ’Pos’ class corresponds
to ’Yes’ and ’Support’, while the ’Neg’ class corresponds to ’No’ and ’Oppose’. Numbers modified due to data
augmentation are highlighted in bold.

termining image persuasiveness and argumentative
mining.

Multimodal Learning: The recent surge in at-
tention towards AI models lies in their capability
to handle and comprehend inputs from multiple
sources, thanks to the complementary nature of
these multimodal signals in real-world applications
(Aytar et al. (2016); Zhang et al. (2018); Alwas-
sel et al. (2020)). Within the field of vision and
language, tasks primarily revolve around assess-
ing the models’ proficiency in both grasping visual
data and articulating reasoning through language
(Agrawal et al. (2016); Goyal et al. (2017); (Hud-
son and Manning, 2019)). Although some research
diverges from this mainstream which explores the
connection between images and text: Alikhani et al.
(2019) delve into annotating discourse relations be-
tween textual and accompanying visual elements in
recipe instructions, while Kruk et al. (2019) delve
into understanding multimodal document intent in
Instagram posts.

3 Task and Data

ImageArg Shared Task includes two subtasks: Ar-
gumentative Stance (AS) Classification and Image
Persuasiveness (IP) Classification. The dataset pro-
vided for this task encompasses two distinct topics
of societal significance, namely abortion and gun
control. Within the training subset of the dataset1,
a total of 912 examples are allocated to the domain

1We observed that we had data inconsistency according to
the ImageArg statistics.

of gun control, while 887 examples pertain to the
topic of abortion. In the development subset, there
are 100 data entries related to abortion and 97 data
records related to gun control. In the testing parti-
tion, both the abortion and gun control categories
are represented equally, each comprising 150 ex-
amples.
In the following parts, we will provide more de-
tails about subtasks and statistics related to the data
specified for each subtask.

3.1 Argumentative Stance Classification
In this subtask, a tweet consisting of an image and
text is given and the task is to predict whether this
tweet supports or opposes a certain topic. It is con-
sidered a binary classification task; the proposed
topics are abortion and gun control.

According to the data distribution shown in Fig.2
in the gun control section, we deal with a dataset
that is approximately balanced and there is no need
to worry about imbalanced classes. On the other
hand, the abortion topic has different conditions;
unfortunately, the dataset is imbalanced in both the
train and dev sections. Over 70% of the data has
been specified to the "Oppose" class.

3.2 Image Persuasiveness Classification
Like the previous subtask, a tweet composed of an
image and text is given to a model as input and
it will predict if the image beside the tweet text
makes it more persuasive or not. The scenario is
the same as the first subtask, a binary classification
problem with the mentioned topics.
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Figure 2: Data distribution in Argumentative Stance
Classification. (A) Abortion Train. (B) Abortion Dev.
(C) Gun Control Train. (D) Gun Control Dev.

As shown in Fig. 3, the dominant class label
in both topics is "No", indicating that a significant
portion of images does not enhance the persuasive-
ness of the tweet text. More than 65% of tweets on
gun control and abortion belong to the "No" class.

Figure 3: Data distribution in Image Persuasiveness
Classification. (A) Abortion Train. (B) Abortion Dev.
(C) Gun Control Train. (D) Gun Control Dev.

4 Methods

We first present preprocessing techniques used for
both subtasks, as well as some ideas to make the
performance of both tasks better before training
models. Next, we introduce models developed for
the argumentative stance followed by image per-
suasiveness models.

4.1 Preprocessing
Initially, we undertook text processing enhance-
ments for the tweet content, incorporating vari-
ous modifications to enhance their overall qual-
ity. In the preprocessed tweet corpus, all URLs

were systematically substituted with the designated
keyword "URL". A similar substitution approach
was employed for mentions, seamlessly replaced
by the keyword "MENTION". Given the inherent
limitations of numerous text-processing models in
deciphering emojis, a pragmatic approach of sub-
stituting them with the term "EMOJI" was adopted.
Lastly, non-English characters were transcoded
into their corresponding ASCII representations,
subsequently utilized to supplant these characters
within the text.

After inspecting the data instances, we found
that many images have some text in their back-
ground. We assumed that including this text as an
additional feature in the dataset, would improve
our ability to develop more effective models for
detecting valuable concepts. To achieve this, we
used an OCR API2 to extract text from images if
it is available. It was the best tool that we came
across in the variety of approaches.

OCR will bring many advantages to our ap-
proach. Firstly OCR can extract text from im-
ages that would otherwise be unavailable to the
model. This can be especially useful for social
media posts and other types of online content that
often include images. Secondly, OCR can help to
improve the performance of the model on multi-
modal data, where the image and the text are both
relevant to the task.

In the preceding section, we examined the dis-
tribution of classes, revealing the presence of
an imbalanced dataset issue. While diverse ap-
proaches exist to address this concern, our strategy
is centered on employing oversampling techniques.
Specifically, we chose to implement an oversam-
pling methodology by augmenting the minority
class instances independently for each subtask and
topic. To achieve this equilibrium, we employed
a paraphrasing technique facilitated by the Chat-
GPT paraphraser (Vladimir Vorobev, 2023) , har-
nessed from the foundational T5 model (Raffel
et al., 2020). Tailored to each unique class ra-
tio within varying contexts, a variable count of
paraphrased samples was generated for each in-
stance within the dataset. In the table 1 you can
see the dataset statistics before and after applying
pre-processing and paraphrasing techniques. Our
primary objective was to approximate a balanced
class distribution across diverse scenarios.

2https://ocr.space

https://ocr.space
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4.2 Argumentative Stance Classification

We employed two different approaches for this sub-
task: One of them solely relies on text and the
second method utilizes both images and text from
tweets.

To ascertain the stance of tweets, it appears that
placing trust in the textual content alone would
suffice, given that images are unlikely to provide
supplementary information. As a result, our first ap-
proach depends exclusively on text-based analysis.
Within this approach, we used two distinct models
for text classification, RoBERTa and BERTweet.

While RoBERTa leverages both the textual con-
tent of tweets and text extracted from accompa-
nying images to infer stance, BERTweet focuses
solely on training with tweet text. These models
have undergone training on the entire dataset, en-
compassing gun control and abortion topics.

Our third approach capitalizes on a multimodal
classification framework by integrating both tex-
tual content and images sourced from tweets. To
realize this objective, we adopted the Multimodal
Bitransformer (MMBT) architecture (Kiela et al.,
2020), designed specifically to address image-and-
text classification challenges. The MMBT model
merges insights from text and image encoders.
While the original configuration employs BERT
(Devlin et al., 2019) as the text encoder and ResNet
(He et al., 2015) as the image encoder, Inspired by
(Neskorozhenyi, 2021) we replaced the image en-
coder with diverse iterations of the CLIP (Radford
et al., 2021) model. CLIP, or Contrastive Language-
Image Pre-Training, emerges as a neural network
fine-tuned on (image, text) pairs, yielding feature
representations that exhibit greater richness and
applicability to the task at hand. Our exploration
encompassed a spectrum of image encoders, loss
functions, and optimizers within this framework,
pursued to secure optimal outcomes for each dis-
tinct topic.

4.3 Image Persuasiveness Classification

Due to time limitations, we focused our efforts on
presenting a singular methodology for this partic-
ular subtask. This approach harnesses the MMBT
architecture, as detailed in the preceding section.
This subtask similarly involves a multimodal classi-
fication challenge, entailing the utilization of both
tweet images and text as inputs to the model. We
undertook the development of separate models tai-
lored to each individual topic, thereby enabling

Model Topic Precision Recall F1-score

BERTweet
All data 0.9068 0.6772 0.7754
Abortion 0.8778 0.5777 0.6824

Gun Control 0.9176 0.7358 0.8168

RoBERTa
All data 0.8475 0.7143 0.7752
Abortion 0.8485 0.5600 0.6747

Gun Control 0.8471 0.8000 0.8229

MMBT
All data 0.9915 0.3980 0.5680
Abortion 0.9697 0.2222 0.3616

Gun Control 1.0000 0.5667 0.7234

Table 2: Argumentative Stance classification results on
test data

Model Topic Precision Recall F1-score

MMBT
All data 0.5000 0.4274 0.4609
Abortion 0.5094 0.4030 0.4500

Gun Control 0.4906 0.4561 0.4727

Table 3: Image Persuasiveness classification results on
test data

optimization specific to the nuances of each topic’s
content and characteristics.

5 Experiments and Results

First, we discuss our results of the first subtask,
which is summarised in Tab.2. Our first and best
submission for argumentative stance classification
was BERTweet which is a variant of BERT specif-
ically trained for tweets. We achieved 0.7754 F1-
score on test data and we stand out as the 6-th team
among others. BERT-based models are known for
their strong performance in various NLP tasks, and
this experiment confirms their utility for Argumen-
tative Stance classification in tweets.

RoBERTa was the second submission and its re-
sult was highly close to BERTweet, with a score
of 0.7752 based on F1. It suggests that incorporat-
ing text from images did not notably enhance the
model’s performance, which is an interesting find-
ing. It is possible that the text within images may
not have provided much additional useful informa-
tion for this specific task. Both BERTweet and
RoBERTa were trained for 10 epochs with batch-
size of 8, using AdamW as optimizer (Loshchilov
and Hutter, 2019).

MMBT was the last approach and it did not per-
form as well as the two first approaches. It yielded
a noticeably lower F1-score of 0.5680 compared
to the text-only models. Although we employed
separate models for each topic, the image encoder
was the same and we utilized CLIP-RN50x4 for
this purpose. In addition, weighted Binary Cross
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Entropy (BCE) was used as a loss function and we
specified a weight according to class distribution
for each topic for a better performance. The drop
in performance could indicate that the addition of
image information did not help and may have even
introduced noise or complexity into the model. It’s
important to note that multimodal models can be
challenging to train and may require a substantial
amount of data and careful tuning to outperform
text-only models in specific tasks.

Figure 4: Examples of Image Persuasiveness subtask
that were misclassified

Figure 5: Examples of Image Persuassieveness that
were classified correctly

In the second subtask, the only approach we
followed was MMBT. The specified model for the
gun control topic employed CLIP-RN101 as its
image encoder whereas the abortion model used
CLIP-RN50x16. These models were trained for 10
epochs with batch-size of 32. Its result is shown in
Tab.3. While the model’s performance may not be
exceptionally high, it demonstrates some capability
in assessing the persuasiveness of tweets with both
text and image content. Some instances of the
dataset with the model’s predictions are shown in
Fig.4 and Fig.5.

6 Conclusion

In this paper, we presented our approach in the Im-
ageArg shared task which was the first shared task
in Multimodal Argument Mining. We proposed
three methods for the first subtask. These mod-
els have different varieties from models solely de-
pendent on text to multimodal pre-trained models.
We also had only one submission for the second
subtask and we achieved 6-th place in both tasks
among other groups that participated.
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