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Abstract

To advance argumentative stance prediction as
a multimodal problem, the First Shared Task
in Multimodal Argument Mining hosted stance
prediction in crucial social topics of gun con-
trol and abortion. Our exploratory study at-
tempts to evaluate the necessity of images for
stance prediction in tweets and compare out-
of-the-box text-based large-language models
(LLM) in few-shot settings against fine-tuned
unimodal and multimodal models. Our work
suggests an ensemble of fine-tuned text-based
language models (0.817 F1-score) outperforms
both the multimodal (0.677 F1-score) and text-
based few-shot prediction using a recent state-
of-the-art LLM (0.550 F1-score). In addition
to the differences in performance, our findings
suggest that the multimodal models tend to per-
form better when image content is summarized
as natural language over their native pixel struc-
ture and, using in-context examples improves
few-shot performance of LLMs.

1 Introduction

Argumentative stance studies related to ideolog-
ical topics offer valuable insights into complex
dynamics of opinion, belief and discourse in var-
ious domains. These insights have far-reaching
implications, extending their influence over areas
including public opinion, social dynamics, and pol-
icy efficacy. By predicting the stance in real-time,
policymakers and stakeholders can get immediate
feedback on public reaction to new proposals or
laws, allowing them to make timely and informed
decisions.

Argumentative stance prediction is becoming a
major endeavor in multiple research fields as the re-
liance on sentiment detection may be sub-optimal
(Reveilhac and Schneider, 2023). While the stance
prediction task appears similar to sentiment analy-
sis, it has many theoretical differences. Sentimental
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analysis primarily focuses on emotions, whereas
the stance prediction need not necessarily coin-
cide with the sentiment directed towards the target.
Stance prediction for sensitive and polarizing top-
ics can be more challenging, particularly within the
brief context of informal social media text (Altur-
ayeif et al., 2023).

Previous studies have primarily concentrated on
examining stance prediction in textual modalities
(Alturayeif et al., 2023; Hosseinia et al., 2020).
However, an increasing number of recent works
are widening the focus to include other modali-
ties, such as images. Since multimodality helps us
understand language from the modalities of text,
vision and acoustic, (Zadeh et al., 2018), the ap-
plication of multimodal inputs in argumentative
stance prediction seems promising.

Towards the perpetuation of multimodality in
argumentative stance prediction as a part of the Im-
gArg 2023 (Liu et al., 2023) challenge, we explore
the following questions using a dataset of tweets
on gun control and abortion topics:

1. How well does language as a stand-alone
modality perform at argumentative stance pre-
diction?

2. Does incorporating image information im-
prove prediction performance?

3. How do Large-Language Models (LLMs) in
few-shot setting compare against fine-tuned
unimodal and multimodal models?

Our work shows that an ensemble of fine-tuned
language models performs the best for argumenta-
tive stance prediction from tweets. Incorporating
image information into text using state-of-the-art
multimodal models does not outperform the en-
semble model. LLMs (particularly, LLaMA-2) in
few-shot setting exhibit high recall but suffer from
low precision. Though using in-context examples
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in few-shot setting improves performance, they un-
derperform the ensemble model.

2 Related Work

Existing work has explored the interplay between
stance and sentiment to enhance stance detection.
(Sobhani, 2017) investigated the relationship be-
tween stance and sentiment, utilizing SVM with N-
gram, word embedding, and sentiment lexicon fea-
tures. They concluded that while sentiment features
offer utility, they are insufficient on their own for
effective stance detection. Meanwhile, (Hosseinia
et al., 2020) showcased the prowess of bidirectional
transformers in achieving competitive performance
without fine-tuning, harnessing sentiment and emo-
tion lexicons. Their findings show the efficacy of
sentiment information, as opposed to emotion, in
discerning the stance.

(Alturayeif et al., 2023) conducted an extensive
analysis of 96 primary studies spanning eight ma-
chine learning techniques for stance detection and
its applications. The analysis suggests that deep
learning models with self-attention mechanisms
were found to be frequently outperforming the tra-
ditional machine learning models such as SVM,
and emerging techniques like few-shot learning
and multitask learning were increasingly applied
for stance detection.

Multimodal stance detection is being increas-
ingly used for social applications such as rumor
verification (Zhang et al., 2021) and identifying
public attitudes towards climate change on Twitter
(Upadhyaya et al., 2023). Despite recent advance-
ments in multimodal language models (Wang et al.,
2023), the use of image modality for stance de-
tection remains an underexplored area. Our work
conducts an exploratory study to investigate the ne-
cessity of multimodal models for stance detection
and compares different ways to incorporate image
information into text modality.

3 Dataset and Task

The ImgArg dataset (Liu et al., 2022) is a part of
the Multimodal Argument Mining (Liu et al., 2023)
competition. Curated with the goal of expanding
argumentation mining into multimodal realm, the
dataset consists of Twitter texts along with their
images from two topics–gun control and abortion.
Each text-image pair corresponding to a tweet are
annotated with a stance (support or oppose) along
with its persuasiveness (no persuasiveness to ex-

tremely persuasive). In this paper, we focus on
the stance prediction task. Briefly, the task can be
described as given an image-text pair correspond-
ing to a tweet, predict if it supports or opposes the
topic.

It is important to note that while the gun control
dataset is balanced, the abortion dataset is imbal-
anced by a 1:3 support:oppose stance ratio. The
gun control and abortion training sets are 9201

and 891 tweets respectively. Both datasets have
an equal number of tweets in the validation (100
tweets) and test (150 tweets) sets.

4 Approach

To predict argumentative stance over multimodal
tweets from gun control and abortion topics, we
leverage three different ideas. We explore an en-
semble of LLMs against its constituent models,
incorporate image information through multimodal
models as well as evaluate out-of-the-box LLMs
in few-shot setting. This section describes the ex-
perimental approaches used in the process. Further
details can be found in the appendix.

4.1 Ensemble Stance Prediction

Individual language models have demonstrated
their superior performance across a variety of tasks.
However, ensemble methods tend to perform better
(Jiang et al., 2023) than their constituent models.
To explore this idea, we evaluated text-based lan-
guage models such as XLNet (Yang et al., 2019),
XLM-RoBERTa (Conneau et al., 2019), Trans-
former XL (Dai et al., 2019), DeBERTa-v2 (He
et al., 2020), BLOOM-560M (Scao et al., 2022).
Since the dataset is a collection of tweets, conven-
tional problems such as very long sequence length
were non-existent.

Ensemble decisions were based on the weighted
sum of constituent model predictions. Each model
prediction was weighted by its F1-score on the val-
idation set in order to assign a higher weight to the
model that performed better on the validation set.
This weighted sum is then thresholded by the F1-
score averaged across models for final prediction.
In our study, XLNet and BLOOM-560M received
the predominant weights for attaining the highest
F1 score on abortion and gun-control datasets re-
spectively.

1The organizers reported 923 tweets, however, three tweets
were dropped because of download issues.
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4.2 Multimodal Stance Prediction
To evaluate the utility of image augmentation to
text and the possible ways to achieve this, we stud-
ied models from different frameworks. The ViLT
(Kim et al., 2021) is a popular vision-language
transformer model with reduced computational
overhead because of its convolution-free architec-
ture. FLAVA (Singh et al., 2022), a multimodal
model built to generalize to both vision tasks and
language tasks. Both models were fine-tuned over
the gun control and abortion datasets for the sup-
port stance prediction task.

Recent vision-language pre-trained models such
as instructBLIP (Dai et al., 2023) have demon-
strated solving image-centric tasks through natu-
ral language. We leverage this instruction-based
summarization of image content with instructBLIP.
Specifically, we summarize each image using the
briefly describe the content of the image instruc-
tion. The resulting textual descriptions of images
along with their corresponding tweets were used
for stance prediction by fine-tuning a RoBERTa
(Liu et al., 2019) classifier followed by early fu-
sion. We refer to this configuration (Figure 1) as
the multimodal RoBERTa.

Figure 1: Multimodal RoBERTa configuration. The fig-
ure shows the input image summarized as text through
instructBLIP and then used to fine-tune the RoBERTa
model together with the tweet-text. Shared color be-
tween RoBERTa models indicates tied weights.

4.3 Few-Shot Stance Prediction using LLMs
Few-shot prediction typically involves using rele-
vant examples during training to learn a new con-
cept that was not included in pretraining. It has
been a success not just in conventional language-
based tasks but also in multimodal tasks (Luo et al.,
2020). The large and diverse pre-training corpora
used in training the foundation models is attributed
as one of the reasons for their success in learning

with a limited resources paradigm. Using LLaMA-
2 (Touvron et al., 2023), we performed stance pre-
diction in few-shot setting. LLaMA-2 was chosen
because of its open-source implementation that out-
performs commercial large-scale GPT-3 (Brown
et al., 2020) with fast inference.

Choice of few-shot examples: Arguments can
be made from different viewpoints or themes. For
example, gun control can be referred to from or-
dinary themes such as the constitutionally granted
right to bear arms, governmental overreach to tar-
geted themes or experiences such as school shoot-
ings. We believe that the ImgArg dataset encom-
passes these diverse themes and wish to leverage
the in-context examples that correspond to the same
theme for few-shot experiments. We identify the
themes in the training set using k-means clustering
and pick examples from the same theme cluster
during inference. Performance on the validation
set was used as a benchmark to identify 12 clusters
for the gun control dataset and 13 clusters for the
abortion dataset. The manually identified cluster
themes are presented as Table 8 in the Appendix
A.

4.4 Experimental Setup

The imbalance in the abortion dataset is addressed
using a weighted cross-entropy loss. Increased
weightage was allocated to the minority category
loss. The models were trained using HuggingFace
(Wolf et al., 2020) on two A100 NVIDIA GPU en-
vironment2. Hyperparameters (learning rate, sched-
uler and weight decay) were optimized for the vali-
dation set and performance is reported as precision,
recall and F1-score for the support stance and op-
pose on the test set. More experimental details are
shown in Appendix A section.

5 Results

5.1 Support Stance

Table 1 compares the support class performance of
individual language models against their ensemble
model. The ensemble model used BLOOM-560M
as it performed better than its larger counterpart on
the validation set. The constituent models typically
have a better recall but low precision, the ensemble
model improves precision with a limited drop in
the recall. Best performance was observed with the

2The code is available at: https://github.com/arushi-
08/EMNLP-ImageArgTask-PittPixelPersuaders
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Model Precision Recall F1
XLNet 0.619 0.924 0.741

BLOOM-1B 0.760 0.660 0.710
BLOOM-560M 0.707 0.898 0.791
Transformer-XL 0.571 0.881 0.693

DeBERTa-v2 0.560 0.710 0.630
XLM-RoBERTa 0.650 0.880 0.750

Ensemble 0.743 0.906 0.817

Table 1: Support stance performance using text-based
transformer models.

ensemble of unimodal language models with 0.817
F1-score.

Model Precision Recall F1
ViLT 0.680 0.432 0.528

FLAVA 0.570 0.650 0.610
Multimodal RoBERTa 0.531 0.932 0.677

Table 2: Support stance performance using image-text
multimodal transformer models.

Multimodal RoBERTa and FLAVA sacrificed
precision for recall (shown in Table 2) upon fine-
tuning. Both multimodal RoBERTa and FLAVA
that leverage images in pixel-space achieve a recall
of 0.932 and 0.650 respectively. However, their
low precision (0.531 and 0.570 respectively) under-
performs the ViLT model. Summarizing images to
fine-tune smaller language models tends to result
in improved recall albeit at the cost of precision.
This approach achieves the highest among the mul-
timodal models with an F1-score of 0.677.

Model Precision Recall F1
Baseline (support only) 0.395 1.000 0.566

zero-shot 0.440 0.290 0.350
four-shot 0.420 0.640 0.500

four-shot w/ k-means 0.450 0.700 0.550

Table 3: Support stance performance using LLaMA-2
based few-shot experiments.

We compare our few-shot experiments with the
baseline support only stance predictions to observe
that both zero-shot and four-shot models underper-
form the baseline. The best performance is demon-
strated using the four-shot model with k-means
clustering. Clustering was found to improve the
recall by 6% while precision has improved by 3%.
F1-score has improved by 5% to 0.550. Few-shot
LLaMA-2 underperforms the ensemble model at
stance prediction.

Model Precision Recall F1
ViLT 0.701 0.867 0.775

FLAVA 0.750 0.690 0.720
Multimodal RoBERTa 0.913 0.464 0.615

Table 5: Oppose stance performance using image-text
multimodal transformer models.

5.2 Oppose Stance

Table 4 shows that the language models have higher
precision than recall for the oppose class as com-
pared to the support class (Table 1). Higher preci-
sion and lower recall shows us that the text-based
language models prioritize predicting the support
stance (minority class). Moreover, the ensemble
approach outperforms other language models even
on the oppose stance. For the multimodal models,
both the ViLT and FLAVA models demonstrated
superior performance for the oppose class (shown
in Table 5) compared to the support class (shown
in Table 2). However, the multimodal RoBERTa
model follows similar pattern as text-based lan-
guage models, in terms of scoring high on recall
for support class vs oppose class. For LLaMa-2
experiments, The F1 scores for the support class
(Table 3) across all methods are consistently higher
compared to the oppose class (Table 6). This sug-
gests that LLaMa-2 is more adept at discerning pat-
terns associated with the support class than those
of the oppose class.

Model Precision Recall F1
XLNet 0.927 0.630 0.750

Bloom-1B 0.790 0.870 0.830
Bloom-560M 0.919 0.757 0.770

Transformer-XL 0.880 0.569 0.691
DeBERTa-v2 0.770 0.640 0.700

XLM-RoBERTa 0.691 0.899 0.781
Ensemble 0.929 0.796 0.857

Table 4: Oppose stance performance using text-based
transformer models.

Model Precision Recall F1
Baseline (Oppose only) 0.605 1.000 0.754

zero-shot 0.690 0.060 0.110
four-shot 0.770 0.300 0.430

four-shot w/ k-means 0.740 0.270 0.400

Table 6: Oppose stance performance using LLaMA-2
based few-shot experiments.
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6 Discussion

Popular pre-trained language models such as XL-
Net, BLOOM, Transformer-XL, DeBERTa-v2 and
XLM-RoBERTa were fine-tuned for stance predic-
tion on tweets about gun control and abortion. Re-
sults demonstrate that the ensemble of these models
performs better than any of the constituent models.
However, the disparity is limited. XLNet achieves
better recall than the ensemble model and simi-
larly, the BLOOM-560M underperforms the en-
semble by 0.026 (though precision of the ensemble
is higher by 0.036). This raises the trade-off ques-
tion between ensemble performance vs. the large
computational requirement justified for marginal
improvement in the performance.

The best performing multimodal model used the
image content summarized as text, unlike its coun-
terpart models that operate in pixel space. We be-
lieve the diversity of the images contributes to this
difference. In addition to typical images contain-
ing people and objects such as guns, trucks and
so on, the training set also contained propaganda-
related material such as posters with statements.
While vision-language models are increasingly get-
ting better at object-centric tasks, understanding
such material is closely related to problems such
as optical character recognition, which are not of-
ten explored in pretraining vision-language mod-
els. Our instruction-based image summarization
suggests that when explicitly prompted, vision-
language models excel not just at object-centric
descriptions of images but also at recognizing text
from images. Attempts were made to incorporate
demographic factors such as number of people in
the image, their skin color and gender. However,
manual inspection revealed that the resultant in-
structBLIP predictions were not reliable. Despite
augmenting language modality with images in dif-
ferent ways, text-based models outperformed the
multimodal models.

Out-of-the-box LLaMA-2 underperforms the
baseline support only prediction model. However,
prompting through four-shot examples greatly im-
proves the performance. This is further enhanced
by using in-context examples. This demonstrates
that in-context examples that potentially share sim-
ilar theme (not necessarily the stance) tend to cap-
ture the stance better than arbitrary examples from
the dataset. The themes were found to include dis-
cussions along mental health, effects on children,
racism, illegal acquisition, etc. for the gun con-

trol dataset; Supreme Court, birth control, religion,
reproductive rights, etc. for the abortion dataset.

7 Conclusions and Future Work

Our investigation questions the necessity of images
to predict stance in multimodal tweets through dif-
ferent ways of using image-based information in
conjunction with text-based language models and
investigating the inherent capabilities of LLMs for
stance prediction. Results suggest that the best
performance can be achieved using an ensemble
of language models. Our experiments with multi-
modal models do not completely refute the util-
ity of images for stance prediction, rather they
merely evaluate the current state-of-the-art mul-
timodal models. Incorporating domain knowledge
(Lewis et al., 2021), and alternative prompting
methods like Question Decomposition (Radhakr-
ishnan et al., 2023) and Tree-of-Thought (Yao et al.,
2023) which provide the rationale for the prediction
in addition to the stance provide a future direction
to address the limited performance with LLaMA-2.
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A Appendix

This appendix provides details such as the num-
ber of parameters in the final classification, hy-
perparameters and finetuning approach for various
models3 in this work. All models used the Adam
(Loshchilov and Hutter, 2017) optimizer.

Model Size of classification head
XLNet 1024
Bloom-1B 64
Bloom-560M 64
Transformer-XL 1024
DeBERTa-v2 1536
XLM-RoBERTa 768
Multimodal RoBERTa (MLP) 1536
FLAVA 768
ViLT 768

Table 7: Table showing the size of the final classification
layer for various models used in this work.

A.1 Ensemble Stance Prediction Model

We employed various pretrained language
models, specifically XLNet4, BLOOM-560M5,
Transformer-XL6, DeBERTa-v27, and XLM-
RoBeRTa8. Each model was augmented with a

3code used in this work would be made available after the
review process to preserve the anonymity of the authors

4https://huggingface.co/xlnet-base-cased
5https://huggingface.co/bigscience/bloom-560m
6https://huggingface.co/transfo-xl-wt103
7https://huggingface.co/microsoft/

deberta-v2-xlarge
8https://huggingface.co/facebook/

xlm-roberta-xl

classification head for binary sequence classi-
fication tasks. The summary of the size of the
classification head for each model is provided
in Table 7. We utilized Adam optimizer with a
learning rate of 1e-3. A learning rate scheduler
was also incorporated into the training regimen
with a patience of 3. To mitigate the risk of model
overfitting, a weight decay parameter was set at
0.01. All models were trained for 10 epochs.

A.2 Multimodal Stance Prediction Model

For the multimodal RoBERTa 9, the learning rate
was configured at 5e-2, and the weight decay pa-
rameter was set at 0.01 during the fine-tuning pro-
cess. The training continued until the validation
loss ceased to decrease for five consecutive epochs.
Figure 1 presented the visualization of the Mul-
timodal RoBERTa. For the ViLT10 model, a low
learning of 2.25e-6 was found to be optimal. The
model underwent training for a total of 10 epochs.
In the case of the FLAVA11 model, an early stop-
ping mechanism was implemented, resulting model
was trained for six epochs prior to any increase in
validation loss. The learning rate for this model
was set at 5e-5.

A.3 Few-shot Stance Prediction Model

In this study, we employed the Hugging Face’s
LLaMa-2 13B12 model for inference, leveraging
the capabilities of Hugging Face Accelerate (Syl-
vain Gugger, 2022). The experimental design uti-
lized Langchain13 to formulate a tripartite template
for prompt engineering. The template is segmented
into three distinct components: The system prompt,
which serves as a generic instructional scaffold for
the language model, a set of few-shot examples
to guide the model’s responses, and the test set
tweet that the model is tasked to analyze. While
the standard convention of using no examples for
zero-shot and sampling four arbitrary examples for
four-shot prediction was used, in the four-shot with
k-means, the training set is initially partitioned into
clusters using the k-means algorithm (12 clusters
for gun control and 13 for abortion). For each test
example, its corresponding cluster is predicted, and
four examples are randomly sampled from the clus-

9https://huggingface.co/roberta-base
10https://huggingface.co/docs/transformers/modeldoc/vilt
11https://huggingface.co/facebook/flava-full
12https://huggingface.co/meta-llama/

Llama-2-13b-hf
13https://github.com/langchain-ai/langchain

http://arxiv.org/abs/2305.10601
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https://api.semanticscholar.org/CorpusID:234272644
https://api.semanticscholar.org/CorpusID:234272644
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Gun control Abortion
Gun violence as a mental health problem Natural Law Right to Life

Effects of gun violence on children Abortion is evil
Pro-gun control politicians Supreme Court and abortion

Racism and gun control Abortion is murder
Trump and guns Birth control pills

Illegal acquisition of guns Pro-life
Supreme Court and gun control Religion and motherhood

Second amendment right Reproductive rights of women
#savethebabyhumans hashtag

Roe v. Wade abortion case

Table 8: Themes identified using k-means clustering for few-shot examples in gun control and abortion datasets.Same
theme(s) captured by multiple clusters resulted in fewer themes than reported clusters.

ter as few-shot examples. The optimal number of
clusters was ascertained using the Elbow Method
(Thorndike, 1953). Table 8 presents some promi-
nent themes found using k-means clustering in gun
control and abortion datasets. For LLM output
generation, the temperature parameter was set to
zero, and the ’top_k’ parameter was configured at
30. We employed a Multinomial sampling strategy,
setting the do_sample = True and num_beams pa-
rameter to 1. An exemplar of the prompt template
employed is depicted in Figure 2.

Figure 2: The provided illustration depicts a k-means
few-shot prompt template employed in our experimental
investigations conducted on the gun control dataset. A
comparable configuration was also applied when exam-
ining the abortion dataset. For conciseness, we have
omitted the inclusion of all four examples in this presen-
tation.


