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Abstract

Legal arguments are one of the key aspects of
legal knowledge which are expressed in various
ways in the unstructured text of court judge-
ments. A large database of past legal argu-
ments can be created by extracting arguments
from court judgements, categorizing them, and
storing them in a structured format. Such a
database would be useful for suggesting suit-
able arguments for any new case. In this paper,
we focus on extracting arguments from Indian
Supreme Court judgements using minimal su-
pervision. We first identify a set of certain
sentence-level argument markers which are use-
ful for argument extraction such as whether a
sentence contains a claim or not, whether a
sentence is argumentative in nature, whether
two sentences are part of the same argument,
etc. We then model the legal argument extrac-
tion problem as a text segmentation problem
where we combine multiple weak evidences in
the form of argument markers using Integer
Linear Programming (ILP), finally arriving at a
global document-level solution giving the most
optimal legal arguments. We demonstrate the
effectiveness of our technique by comparing it
against several competent baselines.

1 Introduction

In the field of argument mining, extraction of le-
gal arguments from court judgements has been re-
ceiving increasing attention (Poudyal et al., 2020;
Grundler et al., 2022; Habernal et al., 2023). Most
of these approaches are supervised in nature in the
sense that they need a significantly large corpus of
documents from a specific area (e.g., ECHR - Euro-
pean Court of Human Rights) which are annotated
with legal arguments. In this paper, we focus on
extracting legal arguments from Indian Supreme
Court judgements using minimal supervision. Our
goal is to construct a large database of past legal ar-
guments by extracting legal arguments from court
judgements, categorizing them, and storing them

in a structured format. Such a database would be
useful in building a high-level legal decision sup-
port system where some of its features could be –
i) suggesting suitable arguments given a new case
description, ii) learning to estimate the strength of a
new argument based on the similar past arguments
that helped to win the case.

In this paper, we focus specifically on extraction
of legal arguments and to the best of our knowledge,
this is the first such attempt for – i) legal argument
extraction without any in-domain supervision and
ii) argument extraction from Indian court judge-
ments. For categorizing the arguments, we propose
to simply map them to the statute facets which were
recently proposed in our previous work (Pawar
et al., 2023). A statute facet is any important spe-
cific aspect of an Act which can be potentially used
in legal arguments in a case related to the Act. For
example, following are statute facets from India’s
Industrial Disputes Act – workman, illegal strikes,
and notice of retrenchment.

We consider a legal argument as a sequence of
contiguous sentences in a court judgement which
constitute a complete and coherent argument. A
legal argument generally consists of a sentence con-
taining a major claim (or conclusion) and other sen-
tences acting as sufficient premises for that claim.
Table 1 shows a few examples of such legal argu-
ments where the statute facets from India’s Indus-
trial Disputes Act (1947) are also underlined.

A major challenge in legal argument extraction
from Indian court judgements is the unavailability
of a training dataset where the legal arguments are
annotated by human experts. Hence, we first pro-
pose to identify certain argument markers within
sentences of a court judgement which are weak
indicators of presence of a legal argument. Here,
we refer to these argument markers as weak evi-
dences because individually any marker is not a
strong enough indicator of a legal argument and it
is also not possible to automatically identify these
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Arguments
- There were different systems of dearness allowance for the operators and the clerical and subordinate staff in the appellant
company.
- That such a different system of dearness allowance for employees working under the same employer is not warranted is clear
from the decisions of this Court in the cases of Greaves Cotton & Co. and Bengal Chemical & Pharmaceutical Works Ltd.
- Therefore the Tribunal was justified in devising a uniform scale of dearness allowance applicable to all the employees of the
appellant. (claim)
- It is therefore clear that the claim for bonus can be made by the employees only if as a result of the joint contribution of capital
and labour the industrial concern has earned profits. (claim)
- If in any particular year the working of the industrial concern has resulted in loss there is no basis nor justification for a
demand for bonus.
- Bonus is not a deferred wage, because if it were so it would necessarily rank for precedence before dividends.
- The dividends can only be paid out of profits and unless and until profits are made no occasion or question can also arise for
distribution of any sum as bonus amongst the employees.
- If the industrial concern has resulted in a trading loss, there would be no profits of the particular year available for distribution
of dividends, much less could the employees claim the distribution of bonus during that year.

Table 1: Examples of legal arguments from court judgements related to Industrial Disputes Act.

Argument Marker What does it indicate for a sentence S?
Claim sentence (C) whether S makes any claim or draw some conclusion
Argumentative sentence (A) whether S is argumentative in nature, i.e., is it either a claim or a premise of some argument
Sentence pair relation (SP) whether S and its previous sentence belong to the same argument
Statute Facets (F) the statute facets mentioned in S
Discourse connectors (D) whether S has a discourse relation with its previous sentence through a causal discourse

marker such as therefore or hence
Argument agent (AA) whether S has a different argument agent (i.e., entity making the argument) than its

previous sentence
Subjectivity score (SS) whether S is a subjective sentence

Table 2: List of various argument markers used

argument markers with high accuracy. Table 2
shows the list of various argument markers used
and it can be observed that the statute facets are also
used as one of the argument markers. Each argu-
ment marker is identified either by using linguistic
rules/patterns (for C, F, D, AA) or, by learning a
classifier using training data from another area –
ECHR (for AS and SP), or by using an off-the-
shelf library (for SS). We then use Integer Linear
Programming (ILP) to combine the weak evidences
provided by these argument markers to arrive at a
final document-level solution leading to identifica-
tion of legal arguments. The ILP framework also
enables us to represent various domain rules in the
form of constraints and objectives. The main con-
tributions of this work are:
• Argument markers: Techniques for identifying
various argument markers (Section 3.1).
• ArgExt-ILP: An ILP-based technique for legal
argument extraction (Section 3.3).
• Dataset: A dataset of 10 court judgements from
Indian Supreme Court containing 127 arguments,
which is the first such arguments-annotated dataset
for Indian court judgements (Section 5.1).
• Evaluation metrics: A set of evaluation metrics
for comparing the predicted arguments with the

gold-standard arguments (Section 5.3).

2 Problem Definition

The problem is formally defined as follows:
Input: (i) A court judgement document J (se-
quence of N sentences S1, S2, · · · , SN ), and (ii)
A set of statute facets f1, f2, · · · , fk for an Act A
Output: A set of extracted arguments where any
ith argument is a tuple (is, ie) such that all the con-
tiguous sentences starting from Sis to Sie constitute
the argument.
Scope and assumptions: If there are multiple ar-
guments present in J , they must be mutually ex-
clusive, i.e., no sentence is common between any
two such arguments. Also, another simplifying
assumption is that an argument consists of contigu-
ous sentences which may not be always true1. Ex-
tending our techniques to extract non-contiguous
arguments is to be tackled as a part of future work.

3 Proposed Techniques

In this section, we describe identification of vari-
ous argument markers and our proposed argument
extraction techniques which use these markers.

1In ECHR corpus (Poudyal et al., 2020), almost 50% argu-
ments consist of contiguous text
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3.1 Argument Markers

3.1.1 Claim sentences (C)

As any legal argument must contain at least one
claim sentence, it becomes one of the most impor-
tant argument markers. It is very challenging to
identify claim sentences without any direct super-
vision. We attempted to train sentence classifiers to
identify claims using training data from ECHR cor-
pus as well as using zero-shot text classification us-
ing open source LLMs like falcon-7b-instruct (Al-
mazrouei et al., 2023). However, these attempts
were not successful. Therefore, we designed a set
of linguistic rules/patterns by observing the claim
sentences in court judgements.
LR1: If a sentence contains a copula verb which is
modified by a causal discourse marker (e.g., there-
fore, hence) as an adverbial modifier then it may be
a claim. E.g., Therefore, he was not a workman.
LR2: If a sentence contains a non-copula verb
which is modified by a causal discourse marker as
an adverbial modifier and also modified by a modal
verb (e.g., would, could) then it may be a claim.
E.g., Therefore, as Ram was not a workman his
case would not be covered by the IDA...
LR3: We prepared a list2 of nouns and verbs
which indicate some kind of claim, conclusion,
view, or opinion. Examples of such nouns/verbs
are opinion, conclusion, contended, concluded,
etc. If a sentence contains any of these followed
by a complement clause containing actual
claim/conclusion/opinion then it may be a claim.
For example, consider the following sentences
where such noun/verb and the complement
clause are highlighted – We are of the opinion that
the High Court erred in not awarding compensation
to the appellant., The learned counsel contended
that the respondent was denied a fair hearing.
LR4: We also prepared a list of adjectives and
adverbs with positive or negative sentiment, e.g.,
erroneous, incorrectly, valid, wrongly, illegally.
If a sentence contains any one of these words
to evaluate something or to express an opinion
about something, then it may be a claim. Fol-
lowing are example sentences – The order of the
Labour Court deciding the reference against the
respondent-workman is illegal., The said stand of
the workers union is not consistent with the nature
of the complaint.

2The complete lists of words used in these patterns are
provided in Appendix A.

3.1.2 Argumentative sentences (AS)
Identification of argumentative sentences has been
studied in many domains (e.g., essays, debates, le-
gal, etc.) and the techniques employed are mostly
supervised in nature (Poudyal et al., 2020). Argu-
mentative sentences can be thought of as a superset
of claim sentences in the sense that both claims
as well as their premises are part of argumentative
sentences. We used a BERT-based sentence clas-
sifier which combines the [CLS] representation of
a sentence and attention weighted average of the
other tokens to get the overall representation of
the sentence. It is trained using training data from
multiple sources (e.g., ECHR corpus, essay cor-
pus, rhetorical role corpus, and Indian judgements
corpus) as described in Ali et al. (2022).

3.1.3 Sentence pair relation (SP)
The goal here is to predict whether any two sen-
tences belong to the same argument or not. For
this, we used a BERT-based sentence pair clas-
sifier (where two sentences are separated by a
[SEP] token) which is trained using the ECHR
corpus (Poudyal et al., 2020). The positive training
examples (10418) are created by taking all the pairs
present within an argument whereas the equal num-
ber of negative pairs are chosen randomly such that
the sentences in each pair are not part of the same
argument. We used this classifier for each pair of
contiguous sentences in a court judgement to pre-
dict the probability that these sentences belong to
the same argument.

3.1.4 Statute facets (F)
We considered all the noun phrase facets extracted
from Industrial Disputes Act3 using the technique
described in previous work (Pawar et al., 2023). We
matched each facet with each sentence in a court
judgement ensuring that morphological variations
are handled (e.g., employer and employers). The
intuition is that if a facet is present in a sentence
then it is more likely to be argumentative in nature.
Moreover, presence of a common facet across most
sentences in an argument is also a weak measure
of coherence. E.g., in the first argument of Table 1,
the facet dearness allowance is present in all its
sentences. Hence, even though statute facets are
not strong indicators of a legal argument on their
own, they may help as weak argument markers (see
ablation results in Section 5.4).

3Because all our test files are chosen to be related to IDA.
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3.1.5 Discourse connectors (D)
If a sentence is connected with its previous sen-
tence through a causal discourse connector (e.g.,
therefore, consequently) then it is a strong indi-
cation of coherence between the two sentences.
Moreover, it is also a weak indication of the cur-
rent sentence being a claim. Hence, we identify
this information about discourse connectors using
the rules described in Ali et al. (2022).

3.1.6 Argument agent (AA)
An argument agent is the entity who is putting
forward any argument such as appellant, lower
court, or respondent. If argument agents of the two
contiguous sentences are different then it is a good
indicator of non-cohesion between them. Hence,
for each sentence, we identify whether its argument
agent is different from its previous sentence using
the rules described in Ali et al. (2022).

3.1.7 Subjectivity score (SS)
We compute subjectivity score for each sentence in
a court judgement using TextBlob library4. Here,
the intuition is that if a sentence is subjective then
it is more likely to be an opinion or a claim.

3.2 ArgExt-Rules
We propose a simple rule-based technique which
uses the information about argument markers in a
court judgement to extract legal arguments from it.
Algorithm 1 describes this technique in detail. In-
tuitively, this technique simply tries to extract a set
of coherent and complete arguments without using
any optimization technique, ensuring that either the
first or last sentence in each argument is a claim
sentence along with some additional constraints.
It expands each claim sentence (say Si for which
C[i] = 1) in either forward or backward direction
to identify a complete argument. While expanding
the argument in either of the directions, it adds a
new sentence to the argument only if that sentence
mentions at least one facet from F and it lies in the
same paragraph as that of Si. A new sentence may
still be added even if it does not mention any facet
but at most one such sentence is allowed in an ar-
gument only as an intermediate sentence. As Si is
expanded in both forward and backward directions,
the above process results in two candidate argu-
ments – R1 (where Si is expanded backward) and
R2 (where Si is expanded forward), where only
one of them has to be selected. If Si contains a

4https://textblob.readthedocs.io/en/dev/

Data: J : court judgement with N sentences
{S1, · · ·SN}, C: binary array of length N s.t.
C[i] = 1 if ith sentence contains a claim, P :
array of length N s.t. P [i] indicates paragraph
number, D: binary array of length N s.t.
D[i] = 1 if ith sentence is connected to its
previous sentence through a causal discourse
marker, SP : real-valued array of length N s.t.
SP [i] indicates the probability that ith and
(i− 1)th sentences are part of the same
argument, F : set of statute facets from act A

Result: Args: set of arguments extracted from J
Args := {}
for Si ∈ J do

if C[i] == 1 then
R1 := {Si}; j := i− 1
while Sj exists AND Sj contains at least

one facet from F AND Pj == Pi do
R1 := R1 ∪ {Sj}; j := j − 1

R2 := {Si}; j := i+ 1
while Sj exists AND Sj contains at least

one facet from F AND Pj == Pi do
R2 := R2 ∪ {Sj}; j := j + 1

if D[i] == 1 then Args := Args ∪R1 ;
else

PR1 := Avg pairwise SP values in R1

PR2 := Avg pairwise SP values in R2

if PR1 > PR2 then
Args := Args ∪R1 ;

else Args := Args ∪R2 ;

return Args
Algorithm 1: Algorithm for ArgExt-Rules

discourse marker which connects it to its previous
sentence (i.e., if D[i] = 1) then R1 is selected as a
more coherent argument. Otherwise, average sen-
tence pair similarity score is computed for both R1

and R2 and the one with higher score is selected.
The algorithm may result in overlapping arguments
which are resolved as follows. For each pair of
overlapping arguments, we discard that argument
which contains lesser number of argumentative sen-
tences than the other.

3.3 ArgExt-ILP

We now describe our principal technique ArgExt-
ILP which uses Integer Linear Programming (ILP)
for combining multiple weak evidences provided
by argument markers to extract actual arguments.
ILP provides a suitable framework where the con-
straints and the objective can incorporate – (i) the
information about argument markers (e.g., each ar-
gument should start or end with a claim sentence)
and (ii) various types of domain knowledge about
legal arguments (e.g., an argument is unlikely to
cross paragraph boundaries). Thus, an optimal so-
lution to an ILP program leads to a set of predicted
arguments which conform to the argument markers

https://textblob.readthedocs.io/en/dev/
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and satisfy these domain rules as much as possible.
Tables 3 and 4 show our ILP formulation in de-

tail. For each input document (i.e., court judgement
J), an ILP program is prepared using the informa-
tion about various argument markers in that doc-
ument. The ILP program is then solved to obtain
the predicted arguments from that document. The
information about argument markers is provided
to ILP through various input parameters such as C
(claim sentences), AS (argumentative sentences),
SP (sentence pair relations) as described in Ta-
ble 3. The decision variables X and Y are binary
variables. They are designed to represent the out-
put (i.e., the predicted arguments) in such a way
that the jth column of the matrix X − Y contains
1’s in only those rows which correspond to sen-
tences constituting the jth argument (see Table 3).
In other words, (X[i, j]− Y [i, j]) equals 1 if and
only if ith sentence is part of the jth argument. The
constraints C1 to C5 ensure that the extracted ar-
guments are non-overlapping and correspond to
contiguous sentences only. The constraint C6 en-
sures that each extracted argument contains a claim
sentence as its first or last sentence. For any j,
(X[i, j]−X[i− 1, j]) is 1 for only one i (because
of the constraint C1) which corresponds to the first
sentence of the jth argument. Similarly, for any j,
(Y [i+ 1, j]− Y [i, j]) is 1 only for one i (because
of the constraint C2) which corresponds to the last
sentence of the jth argument. Hence, the left hand
side of C6 is at least 1 if and only if jth argument
contains a claim sentence as its first or last sen-
tence. Also, the right hand side of C6, i.e., X[N, j]
is 1 only if jth argument exists, otherwise it is 0.
Similarly, other constraints C7 to C9 are added to
conform to other domain knowledge based rules
as described in Table 3. Table 4 describes the ob-
jective which is minimized. The overall objective
consists of 3 terms. The first term Obj1 attempts
to minimize the number of claim, subjective, and
argumentative sentences which are not part of any
extracted argument. Obj2 ensures that as far as
possible, the sentence pairs on argument bound-
aries are not related to each other. Obj3 tries to
maximize the overall number of facets which are
part of the extracted arguments.

4 Related Work

Extraction of legal arguments: We discuss some
of the most relevant techniques for extraction of
legal arguments here. Poudyal (2016) identified

the argumentative sentences and used soft clus-
tering technique to form an argument which con-
sists of premises and claims. They automatically
identified the premise/claim structure within an
argument using multiple features such as lexical,
syntactic (tree kernel), dependency, n-gram, etc.
The top n features are selected using gain-ratio for
both classifying argumentative and premise/claim
type sentences. Wei et al. (2017) proposed to
use ILP to jointly solve multiple sub-tasks in ar-
gument mining such as argumentation component
type classification and relation classification. We
are also using ILP in our proposed technique, but
we have modelled argument extraction differently
as a text segmentation problem. One of the most
significant work in legal argument extraction is
by Poudyal et al. (2020) where they released an
arguments-annotated corpus of 42 judgements of
European Court of Human Rights (ECHR). They
also presented BERT-based baseline techniques for
three key tasks in argument extraction – argument
clause recognition, clause relation prediction, and
premise/conclusion recognition. Grundler et al.
(2022) released Demosthenes which is a corpus of
40 judgements of the Court of Justice of the Eu-
ropean Union on matters of fiscal state aid. The
corpus contains annotations for three hierarchi-
cal levels of information – the argumentative el-
ements, their types, and their argument schemes.
Recently, Habernal et al. (2023) proposed an inter-
esting alternate perspective that rather than simpli-
fying arguments into generic premises and claims,
it is more important to capture rich typology of
arguments for gaining insights into the particular
case and applications of law in general. They pro-
posed a new annotation scheme accordingly for
capturing 16 argument types and 5 argument ac-
tors for each argument, where an argument is a
text span. The text span of an argument was al-
lowed to cross sentence boundaries but not para-
graph boundaries. They released a large corpus of
373 annotated court decisions and also proposed
sequence labelling techniques for identifying argu-
ment text spans. We have used their model as one
of the baselines. Other techniques for legal argu-
ment extraction are (Mochales and Moens, 2011;
Trautmann, 2020; Xu and Ashley, 2023; Zhang
et al., 2023; Santin et al., 2023).

Text Segmentation: This task is relevant for our
work because we have modelled argument extrac-
tion as a text segmentation problem. Some generic
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Input parameters:
N : No. of sentences in the court judgement J
M : Maximum no. of arguments in any court judgement
K: Total no. of facets in the Act A
C: Binary array of length N such that C[i] = 1 iff ith sentence contains any claim. (Section 3.1.1)
D: Binary array of length N such that D[i] = 1 iff ith sentence contains support indicating discourse markers such as therefore
and consequently which link it to the (i− 1)th sentence. (Section 3.1.5)
AS: Binary array of length N such that AS[i] = 1 iff ith sentence is argumentative in nature. (Section 3.1.2)
AA: Binary array of length N such that AA[i] = 1; iff ith sentence’s argument agent (such as appellant, respondent, lower
court, judge) is different from the previous sentence’s agent. (Section 3.1.6)
F : Binary matrix of size N×K such that F [i, k] = 1 iff ith sentence contains kth facet and F [i, k] = 0 otherwise (Section 3.1.4)
P : Binary array of length N such that P [i] = 1; iff ith sentence belongs to a new (different) paragraph as compared to the
(i− 1)th sentence.
SP : Real-valued array of length N such that SP [i] = the probability that the ith sentence and the (i− 1)th sentence belong to
the same argument. (Section 3.1.3)
SS: Real-valued array of length N such that SS[i] = the subjectivity score of the ith sentence. (Section 3.1.7)
Decision variables:
X: Binary matrix of size N ×M such that X[i, j] = 1, ∀i≥k iff jth argument starts at the kth sentence. X[i, j] = 0,∀i<k

Y : Binary matrix of size N ×M such that Y [i, j] = 1, ∀i>k iff jth argument ends at the kth sentence. Y [i, j] = 0, ∀i≤k

Constraints:
C1: For a fixed j, X[:, j] should be monotonically increasing. X[i− 1, j] ≤ X[i, j]; ∀i,j s.t. 2 ≤ i ≤ N, 1 ≤ j ≤ M

C2: For a fixed j, Y [:, j] should be monotonically increasing. Y [i− 1, j] ≤ Y [i, j]; ∀i,j s.t. 2 ≤ i ≤ N, 1 ≤ j ≤ M

C3: The start of an argument should be before its end. X[i, j] ≥ Y [i, j]; ∀i,j s.t. 1 ≤ i ≤ N, 1 ≤ j ≤ M

C4: jth argument should start only after (j − 1)th argument ends. Y [i, j − 1] ≥ X[i, j]; ∀i,j s.t. 1 ≤ i ≤ N, 2 ≤ j ≤ M

C5: Any argument should contain at least one sentence.∑N−1
i=1 ((i+ 1) · (Y [i+ 1, j]− Y [i, j]))−

∑N
i=2(i · (X[i, j]−X[i− 1, j])) ≥ X[N, j]; ∀j s.t. 1 ≤ j ≤ M

C6: At least one of the first sentence or the last sentence of any argument should contain a claim.∑N
i=2(C[i] · (X[i, j]−X[i− 1, j])) +

∑N−1
i=1 (C[i] · (Y [i+ 1, j]− Y [i, j])) ≥ X[N, j]; ∀j s.t. 1 ≤ j ≤ M

C7: Any argument should not start with a sentence containing discourse connector to its previous sentence.∑N
i=2 D[i] · (X[i, j]−X[i− 1, j]) ≤ 0; ∀j s.t. 1 ≤ j ≤ M

C8: If a sentence contains an argument agent which is different from the previous sentence then such sentence can either be the
first sentence in some argument or it may not be part of any argument.∑M

j=1(X[i, j]− Y [i, j])−
∑M

j=1(X[i, j]−X[i− 1, j]) +AA[i] ≤ 1; ∀i s.t. 2 ≤ i ≤ M

C9: Any argument should not be spread across multiple paragraphs.
(X[i, j]− Y [i, j])− (X[i, j]−X[i− 1, j]) + P [i] ≤ 1; ∀i,j s.t. 2 ≤ i ≤ N, 1 ≤ j ≤ M

Table 3: Input parameters, decision variables and constraints used in ArgExt-ILP

Objective: Minimize Obj1 +Obj2 −Obj3

Obj1: Minimize the number of claim, argumentative, and subjective sentences which are not part of any extracted argument.
Obj1 =

∑N
i=1(C[i] + SS[i] +AS[i]) ·

(
1−

(∑M
j=1(X[i, j]− Y [i, j])

))
Obj2: Minimize the average of probability scores that ith and (i− 1)th sentences belong to the same argument when they occur
on an argument boundary.

Obj2 =
∑M

j=1
1
2

(∑N
i=2 SP [i] · (X[i, j]−X[i− 1, j]) +

∑N−1
i=1 SP [i+ 1] · (Y [i+ 1, j]− Y [i, j])

)
Obj3: Maximize the total number of facets mentioned within the extracted arguments.

Obj3 =
∑M

j=1

(∑N
i=1

(∑K
k=1 F [i, k]

)
· (X[i, j]− Y [i, j])

)
Table 4: Objectives used in ArgExt-ILP
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text segmentation techniques have been proposed
like C99 algorithm (Choi, 2000) which identifies
optimal segments, semantic segmentation tech-
nique (Alemi and Ginsparg, 2015) which incorpo-
rates semantic word embedding while identifying
the segments. Some recent work using deep learn-
ing for text segmentation is by Lattisi et al. (2022)
where they are using BERT model’s Next Sentence
Prediction (NSP) probability as a coherence score
between sentences in their objective. Moro and
Ragazzi (2022) employs self-segmentation tech-
nique to extract the semantic chunks from a long
legal documents, where they fine-tuned the Legal-
BERT model with metric learning setup to incor-
porate the segment semantics. Our technique is
motivated by the work of Palshikar et al. (2019)
which also uses the ILP framework for identifying
certain types of sections in a document.

5 Experiments

5.1 Annotated Dataset for Evaluation

We identified 10 court judgements related to in-
dustrial disputes from the Supreme Court of In-
dia5. These judgements were annotated manu-
ally with gold-standard legal arguments6 These 10
judgements contain 1524 sentences spread across
418 paragraphs overall. The total of 127 gold-
standard arguments were identified during the man-
ual annotation process. Each argument is rep-
resented by its start and end sentence numbers
where each sentence in between is considered as a
part of the argument. Annotators were also asked
to identify a sentence for each argument which
contains its major claim. To estimate the inter-
annotator agreement (IAA), we used the pygamma-
agreement library (Titeux and Riad, 2021) which
is based on (Mathet et al., 2015). We used the
positional dissimilarity based γ statistic for com-
paring the arguments identified by two annota-
tors and the average value of γ was observed to
be 0.405. As another estimate for IAA, we also
used the same evaluation metrics (described in Sec-
tion 5.3) which we use to evaluate the predicted
arguments. The F1-scores for the IAA were ob-
served as follows: Arg-exact=0.3, Arg-subset=0.47,
Arg-overlap=0.56, and Arg-sentences=0.59. The
IAA scores are not very strong which indicates the

5Downloaded from http://www.liiofindia.org/in/
cases/cen/INSC/

6The annotation guidelines are shared in Appendix C. The
dataset would be shared upon request.

difficulty level and subjective nature of the task.
For training the classifiers needed for identify-

ing the argument markers AS and SP, we used the
ECHR corpus as it is similar to our dataset in the
sense that it is also a corpus of court judgements
which is annotated for legal arguments by lawyers.
However, this corpus did not help in identifying
claims with reasonable accuracy by training a clas-
sifier, hence we had to rely on the linguistic rules.
This shows that even though this corpus is similar
to our dataset, there are some differences, espe-
cially the language used for claim sentences.

5.2 Baselines

Baseline-TextSeg: We use C99 algorithm (Choi,
2000) for segmenting the court judgements. We
retain only those text segments as legal arguments
which contain at least one claim sentence, and dis-
card all the remaining text segments.
Baseline-RhetoricalRoles: We obtained rhetor-
ical roles for each sentence in each judgement
using the opennyai python package7 based on
the work of Kalamkar et al. (2022). Each se-
quence of contiguous sentences which is labelled
by the same argument indicating rhetorical role
(ARG_RESPONDENT or ARG_PETITIONER) is identi-
fied as a legal argument.
Baseline-LegalArgs: This baseline is based on
the technique proposed by Habernal et al. (2023)
where a paragraph is given as an input to a se-
quence labelling model which labels each token in
the paragraph with appropriate argument type using
BIO encoding. For making it comparable with our
problem setting, we merged all their 16 argument
types into a single type, re-trained the roberta-large
model on their training dataset, and used the model
to infer the argument labels on each paragraph in
our evaluation dataset. We also extended the to-
ken level classification output to sentence level, i.e.,
even if a subset of tokens in a sentence is labelled
as part of an argument by the model, we consider
the entire sentence as a part of the argument.

5.3 Evaluation Metrics

For evaluating the predicted arguments, we propose
a set of new metrics. These are in the form of tradi-
tional precision, recall and F1-score scores only but
they differ from each other in how true positives
(TP), false positives (FP), and false negatives (FN)
are computed based on when two arguments are

7https://pypi.org/project/opennyai/

http://www.liiofindia.org/in/cases/cen/INSC/
http://www.liiofindia.org/in/cases/cen/INSC/
https://pypi.org/project/opennyai/
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Metric Technique With predicted claims With gold-standard claims
P R F1 P R F1

Arg-exact

Baseline-LegalArgs (Habernal et al., 2023) 0.206 0.055 0.087 0.296 0.063 0.104
Baseline-RhetoricalRoles Kalamkar et al. (2022) 0.012 0.016 0.014 0.031 0.016 0.021
Baseline-TextSeg (Choi, 2000) 0.029 0.047 0.036 0.058 0.047 0.052
ArgExt-Rules 0.088 0.094 0.090 0.257 0.142 0.183
ArgExt-ILP 0.145 0.197 0.167 0.330 0.283 0.305

Arg-subset

Baseline-LegalArgs (Habernal et al., 2023) 0.417 0.118 0.184 0.576 0.150 0.238
Baseline-RhetoricalRoles Kalamkar et al. (2022) 0.160 0.205 0.179 0.351 0.213 0.265
Baseline-TextSeg (Choi, 2000) 0.251 0.433 0.318 0.434 0.441 0.438
ArgExt-Rules 0.223 0.165 0.190 0.684 0.205 0.315
ArgExt-ILP 0.380 0.551 0.450 0.641 0.661 0.651

Arg-overlap

Baseline-LegalArgs (Habernal et al., 2023) 0.500 0.134 0.211 0.667 0.142 0.234
Baseline-RhetoricalRoles Kalamkar et al. (2022) 0.243 0.205 0.222 0.385 0.157 0.223
Baseline-TextSeg (Choi, 2000) 0.251 0.409 0.311 0.447 0.362 0.400
ArgExt-Rules 0.294 0.315 0.304 0.486 0.268 0.345
ArgExt-ILP 0.427 0.575 0.490 0.690 0.598 0.641

Arg-sentences

Baseline-LegalArgs (Habernal et al., 2023) 0.470 0.129 0.203 0.739 0.140 0.235
Baseline-RhetoricalRoles Kalamkar et al. (2022) 0.521 0.259 0.346 0.624 0.218 0.323
Baseline-TextSeg (Choi, 2000) 0.403 0.708 0.514 0.529 0.616 0.569
ArgExt-Rules 0.594 0.331 0.425 0.901 0.263 0.407
ArgExt-ILP 0.506 0.768 0.610 0.758 0.752 0.755

Table 5: Evaluation results for argument extraction by various techniques

With predicted claims:
Objective Arg-Exact Arg-Subset Arg-Overlap Arg-Sentences

Obj1 +Obj2 −Obj3 0.167 0.450 0.490 0.610
Without Obj1 0.106 0.352 0.397 0.525
Without Obj2 0.168 0.427 0.474 0.606
Without Obj3 0.173 0.448 0.502 0.612

With gold-standard claims:
Objective Arg-exact Arg-subset Arg-overlap Arg-sentences

Obj1 +Obj2 −Obj3 0.305 0.651 0.641 0.755
Without Obj1 0.197 0.527 0.535 0.660
Without Obj2 0.340 0.659 0.694 0.764
Without Obj3 0.287 0.638 0.647 0.762

Table 6: Ablation study for objectives in ArgExt-ILP (F1-scores)

considered to be “matching” with each other. If a
gold-standard argument “matches” with a predicted
argument, then a TP is counted, otherwise a FN is
counted. Further, if a predicted argument does not
“match” with any gold-standard argument, then a
FP is counted. The following metrics correspond
to different ways of “matching”:
Arg-exact: A predicted argument is considered to
be “matching” with a gold-standard argument if
their start and end sentence indices are same.
Arg-subset: A gold-standard argument is consid-
ered to be “matching” with a predicted argument if
the set of sentence indices within the gold-standard
argument is a proper subset of the set of sentence
indices of the predicted argument.
Arg-overlap: Two arguments are considered to be
“matching” with one another if Jaccard similarity
between the sets of sentence indices within the two
arguments is greater than or equal to 0.5.
Arg-sentences: Unlike the above metrics where

TP/FP/FN are counted at argument-level, in this
metric, these are counted at a sentence level. A
sentence in any predicted argument is considered a
TP if it is also part of some gold-standard argument,
otherwise it is considered as a FP. Similarly, a sen-
tence in a gold-standard argument is considered as
a FN if it is not part of any predicted argument.

5.4 Evaluation Results

Table 5 shows the comparative performance of our
proposed argument extraction techniques with re-
spect to the baselines. It can be observed that
ArgExt-ILP outperforms all other techniques across
all evaluation metrics. Even though ArgExt-ILP
and ArgExt-Rules are based on the same argu-
ment markers, ArgExt-ILP consistently outper-
forms ArgExt-Rules. This shows that the ILP
framework is helpful in combining multiple weak
evidences in the form of argument markers and po-
tentially conflicting domain rules in a more princi-
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With predicted claims:
Constraints Arg-exact Arg-subset Arg-overlap Arg-sentences

All constraints in Table 3 0.167 0.450 0.490 0.610
Without C6 0.080 0.418 0.416 0.530
Without C7 0.147 0.423 0.450 0.601
Without C8 0.157 0.459 0.472 0.604
Without C9 0.060 0.548 0.244 0.540

With gold-standard claims:
Constraints Arg-exact Arg-subset Arg-overlap Arg-sentences

All constraints in Table 3 0.305 0.651 0.641 0.755
Without C6 0.086 0.435 0.422 0.535
Without C7 0.352 0.641 0.656 0.746
Without C8 0.347 0.679 0.694 0.772
Without C9 0.132 0.649 0.395 0.598

Table 7: Ablation study of the constraints in ArgExt-ILP (F1 scores)

pled manner than a rule-based logic. However, the
performance of ArgExt-ILP is still far from being
perfect and this highlights the challenging nature
of the task. The error analysis shows that there are
mainly two sources of errors - (i) incorrect identifi-
cation of claim sentences and (ii) incorrect bound-
ary identification of the arguments. In order to esti-
mate the effect of the first source, we re-run all the
techniques assuming gold-standard claim sentences
are known. Table 5 shows the detailed results in this
setting in the last 3 columns. Again, ArgExt-ILP
outperforms all other techniques and also improves
significantly over its own performance with pre-
dicted claim sentences. This shows that there still
scope for improvement in identification of argu-
ment markers like claims so as to improve the end-
to-end argument extraction. More implementation
details for ArgExt-ILP are provided in Appendix B.

Ablation Studies for ArgExt-ILP: Table 6 shows
the results of ablation for the multiple objectives
used in ArgExt-ILP. It can be observed that the
objective Obj1 is the most important one as the
performance drops the most if we remove it. The
objective Obj2 is contributing when we are using
predicted claim sentences which is a more practi-
cal setting, whereas the objective Obj3 has mixed
results across various metrics. Similarly, Table 7
shows the results of ablation studies for the multiple
constraints used in ArgExt-ILP. The constraints C6

and C9 are the most significant ones as removing
them results in reduced performance consistently.

Argument Markers Identification Accuracy: Ta-
ble 8 shows the accuracy with which individual
argument markers C, AS and SP are identified. It
can be observed that individually these markers are
not identified with very high accuracy and hence
we are considering them as weak evidences.

Argument Marker P R F1
C (linguistic rules) 0.422 0.724 0.533
AS (prob ≥ 0.5) 0.356 0.612 0.450
SP (prob ≥ 0.2) 0.577 0.653 0.613

Table 8: Evaluation results for argument markers

6 Conclusions and Future Work

We proposed a technique to extract legal arguments
from Indian Supreme Court judgements by first
identifying a set of certain argument markers and
then incorporating them in an Integer Linear Pro-
gramming (ILP) framework with domain knowl-
edge based constraints. Individually, these argu-
ment markers are weak indicators of arguments
mentioned in the text of a judgement, but the in-
formation from multiple such markers gets com-
bined effectively in our ArgExt-ILP technique. We
annotated a small dataset of 10 court judgements
containing 127 legal arguments and evaluated our
techniques on it along with multiple competent
baselines. We demonstrated that ArgExt-ILP out-
performs other baselines across multiple evalua-
tion metrics. To the best of our knowledge, this
is the first attempt to extract legal arguments from
Indian court judgements and also a first arguments-
annotated dataset for the same. As part of future
work, our argument extraction techniques need to
be improved further in multiple aspects – (i) the
accuracy of identifying individual argument mark-
ers needs to be improved further which will auto-
matically improve ArgExt-ILP’s performance, (ii)
we plan to do away with some of our simplifying
assumptions to also extract overlapping and non-
contiguous arguments, and (iii) we plan to evaluate
our techniques on a wider variety of court judge-
ments such as judgements other than industrial dis-
putes and also from other geographies than India.
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A Details about linguistic rules

Following are the complete details about various
list of words used in by the linguistic rules for
identification of claim sentences.
List of causal discourse markers used in LR1
and LR2: therefore, thus, hence, consequently,
moreover, furthermore, similarly, likewise, accord-
ingly, thereby
List of nouns used in LR3: opinion, belief, im-
pression, indication, judgement, assessment, esti-
mation, position, argument, argumentation, sub-
mission, contention, objection, justification, con-
clusion, claim, clarification.
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List of verbs used in LR3: sustain, contend, argue,
debate, assert, conclude, assess, believe, maintain,
submit, show, demonstrate, prove, appear, seem,
clear, justify, conclude, claim, affirm, arrogate,
indicate, clarify, hold, opine. Also note that the
list contains only the base forms of these verbs but
while matching in the sentence, we consider all
the morphological variations such as conclude ⇒
concluded, concluding, concludes.
List of negative adjectives used in LR4: unfair,
erroneous, incorrect, wrong, inaccurate, inexact,
imprecise, invalid, fallacious, misleading, illogi-
cal, unsound, faulty, flawed, spurious, unfounded,
unjustified, illegal, inappropriate, inconsistent, un-
sustainable, unwarranted
List of positive adjectives used in LR4: correct,
accurate, exact, precise, valid, logical, justified,
warranted, consistent, sustained, fair, legal, appro-
priate, permitted, maintainable.
List of negative adverbs used in LR4: inconsis-
tently, unfairly, erroneously, incorrectly, wrongly,
mistakenly, illegally, inappropriately, spuriously.
List of positive adverbs used in LR4: consistently,
fairly, correctly, legally, appropriately.

B Implementation Details

For solving ILP programs in ArgExt-ILP, we used
the glpk solver8 through Python’s pyomo library9.
For better running time efficiency, we split each
judgement into two parts, solve two separate ILP
programs, and later merge their solutions to get the
final output. We used M = 10 so that at most 20
arguments can be extracted from each judgement.
Also while splitting a judgement, we make sure
that it is always split at a paragraph boundary. As
there is a constraint (C9) which ensures that no
extracted argument can cross paragraph boundaries,
we believe that this is a reasonable approximation.

C Annotation Guidelines

The following guidelines were shared with the an-
notators.
Goal: To identify legal arguments mentioned in
court judgements. We assume each legal argument
to be a chunk of contiguous sentences in the court
judgement such that each chunk corresponds to a
complete and coherent argument.
Annotation format: For each coherent and com-
plete argument (consisting of a chunk of k con-

8https://www.gnu.org/software/glpk/
9https://pypi.org/project/Pyomo/

tiguous sentences), the the following details are
noted – Filename (file name of the court judgement),
StartSentNo (sentence number of the first sentence of an

argument), EndSentNo (sentence number of the last sen-

tence of the argument), ClaimSentNo (sentence number

of the sentence which contains the key claim/conclusion of

the argument).

General guidelines:
1. Only contiguous sentences should be identified
as an argument.
2. No overlapping arguments should be identified.
3. Each identified argument should be “complete”
(as self-sufficient as possible to understand it) and
“coherent” (should be mainly related to only one
topic or legal point).
4. There should be at least one sentence in an argu-
ment which contains some “claim” being made or
some “conclusion” being arrived at or some legal
point be argued about. It also includes some opin-
ion being expressed or some decision (or evaluation
of lower court decision) that judge/court arrives at.
Generally, the ultimate “claim” in an argument oc-
curs either as the first sentence or the last sentence
within the contiguous sentences identified as a le-
gal argument. Some examples of "claims" are as
follows:
• the leniency shown by the Labour Court is clearly unwar-

ranted and would in fact encourage indiscipline (evaluation
of lower court decision)
• The finding is based on surmises (opinion)
• the petitioner who is working as an Area Sales Executive

is not a workman within the meaning of Section 2(s) of the

Industrial Disputes Act, 1947. (conclusion or legal point)

Some examples of sentences which DO NOT con-
tain any "claim":
• A review application, however, was filed inter alia on the

premise that the workmen were not entitled to claim any bonus.

(a past event or fact)
• Section 12 of the Act provides the duties of the Conciliation

Officer. (referring to a statute)
• This Court while allowing the appeal directed the respon-

dent No.2 the Labour Commissioner, Chandigarh to make a

reference under Section 12 of the Act. (direction by a court)

Please note that the above are just some types of
sentences which are not “claims” such as a past
event, fact, direction by a court, or reference to a
statutes, etc. There may be several additional types
of sentences which are not “claims”.
5. There should be at least one sentence in an argu-
ment which contains supporting facts, statements,
evidences, or any other premises including prior

https://www.gnu.org/software/glpk/
https://pypi.org/project/Pyomo/
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cases, statutes etc. which support the major “claim”
or “conclusion” in the argument.
6. An argument may consist of a single sentence,
i.e., both “claim” and its supporting premises are
present in the single sentence.
7. Even if we are using the terminology “argu-
ment”, the argument need not be made only by the
contesting parties (appellant/plaintiff and respon-
dent/defendant). The argument may correspond to
reasoning given by lower court / current court to
arrive at certain conclusion.
8. There can be multiple “claims” in an argument.
But there exists only one major claim which may
be supported by intermediate claims.
9. Opinion of any court (judge) can be considered
as a claim. E.g., the order of Labour Court as af-
firmed by High Court can not be sustained
10. An argument can be found within sentences
which are quoted from some prior case. That means
the sentences are not about the current case but
show why certain argument was made or decision
was taken in a prior case.


