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Abstract

End-to-end Document Key Information Ex-
traction models require a lot of compute
and labeled data to perform well on real
datasets. This is particularly challenging for
low-resource languages like Bangla where
domain-specific multimodal document datasets
are scarcely available. In this paper, we
have introduced SynthNID, a system to gen-
erate domain-specific document image data
for training OCR-less end-to-end Key Infor-
mation Extraction systems. We show the
generated data improves the performance of
the extraction model on real datasets and the
system is easily extendable to generate other
types of scanned documents for a wide range
of document understanding tasks. The code
for generating synthetic data is available at
https://github.com/dv66/synthnid

1 Introduction

Document Key Information Extraction (KIE) is
a very crucial task to extract structured or semi-
structured information from printed documents and
images (Luo et al., 2023; Shi et al., 2023; Lee et al.,
2022). Numerous user-facing applications nowa-
days require scanning and extracting information
as key-value pairs from raw images of invoices,
receipts, ID cards etc. Previously, these types of
information extraction systems required a manda-
tory OCR engine and rule-based approaches in the
pipeline. However OCR-based systems become
error-prone easily because of the lack of contex-
tual understanding (Kim et al., 2022). Also, hand-
picked rule-based extraction systems cannot handle
all possible transformations and variations that can
be found in scanned documents.

Recently, a surge of pre-trained models has
been witnessed in the area of document under-
standing. These models overcome the problems
of OCR-powered Key Information Extraction sys-
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tems by completely removing the need to apply
character-level recognition and information aggre-
gation. These models are essentially vision trans-
formers which are pre-trained on huge datasets
of scanned documents across multiple languages
(Kim et al., 2022). These pre-trained models
achieve state-of-the-art in various document un-
derstanding tasks on the particular languages they
were pre-trained on. It is possible to fine-tune these
models for downstream extraction tasks in other
languages with sub-optimal performances. In the
case of low-resource languages like Bangla, it is a
severe issue because there are almost no datasets
for the Document Key Information Extraction task
in Bangla. Although a number of works are found
in the literature regarding Bangla OCR and/or text
detection systems (Safir et al., 2021; Hossain et al.,
2022; Rabby et al., 2019; Alam et al., 2020), none
of them perform end-to-end Key Information Re-
trieval which is essential to retrieve necessary fields
from the scanned document.

Collecting annotated data for Document Key In-
formation Extraction is also quite expensive and
time-consuming. To reduce labelling effort and
cost of labelling, synthetic data is often used along-
side real data to train models for various Document
Understanding tasks (Gupta et al., 2016). Unfortu-
nately, general-purpose synthetic image generators
do not focus on Key Information Extraction only
but on general-purpose document understanding
tasks. Most of the state-of-the-art generators sup-
port only English or rich-resource corpus thus low-
resource languages like Bangla are completely ig-
nored. Also, the lack of availability of high-quality
Bangla corpus for Key Information Extraction tasks
is another reason for the absence of end-to-end
models in this area. The end-to-end Key Informa-
tion Extraction model requires huge datasets with
millions of samples (Kim et al., 2022) and hundreds
of GPU hours which also contributes to this issue.
One option is to fine-tune the pre-trained multi-
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lingual end-to-end models on the target language
e.g. Bangla to perform Key Information Extrac-
tion on real documents like the National ID card
of Bangladesh, License Plates etc. This approach
is particularly useful when the whole document
image is used as an information source and the tar-
get output is a structured data format like JSON.
Because then an extra field extraction or linking
stage is no longer required to add to the extraction
pipeline.

In this work, we propose a system SynthNID,
to generate domain-specific synthetic data which
improves the performance of end-to-end document
key information extraction tasks when fine-tuned
alongside real data. Our primary focus for this
work was to extract key values from the National
ID Card of Bangladesh which contains a mixture
of English and Bangla text in the document but
using our approach a wide range of scanned docu-
ments can also be generated for Key Information
Extraction tasks. We demonstrate the effectiveness
of the generated data by fine-tuning end-to-end Key
Information Extraction models. Our synthetic data
increases the model’s performance in extracting
key-value pairs from real datasets.

2 Related Work

Document Key Information Extraction is a widely
studied task in the literature. Most popular models
incorporate the output of an OCR engine and learn
to parse them from scanned documents (Hwang
et al., 2021b,a). (Hwang et al., 2019) and (Ma-
jumder et al., 2020) have applied Document Key
Information Extraction to various real-world ap-
plications. Most of these approaches introduce
a learning framework where the text is detected
separately using an off-the-shelf OCR engine and
a sequence model takes the input from the previ-
ous stage considering the text content and locality
of the information. Despite the convenience of
end-to-end models for KIE tasks, only a few are
available in the literature like OCR-free document
understanding transformer (Kim et al., 2022). This
model takes the whole document image as an in-
put and applies a visual attention mechanism to
learn the output sequence which is essentially a
key-value structure like JSON. However, the end-
to-end model variants are only pre-trained in Chi-
nese, Japanese, Korean and English.

Although there are a number of works present
in literature regarding Bangla OCR and a few in

Document Understanding, almost none of them
address end-to-end Key Information Extraction on
Bangla scanned documents or multilingual scanned
documents where Bangla is present. bbOCR is a
scalable document OCR that employs a Bangla
text recognition model using synthetic datasets
(Zulkarnain et al., 2023). BaDLAD is a large multi-
domain Bangla Document Layout Analysis dataset
which contains more than 33k manually labeled
documents from a wide range of sources including
books, magazines, newspapers etc. (Shihab et al.,
2023). (Ataullha et al., 2023) improves Document
Layout Analysis performance leveraging Mask R-
CNN architectures. They show competitive results
in segmenting Bangla Documents.

Most of the existing works in Bangla Docu-
ment Understanding have tackled problems like
text extraction or layout analysis by segmenting
the image components, whereas none of them con-
sidered extracting key information in a structured
format which can be easily used by independent
user-facing applications. In this effort, we have ad-
dressed this gap in the existing literature and aimed
to solve the issue by new approaches to generate
Bangla synthetic documents for domain-specific
KIE tasks.

3 Datasets

3.1 Synthetic Dataset Generation

Our synthetic data generation system depends on
named entities and random background images.
We have collected a dataset of Bangladeshi Bangla
first names, middle names and last names for males
and females. We developed an empty layout of
the ‘overlay’ which is proportionally similar to the
national ID card of Bangladesh. For this work, we
have skipped the image and signature part of the ID
card because we are only interested in the text here.
On the Bangladeshi national ID card’s front side,
the person’s name, mother’s name, father’s name,
date of birth, and identification number these fields
are dynamic. Other texts don’t change mostly. Our
tool picks random names from a dataset of names,
generates proper names, and fills the dynamic slots
on the overlay. The name dataset was collected
manually by labeling named entities from publicly
available Bangla corpus. Identification number and
date of birth fields are randomly generated accord-
ing to their standard formats and inserted. Then we
pick a random background image from an image
store and put the data-filled overlay on the back-
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Domain specific field
wise random data
(name_en, name_bn)

1. Empty overlay 2. Dynamically generated
overlay

Random
Backgrounds

3. Apply overlay on randomly
selected background

4. Apply noise and effects

Figure 1: Steps for preparing synthetic NID data for KIE fine-tuning.

ground image. While doing this, we ensured that
the overlay covered from 75% to 90% of the back-
ground after applying a rotational transformation.
Finally, we apply random blur noise effects using
(Jung et al., 2020).

With simple customization, this tool can be used
to generate a wide range of Bangla-scanned syn-
thetic documents for downstream document under-
standing tasks.

3.2 Real Dataset

In our experiments, we have used a real dataset of
11,390 images. From this, 10,890 are used for the
training and validation and 500 for testing. The end
users were provided with a mobile application for
data collection. The mobile application allows end
users to capture an image using a guiding rectangle
box. Users had the option to review the captured
image and, if necessary, retake it to ensure data
quality. Although most of the real data was of good

quality, there were some unavoidable noisy, faded,
and rotated or tilted images which made the real
data more challenging for the model than synthetic
data.

4 Experiments

For our end-to-end model, we used the OCR-free
document transformer (Kim et al., 2022) which is
the current state-of-the-art in KIE. The model out-
performs various other models like LayoutLM (Xu
et al., 2019), LayoutLMv2 (Xu et al., 2020), Lay-
outXLM (Xu et al., 2021), SPADE (Hwang et al.,
2021b), WYVERN (Hwang et al., 2020) in docu-
ment Key Information Extraction tasks. The model
is essentially a vision transformer (Dosovitskiy
et al., 2020) which is pre-trained on a huge dataset
containing real and synthetic data 13M in total. The
real dataset IIT-CDIP (Lewis et al., 2006) contains
around 11M samples of complex scanned English
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Training Dataset
Performance

Real Test Data Acc. Synthetic Test Data Acc.
Bangla
Fields

English
Fields

Overall Bangla
Fields

English
Fields

Overall

synth:real-50K:0K 25.96% 31.10% 25.02% 90.71% 94.55% 92.37%
synth:real-0K:10K 76.55% 82.92% 79.28% 80.08% 92.8% 85.91%
synth:real-2K:10K 78.76% 83.95% 81.14% 83.57% 96.54% 89.54%
synth:real-5K:10K 80.56% 83.79% 82.01% 85.58% 98.52% 91.55%
synth:real-10K:10K 81.53% 83.73% 82.5% 85.79% 98.79% 91.59%
synth:real-50K:10K 81.35% 84.6% 82.74% 89.06% 99.39% 93.72%

Table 1: Performance of the models trained on different splits of the dataset in terms of TED

documents. They created a synthetic dataset gener-
ation system SynthDoG which generates synthetic
document samples in Chinese, Japanese, Korean,
and English 0.5M per language.

4.1 Fine-tuning Process

We fine-tune the Donut-base model (Kim et al.,
2022) for the Key Information Extraction (KIE)
task in a mixed scheme where we use splits of both
synthetic and real data in our fine-tuned training
set. The input resolution is set to 345× 575 pixels
and the max length in the decoder is set to 100.
For the English and Bangla multilingual tokenizer,
we use the Banglabert-large model (Bhattachar-
jee et al., 2022). We finetune the model in early
stopping setup for a maximum epoch of 30, using
Pytorch-Lightning module (Falcon, 2019) and with
one NVIDIA RTX 3070 GPU. We use the Adam
(Kingma and Ba, 2014) optimizer, training and val-
idation batch size is set to 512 and 8 respectively
and the learning rate is set to 3× 10−5. We use a
number of 1,000 training samples per epoch. For
the evaluation of the models, we use the tree edit
distance (TED) metric (Zhang and Shasha, 1989),
by representing the extracted field values of the
NID as a tree.

4.2 Performance on Split Datasets

We evaluated 6 different models trained on differ-
ent splits of the dataset containing different mixes
of the real with synthetic data. Our dataset contains
a total of 10,890 (10K) real and 50,000 (50K) syn-
thetic NID images. The real dataset contains more
than one images from a user (but in a slightly differ-
ent orientation). An NID contains 3 Bangla fields
(name_bn, father_name and mother_name) and 3
English fields (name_en, dob and nid_no). For
establishing a baseline the first two models were

trained on only synthetic and real data respectively.
For the rest of the 4 models, we used a mix of the
10K real data with different quantities of synthetic
data for training. For the evaluation of the models,
we used an unseen test set containing 500 synthetic
and 500 real data across all the tests.

The results are shown in Table 1. The per-
formance over the Bangla fields (name_bn, fa-
ther_name and mother_name) and English fields
(name_en, dob and nid_no) are shown separately
along with the overall performance. For the mod-
els’ performance over each field please refer to Ap-
pendix A. We found that, although the first model
trained purely on the 50K synthetic data performs
well over the synthetic data it performs poorly over
real data. This suggests even with our different ap-
proaches to make the synthetic data represent real
data the model was not able to learn how to work
with real data. In the second model where we used
all of the 10K real data with no synthetic data, we
see a significant improvement in the performance
over real data. However, the performance was poor
over the Bangla fields where the second model only
achieved an accuracy of 76.55% over the Bangla
fields of real data.

We start to see performance improvement in the
third case where the model was trained on all of
the 10K real data along with 2K synthetic data. In
fact, the model outperformed the second model
where the train set contained only real data. This
proves that a mix of synthetic with real data indeed
improves the performance of the model. The per-
formance was more prominent in the case of the
Bangla fields where the accuracy improved from
76.55% to 78.76% over real data. The performance
improves consistently over the Bangla fields as
well as the English fields as more synthetic data is
mixed in the train set. Most of the improvement
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was found in the extraction of Bangla fields with
the addition of synthetic data and we were able to
achieve a best of 81.53% accuracy over the Bangla
fields of the real data in the fifth model. In the sixth
model where all 50K synthetic data is mixed with
the 10K real data, we start to see a slight drop in the
accuracy of the Bangla field extraction from real
data. This suggests a case of diminishing returns in
the performance over real data when there is more
synthetic data than real data in the mix.

5 Ethical Considerations

While developing our system we prioritized end
users’ privacy protection. The app was developed
and used to collect data inside the organization. In-
formed consent was obtained from the app users
and stringent data anonymization measures were
applied while using real data for testing the mod-
els’ performances. While generating the synthetic
data, every field is generated in a completely ran-
dom strategy. Our ethical framework was aimed to
develop high-quality Bangla KIE models while pro-
tecting user privacy, maintaining transparency, and
ensuring responsible data handling thus strengthen-
ing our commitment to conduct ethical AI research.

6 Conclusion

In this paper, we have introduced a scheme to gen-
erate high-quality domain-specific synthetic data
for the Key Information Extraction task on Bangla
scanned documents. We have shown the synthetic
data generated using our approach enhances the per-
formance of end-to-end KIE models. In future, we
will investigate the areas where effective labelling
strategies can be employed to learn good models
with a low amount of data using active learning
techniques.
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A Appendix

A.1 Models’ Performance Variation Across
Bangla Fields

Table 2 and 3 shows the performance of the mod-
els over the three Bangla fields: name_bn, fa-
ther_name and mother_name across the real and
synthetic test sets respectively. In the NID card of
Bangladesh, all of the three fields consist of only
Bangla letters. Although the models perform a
little worse than English fields across the Bangla
field which is due to the absence of Bangla data
in the pre-trained base Donut model, we can see a
steady increase in performance as more synthetic
data is used in the fine-tuning process. The perfor-
mance improvement was almost equal across the
real (Table 2) and synthetic test data (Table 3).

A.2 Models’ Performance Variation Across
English Fields.

Table 4 and 5 shows the performance of the models
over the 3 English fields: name_en, dob and nid_no
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Performance

Training Dataset
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synth:real-50K:0K 27.67% 30.03% 28.92%
synth:real-0K:10K 77.23% 72.9% 81.2%
synth:real-2K:10K 78.98% 75.69% 82.7%
synth:real-5K:10K 81.23% 77.2% 84.59%
synth:real-10K:10K 82.02% 79.07% 83.98%
synth:real-50K:10K 81.9% 79.98% 83.55%

Table 2: Performance of the models over Bangla fields
in terms of TED across real test data

Performance

Training Dataset
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synth:real-50K:0K 90.63% 90.57% 91.4%
synth:real-0K:10K 82.1% 78.08% 81.05%
synth:real-2K:10K 84.35% 82.54% 84.68%
synth:real-5K:10K 85.57% 84.94% 86.92%
synth:real-10K:10K 85.9% 85.92% 87.86%
synth:real-50K:10K 89.9% 89.31% 90.25%

Table 3: Performance of the models over Bangla fields
in terms of TED across synthetic data

across the real and synthetic test sets respectively.
In the NID card of Bangladesh, name_en consists
of only English letters, dob consists of a mix of En-
glish letters and numbers (DD Month YYYY) and

Performance

Training Dataset

na
m

e_
en

do
b

ni
d_

no

synth:real-50K:0K 24.33% 52.42% 37.72%
synth:real-0K:10K 78.84% 96.02% 77.87%
synth:real-2K:10K 79.44% 96.67% 79.97%
synth:real-5K:10K 82.11% 96.37% 76.09%
synth:real-10K:10K 81.71% 95.88% 76.75%
synth:real-50K:10K 81.49% 95.85% 79.85%

Table 4: Performance of the models over English fields
in terms of TED across real test data

Performance

Training Dataset

na
m

e_
en

do
b

ni
d_

no

synth:real-50K:0K 99.41% 99.82% 81.82%
synth:real-0K:10K 89.54% 97.23% 93.09%
synth:real-2K:10K 92.19% 99.93% 99.36%
synth:real-5K:10K 96.74% 99.98% 99.69%
synth:real-10K:10K 97.74% 99.5% 99.73%
synth:real-50K:10K 99.17% 99.45% 99.91%

Table 5: Performance of the models over English fields
in terms of TED across synthetic test data

nid_no consists of only English numbers. The base
Donut model being pre-trained on English data per-
forms better across the English fields, except for
the nid_no field of real test data where the model
seems to struggle more than any other fields. Like
before we see a steady increase in performance as
more synthetic data is used in the fine-tuning pro-
cess with equal performance improvement across
the real (Table 4) and synthetic test data (Table 5).
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