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Abstract

Like all other things in the world, rapid growth
of social media comes with its own merits and
demerits. While it is providing a platform for
the world to easily communicate with each
other, on the other hand the room it has opened
for hate speech has led to a significant impact
on the well-being of the users. These types of
texts have the potential to result in violence as
people with similar sentiments may be inspired
to commit violent acts after coming across such
comments. Hence, the need for a system to
detect and filter such texts is increasing dras-
tically with time. This paper summarizes our
experimental results and findings for the shared
task on The First Bangla Language Process-
ing Workshop at EMNLP 2023 - Singapore.
We participated in the shared task 1 : Vio-
lence Inciting Text Detection (VITD). The ob-
jective was to build a system that classifies the
given comments as either non-violence, pas-
sive violence or direct violence. We tried out
different techniques, such as fine-tuning lan-
guage models, few-shot learning with SBERT
and a 2 stage training where we performed bi-
nary violence/non-violence classification first,
then did a fine-grained classification of di-
rect/passive violence. We found that the best
macro-F1 score of 69.39 was yielded by fine-
tuning the BanglaBERT language model and
we attained a position of 21 among 27 teams
in the final leaderboard. After the competition
ended, we found that with some preprocessing
of the dataset, we can get the score up to 71.68.

1 Introduction

With the rise of the Internet, it has become easy
to post and comment on multiple social media
platforms. Ease of access means that people have
the power to influence others to commit violent
acts. Early detection and removal of these type of
content is necessary to avoid regrettable events
such as killing, rape or mass murder. To this
end, the Violence Inciting Text Detection (VITD)

shared task (Saha et al., 2023a) was introduced
at the Bangla Language Processing Workshop
at EMNLP 2023. To the best of our knowledge,
the shared task and its accompanying dataset
(Saha et al., 2023b) are the first of its kind. While
previous work explored similar tasks such as hate
speech detection in Bangla (Ishmam and Sharmin,
2019), (Romim et al., 2021), this task is the first
of its kind to call for systems that can classify a
given text as likely to incite violence or not. It
has a further fine-grained classification label for
violence-inciting texts - namely passive and direct.

In this paper, we discuss our submitted systems to
the shared task. We present our analysis related
to the dataset and also the models that were sub-
mitted.1. The paper is organized as follows : first,
we analyze the dataset, then we describe the exper-
iments performed both before and after the com-
petition ended. Finally, we analyze the systems
submitted and discuss their shortcomings, along
with possible directions for future work. The ac-
companying code for our experiments and analysis
is publicly made available.2

2 Dataset Overview

The dataset was created compiling YouTube
comments in Bangla associated with the top 9
violent incidents that have occurred in the Bengal
region (Bangladesh and West Bengal) within the
past 10 years.

Comments which stated facts or referred to any
kind of social discussion were classified under the
Non-Violence category. For comments which con-
tained opinions in a derogatory language and state-
ments which attempted to justify violence were
classified under the Passive Violence category. Fi-

1https://github.com/blp-workshop/blp_task1
2https://github.com/refaat31/

team-centreback-blp-task-1
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Table 1: Example comments from each category

Figure 1: Extensive dataset view showing actual per-
centages of comments under each category

nally, the comments which presented an unjustified
demand, order, actions and any kind of threats were
classified under the Direct Violence category. Ex-
ample comments for each category and an outline
of the dataset is given in Table 1.

3 Dataset Analysis

The comments in the dataset have a maximum
comment length of up to 600 words. It covers a
wide range by considering comments from over
the past 10 years.

However, it lacks equality in the amount of data
it has for the three different categories. The ratio
of Non-Violence to Violence does seem like a
roughly equal distribution from a high level. In
spite of that, if we dive deep we see that the ratio
of Passive Violence to Direct Violence is roughly
2:1. The complete and extensive view of the
dataset showing the actual percentages of the
comments under each category is given in Figure 1.

Although we do have a total of around 1350
comments for both Non-Violence and Violence
categories, if we only consider the Violence
categories then we do not have the Direct and
Passive Violence categories equally distributed.
On one hand for Direct Violence category we have
a deficit of around 300 and on the other hand we
have a surplus of 300 for the Passive Violence
category. Hence, we can conclude that we have
a significantly low amount of data for the direct
violence category and overall have an imbalance
of data in the dataset. Besides, confusion arises

Table 2: Confusing comment-label combinations

for multiple comments where according to the
description it should have been identified as one
category but it was denoted as another category.
Examples are shown in Table 2.

Furthermore, throughout the dataset instead of
portraying religion in a non-discriminative way a
biasness was observed towards Islam or Hinduism.
Religion was displayed in more of a negative
tone which was further strengthened by the lower
number of neutral religious comments across the
whole dataset. This in turn can lead to a potential
misuse and give rise to some ethical concerns.
To add to it, the dataset consists of only Bengal
regions (Bangladesh and West Bengal). Also,
since the only source for the dataset was YouTube
comments, a wide range of other diverse origins
like educational sites such as Encyclopedias,
Blogs, E-books and factual sites like news channel
websites were not taken into account. Thus,
considering a worldwide perspective a major
portion of variety was missing. To summarize,
there was an absence of impartiality in terms of
religion and regarding the scope a more narrowed
down sense was noticed throughout the whole
dataset.

Moreover, lots of repetition and redundancy was
seen on all parts of the dataset. Not only are
there recurrences of comments but also loads of
spelling mistakes at frequent intervals. Example
comments which show repetition in comments
are shown in Table 3. To add to it, throughout the
dataset we have seen multiple comments which
had missing spacing between independent words.
This might have also contributed to the number
of misclassifications that we had for the test set.
Example of such comments are shown in Table 4.

Also, comments should normally have a variety in
the speaking tone. However, no such steps were
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Table 3: Examples of repetitive comments

Table 4: Example comments showing no spacing be-
tween independent words

taken to consider the different tones of speaking to
further normalize the dataset as a whole. Examples
for these kind of words in comments found in the
dataset are shown in Table 5.

Additionally, similar token length values were used
for all the categories. However, the value taken
was comparatively a very small value. The mean
value was around 19.6 and the standard deviation
value was around 16.6. Hence, the deviation from
the mean was very high. In ideal scenarios we
would expect the standard deviation to be as low
as possible. Standard deviation and mean token
length values are shown in Table 6.

Finally, it is worth noting that the emojis have a
significance while denoting the category labels. For
example, for the comment shown in Table 7, if
we consider that emoji has a significance, then the
category (1) which it has been given seems justified.
However, leaving aside the emoji, it seems like this
is simply a normal statement and does not imply
a violent tone. Hence, across the whole dataset
the emojis played a vital role while classifying the

Table 5: Example words in comments showing different
speaking tones

Non-Violence Passive Violence Direct Violence
Mean 18.6 21.2 19.2
Standard Deviation 15.9 17.9 16.0

Table 6: Category wise mean and standard deviation
token length values

Table 7: Example comment showing significance of
emoji

comments.

4 System Overview

For all the experiments, we have used either
Nvidia Tesla V100 GPU or T4 GPU provided by
Google Colaboratory, depending on the availability.
During our submission for the competition we did
not consider any preprocessing for the dataset and
focused fully on the methodology of the model.
After the competition ended, we performed some
preprocessing to remove punctuations completely
from the dataset.

It is important to note that, in the competition,
there were two phases - in the first round, we were
provided a test set with the ground truth labels,
while in the second phase, we had a hidden test set,
whose labels were provided after the competition
ended. Thus, we have reported our results (in
Table 8) on both the first and second round of
the competition, as well as the result obtained
from experiments performed after the competition
ended.

In this competition, the evaluation metric was
the macro-F1, which takes the arithmetic mean
of the per-class F1 scores. The F1-score is cal-
culated for each class in the following way 3 -
2 ∗ precision∗recall

precision+recall , where precision tells us what
fraction of the positive predictions are correct, and
recall tells us what fraction of the positive labels
have been correctly identified. Here, positive label
means that the comment belongs to the class, for
which F1-score is being calculated.

4.1 Fine-tuning Language Models
This task can be thought of as a sequence classifi-
cation task, since we are assigning each comment a
category : non-violence, direct violence or passive

3https://scikit-learn.org/stable/modules/
generated/sklearn.metrics.f1_score.html
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Model name macro-F1 (first round) macro-F1 (second round)
XLM-ROBERTa (base) 68.97 65.43

DistilBERT (base-multilingual) 64.26 63.50
Few-shot learning with SBERT 38.22 33.87

Two-stage (BanglaBERT + catboost with SBERT embeddings) 71.30 69.20
BanglaBERT (50 epochs) 74.81 68.92
BanglaBERT (20 epochs) 76.50 69.39

BanglaBERT with preprocessing done after the competition ended (10 epochs) 77.38 71.68

Table 8: Macro-F1 for different models on the first and
second test set provided by organizers

violence. We have fine-tuned a few language
models for this purpose by adding a classification
head at the end. The training dataset is composed
of 2700 Bangla comments and we have used an
80:20 train-test split for our training.

First, we used BanglaBERT (Bhattacharjee et al.,
2022) as it was pre-trained on Bangla text and
has been shown to have good scores for sentiment
analysis task, which is a form of sequence classi-
fication. We also used XLM-ROBERTa (Conneau
et al., 2019) which is an advanced version of BERT
(Devlin et al., 2019), trained on multilingual data.
Finally we used the multilingual version of Distil-
BERT (Sanh et al., 2019). We have trained each of
these models for 50 epochs and have noticed that
all of the models overfit quite quickly after a cer-
tain number of epochs. This can be attributed to the
relatively small amount of training data. Finally,
BanglaBERT trained for 20 epochs gave the best
macro-F1 score of 76.50 for the first test phase set.

4.2 Two stage approach
This was our second best model. The reason for
using different models in the two stages is that the
models learn unique things in different ways when
put under contrasting scenarios. This would result
in the model being more versatile and adaptable to
any circumstances.

For this method in stage 1, we have done a 80:20
train-test split on the provided original dataset of
2700 comments. Conversely, for stage 2 we have
only considered the violence section (both passive
and direct violence classes) of the dataset and
hence performed a 80:20 train-test split on only
the 1311 violence comments.

The process we followed for both the stages are as
follows - first we tried to perform one kind of binary
classification to categorize comments as either vio-
lence or non-violence. Then we did a fine-grained
classification of the comments labeled as violent by
further classifying them as either direct or passive
violence. For the two stages, we used BanglaBERT
for the first stage and catboost (Dorogush et al.,

2018) with SBERT (Reimers and Gurevych, 2020)
embeddings for the second stage. Initially we tried
out BanglaBERT for both the stages. In stage 1
it was used for classifying between violence and
non-violence and in stage 2 similarly it was used
for classifying between direct violence and passive
violence. It was seen that it performed better in
stage 1 and hence for our two stage approach it was
chosen for the first stage. On the other hand, for
the second stage both catboost and BanglaBERT
gave similar scores hence we thought of going with
something non-identical compared to stage 1 and
choose catboost as opposed to BanglaBERT. Fi-
nally, we believe that two stage training is a possi-
ble future direction.

4.3 Few-shot learning with SBERT

As the number of training examples for the
category "direct violence" is significantly less
compared to the other two categories, we wanted
to see if few-shot learning would yield good
results. Furthermore, considering the structure
of the comments, where they consist of one or
more sentences, we encoded them using SBERT.
Since SBERT has been shown to perform excellent
results on measuring semantic text similarity
(STS), we converted our dataset into a suitable
format for fine-tuning an STS model. We randomly
sampled 100 examples from each class first. Then,
if sentence 1 and sentence 2 are of the same class,
we gave the sentence pair a label of 1, else we gave
it a label of 0.

Finally, for inference, we computed the semantic
textual similarity for each sentence embedding as
follows: we computed its cosine similarity with
every training example, and took the maximum.
The class for which we got the highest score, we
assigned that class to the test example. The training
was done for 50 epochs, and this yielded a poor
result as shown in Table 8.

5 Error Analysis

After the competition ended, we performed further
analysis to determine the reason for the compar-
atively low macro-F1 scores. In the test set, we
noticed that among the misclassifications done by
our best model, a portion of those comments had a
lot of repetitive punctuations as shown in Table 9.
Furthermore, comments consist of either single sen-
tences or multiple sentences. In order to ensure the
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Table 9: Example comments showing repetitive punctu-
ations

model does not treat comments of variable length
sentences differently, we determined that the com-
plete removal of punctuations was necessary. We
achieved this with the bnlp toolkit (Sarker, 2021),
which is an excellent library for preprocessing text
in Bangla. After this was done, it improved our
score from 76.5 to 77.38 for test set 1 and 69.39 to
71.68 for test set 2 . We also noticed that training
for 10 epochs seems to give us the best score for the
final test set. This is in line with our previous obser-
vation that the model overfits quite quickly due to
the relatively small amount of training data. Thus,
the best model is actually BanglaBERT trained for
10 epochs which gives a score of 71.68 on com-
ments that have punctuations completely removed.

6 Future Works

Although we tried out different methods but our
system did not take into account a number of things.
Firstly, the spelling mistakes and missing spaces
between two independent words in both training
and inference stages. Secondly, the significance
of emojis was also not taken into consideration.
Furthermore, additional knowledge bases for
fine-tuning could have also been used to see if it
solves the issue with the limited dataset. Lastly,
the repetition of similar comments throughout the
whole dataset was also not taken into account.

The points mentioned above can be considered for
future work for improving violence inciting text
detection. In addition, the performance of large
language models can also be investigated in this
task, as they have been recently shown to perform
well on different NLP tasks. (Liu et al., 2023)

7 Conclusion

In this paper, we have presented our experiments
and findings for the BLP Shared Task 1 : Violence
Inciting Text Detection. Initially, we provide a
detailed analysis of the dataset, showing statistics
and discussing problems with the dataset. We have
found that BanglaBERT fine-tuned for 20 epochs

gives us the best macro-F1 score of 69.39. Af-
ter the competition ended, we analyzed the possi-
ble reasons for misclassifications. To further ex-
plore and overcome some of those causes, we con-
ducted different experiments that led to a further
improvement, taking the macro-F1 score to 71.68.
Finally, we discussed the shortcomings of our sys-
tem and the various possible directions for future
work that can improve the detection of violence-
inciting texts.
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