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Abstract
This paper describes our participation in Task
1 (VITD) of BLP Workshop 1 at EMNLP 2023,
focused on the detection and categorization
of threats linked to violence, which could po-
tentially encourage more violent actions. Our
approach involves fine-tuning of pre-trained
transformer models and employing techniques
like self-training with external data, data aug-
mentation through back-translation, and en-
semble learning (bagging and majority voting).
Notably, self-training improves performance
when applied to data from external source but
not when applied to the test-set. Our anal-
ysis highlights the effectiveness of ensemble
methods and data augmentation techniques in
Bangla Text Classification. Our system ini-
tially scored 0.70450 and ranked 19th among
the participants but post-competition experi-
ments boosted our score to 0.72740.

1 Introduction

In today’s social media-driven world, easy self-
expression has brought a downside: a surge in
harmful, violent content harming people physically
and mentally (Mathew et al., 2019). This critical
concern needs addressing.

The EMNLP-2023 organized the BLP Shared
Task 1 (VITD) (Saha et al., 2023a), addressing a
vital challenge: identifying violence-inciting text
in Bangla. The aim was to build models that iden-
tify violent content, especially content that might
provoke more violence. Yet, in Bangla, this is
tough due to limited language resources. The text
from YouTube comments often lacks clear context,
making it even harder to understand. Additionally,
the dataset (Saha et al., 2023b) used in this task is
relatively small, limiting the variety of language
patterns. To overcome these issues, we used pre-
trained transformer models, fine-tuning them with
VITD dataset. We also applied techniques like self-
training on external data, back-translation for data

1https://blp-workshop.github.io/

augmentation, and ensemble learning (Bagging
and Majority Voting). These techniques, partic-
ularly when combined with self-training and back-
translation, as well as Ensemble approach across
multiple models, moderately improved our model’s
performance.

Post-competition experiments, including self-
training on external data and back-translation,
raised our score to 0.72740. This paper details our
approach, challenges, and methods for addressing
violence-inciting text in Bangla.

2 Related Work

Hate speech, cyberbullying, harassment, and incite-
ments to violence on social platforms can harm
individuals and communities in online spaces. In-
creasing studies have been undertaken to detect
violent content on social media (Dikwatta and Fer-
nando, 2019; Jahan and Oussalah, 2023a; Zampieri
et al., 2020). People usually confront violence
on social media through text, images, and videos.
Researchers use natural language processing (Ja-
han and Oussalah, 2023b) to analyze text, visual,
and audio content on social media sites. These
excellent initiatives are happening worldwide in
many languages. Implementing the same method
in languages with low resources, like Bangla, is
problematic (Das et al., 2022a). Poorly annotated
Bangla-language violence detection datasets are
a widespread issue (Romim et al., 2022). Bangla
has a large vocabulary and several sentence forms
(Das et al., 2022b). Bangla dialects vary by region,
which might alter text interpretation. Although
Bangla is a low-resource language (Karim et al.,
2021) with its own issues, numerous studies (Emon
et al., 2022) are being undertaken to identify social
media breaches in this language context. Modern
models, such as BERT (Mridha et al., 2021), have
been substantially altered and used in these studies.
These evolving investigations are encouraging us to
use these modern approaches for low-resource lan-
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guages like Bangla (Keya et al., 2023; Kumari et al.,
2023). Changing studies have provided new per-
spectives on violence recognition in Bangla (Jahan
et al., 2022; Caselli et al., 2020) and expanded our
knowledge of it. BanglaBert (Sharif et al., 2022)
was a key tool in our study for addressing BLP
Task 1. We wanted to get the most out of ensemble
methods by using pre-trained transformers in our
experiments (Risch and Krestel, 2020). This is be-
cause the field of transformer model applications
is still growing and changing (Das et al., 2023).
We were able to use the combined knowledge of
several cutting-edge transformer models with this
new method, which made our experiments more
in-depth and varied. Several well-thought-out tests
with multiple models have yielded key results and
refined our method to make it more accurate.

3 Task and Dataset Description

The BLP Shared Task 1, known as Violence Incit-
ing Text Detection (VITD), offers an outstanding
chance to address the significant problem of de-
tecting violence-inciting text. The dataset being
analyzed consists of YouTube comments contain-
ing the most significant violent incidents. Three
distinct categories are established for the purpose
of classification: Direct Violence, which includes
explicit threats targeted towards individuals or com-
munities; Passive Violence, which involves the uti-
lization of derogatory language, abusive remarks,
or justification of violence; and Non-Violence,
which encompasses content that is unrelated to sub-
jects involving violence. The task has a role in
the identification and mitigation of potential threats
that may lead to violent situations.

The VITD dataset is divided into three subsets:
the training set, development set, and testing set,
all of which are formatted in CSV structure. Each
entry within these CSV files consists of two key
columns: “text” and “label.” The “text” column
contains textual data collected from various social
media sources, while the “label” column assigns
a numerical value of 0, 1, or 2 to each entry, rep-
resenting different categories of violence: Non-
Violence, Passive Violence, and Direct Violence,
respectively. In Appendix A.1, as shown in Fig-
ure 4, we tried to visualize the category distribu-
tion within each set and noticed that, the datasets
are highly skewed towards Non-Violence. Occur-
rence of Direct Violence is very rare. The class
distribution within the dataset is imbalanced, with

Non-Violence being the dominant category. De-
tecting and classifying the less frequent instances
of Passive Violence and Direct Violence poses a
significant challenge. We also tried to visualize the
texts associated with the labels through wordclouds
in figure 5, 6, 7 in the A.1 appendix section. The
distribution of words in the wordcloud provides
some insights. We discovered some words that are
uniquely associated with a given label. Along with
that, we also noticed, the datasets contain instances
of ambiguous labeling, in which the categorization
of text into the correct category of violence is dif-
ficult due to the complexity and ambiguity of the
language. Given the nature of text inciting violence,
the dataset may contain instances of religious bias.
During annotation, it is crucial to deal with this
sensitivity and maintain an ethical perspective.

4 System Description

4.1 Data Pre-processing

In our data processing pipeline, cleaning and pre-
processing the text data were involved as a nec-
essary step. This was a meticulous and essential
process that aimed to enhance the quality and re-
liability of the information we were working with.
To begin with, we focused on the elimination of
unwanted elements in the text. This included the
removal of emojis and excess punctuation marks.
Emojis, while adding expressive elements to text,
are often regarded as noise in many natural lan-
guage processing tasks. Removing emojis was
essential to simplify the text and make it more
amenable to analysis and modelling. Additionally,
excess punctuation, such as multiple consecutive
exclamation marks or question marks, can disrupt
the flow of the text and create challenges for sub-
sequent processing. By clearing the text of such
redundancy, we aimed to make it cleaner and more
straightforward. However, it’s worth noting that we
made a conscious decision not to remove Bangla
stop words during this pre-processing stage. Stop
words are commonly occurring words in a language
are often excluded from text analysis because they
don’t carry substantial meaning on their own. How-
ever, when working with the Bangla language, we
found that removing these stop words could some-
times alter the intended meaning of the text. To
avoid such unintended alterations in meaning, we
decided to retain Bangla stop words in our pre-
processing steps.
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4.2 Transformer based model

Transformer utilizes a mechanism called self-
attention to process words in parallel, enabling it to
capture intricate relationships and nuances within
the text (Vaswani et al., 2017). By employing large-
scale pre-training on vast text corpora, transform-
ers gain a deep understanding of language. This
general language knowledge, when fine-tuned for
specific tasks, empowers them to excel in various
applications including text classification. In our
study of transformer based models for Bangla, we
considered three main options: BanglaBert (Bhat-
tacharjee et al., 2022), XLM-R (Conneau et al.,
2019), and mBERT (Devlin et al., 2018). Both
XLM-R and mBERT are pre-trained on a large
amount of multilingual textual data but BanglaBert
stands out due to its specific training on a large
Bangla text dataset. This focused training equips
it with a deep understanding of Bangla’s unique
language patterns, making it more effective than
generic “BERT” models. It performs especially
well in low-resource scenarios.

4.3 Semi-Supervised Learning: Self-Training

The VITD dataset is relatively small and has imbal-
anced class distribution (described in section 3). To
address this, we adopted a semi-supervised learn-
ing method called self-training (Dong and de Melo,
2019). Initially, we trained our model on the train-
set. Then, we used this model to label additional un-
labeled data, expanding our training dataset. When
we used test-set predictions as additional data, our
model performed well in dev-set but not on the test-
set. This happened because the test set contained
some incorrect labelling from the model predic-
tions. Additionally, we utilized self-training with
external data. We selected 1500 data points from
a Bangla Hate Speech dataset (Karim et al., 2020)
and automatically annotated them. We filtered the
newly annotated data, keeping all data points with
labels 1 and 2 but only some with label 0 randomly,
focusing on minority classes. Then, we combined
this enriched dataset with our original training data.
While this strategy resulted in a slight performance
boost, it also diversified our dataset with a wider
range of samples.

4.4 Data Augmentation: Back-Translation

We used back-translation technique (Sennrich et al.,
2016) to increase diversity and size of data. We
created a new dataset by translating Bangla sen-

tences to English and back to Bangla using the
Googletrans 2 API. We randomly combined the
new dataset with the original data. This method en-
hances words and sentence variations by represent-
ing the words with semantic similarity in different
form. Moreover, the VITD dataset, which includes
YouTube comments, contains many grammatical er-
rors and spelling mistakes. Back-translation using
the Googletrans API corrects a significant portion
of these errors. Combining both the back-translated
data and the original data for training allows the
model to recognize their semantic similarity and
thus improving performance. It’s essential to high-
light that we conducted a manual quality check on
the back-translated data to ensure its integrity and
semantic similarity with the original dataset.

4.5 Ensembling

To enhance the robustness of our complex Trans-
former models, which tend to be sensitive to fac-
tors like initialization and data order, particularly
when fine-tuned on small datasets (Dodge et al.,
2020), we implement an ensemble method based on
bootstrap aggregating (bagging) (Risch and Krestel,
2020) and hard majority voting. Bagging involves
training multiple instances of the same model on
various subsets of the training data through random
re-sampling. This introduces randomness and re-
duces variance in the training process. In our study,
we utilized seven different models for majority vot-
ing. The first model was trained on BanglaBert,
while the second model was trained using a self-
training approach on the first model. The remain-
ing five models employed bagging, where we aug-
mented the train-set with the dev-set. The final
prediction was determined by taking the majority
voting of individual model predictions. This en-
semble strategy illustrated in Figure 2 was our best
performing system during competition.

In the post-competition experiments, we imple-
mented a majority voting system involving three
top-performing models (Figure 1). The first model
used a combination of the train-set and model-
annotated external data. The second model com-
bined the train-set, back-translated train-set, and
back-translated dev-set. The third model was a
result of a majority voting ensemble involving var-
ious experimented models. If there was a tie in
the votes for two or more labels, we selected the
label based on the model with the highest F1-score

2https://pypi.org/project/googletrans/
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Figure 1: The overall best performing system
Figure 2: The best performing system during competition

(model 9). Our final macro-F1 score improved to
0.72740 compared to our competition performance,
which achieved a macro-F1 score of 0.70450.

5 Experiment and Results

5.1 Experimental Setup

We utilized the Huggingface Transformers 3 library
to construct our system. We employed pre-trained
tokenizers and language models for fine-tuning.
Training was conducted with a learning rate of 1e-
5 and a batch size of 16. AdamW (Loshchilov and
Hutter, 2019) optimizer is used to update the pa-
rameters. Model performance was assessed every
250 steps, with metrics including accuracy, preci-
sion, recall, and macro-F1 scores. Training lasted
for 50 epochs, with early stopping implemented
to select the best checkpoint based on the highest
validation macro-F1 score. Our code is publicly
available at Github 4.

5.2 Results

In this section, we present the performance results
of our trained models 5, evaluated on the test-set
released at the end of the competition.

Table 1 showcases the macro F1-scores of vari-
ous models we experimented with, both during and
after the competition. Notably, the dev-set scores
were the main factor of our model selection during
the evaluation phase. However, we observed that
the best-performing model on the dev-set did not
always translate to superior performance on the test-
set. For instance, while model (2) outperformed
model (1) on the dev-set, but this wasn’t the case in
the test-set. Our analysis revealed that the inclusion
of back-translated data and model-annotated exter-
nal data moderately improved model performance.

3https://huggingface.co/docs/transformers/index
4https://tinyurl.com/bde9cf6w
5The models corresponding to the numbers in the figure

can be found in the Table 3 of Appendix A.2

Model Macro-F1
(1) 0.70296
(2) 0.69288
(3) 0.70079
(4) 0.67752
(5) 0.67632
(6) 0.70280
(7) 0.70919
(8) 0.71326
(9) 0.71977
(10) 0.70519
(11) 0.70521
(12) 0.71136
(13) 0.71866

Table 1: Individual Model Performance Metrics

Bagging

Back
Translation

Included

Extra-Data

For example, model (13), which is BanglaBert
trained on the train-set combined with the model-
annotated external dataset, achieved a macro F1-
score of 0.71866. Model (9), which is BanglaBert
trained on the train-set, back-translated train-set,
and back-translated dev-set, achieved the highest
macro F1-score of 0.719771 among models with-
out utilizing majority voting.

To further improve our results, we employed
ensemble methods. Table 2 presents the macro
F1-scores of our ensemble approach. The first
model (E1) with an F1-score of 0.70450 repre-
sented our final submission during the competition.
One thing to note from second ensemble method
(E2) that, we incorporated 3 votes from model (9),
as it consistently demonstrated the highest accuracy
throughout our experiments. Our post-competition
experimentation unveiled that the third model (E3)
exhibited a score of 0.72740 which is the highest
overall F1-score. This was attained by employ-
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Model Ensemble Macro-F1
(E1) (1)(2)(3)(4)(5)(6)(7) 0.70450
(E2) (8)(10)(11)(12)(9)(9)(9) 0.71808
(E3) (13)(9)(E2) 0.72740

Table 2: Ensemble Model Performance Metrics

ing a majority voting strategy among the three
best-performing models. The experimental results
emphasizes the significance of ensemble methods
and data augmentation techniques in improving the
detection of Violence Inciting Text in the Bangla
language. The inclusion of back-translated data
and model-annotated external data enriched our
training dataset, leading to substantial performance
gains.

6 Limitations and Error analysis

Error analysis is challenging in this task. A model
may fail on certain datasets for many reasons. Our
top performing model and the test dataset indicate
the model’s inaccurate classification of certain texts
as direct violent or passive violent, and vice versa.
Disparities in dataset labeling are a big issue. Why
certain texts are labeled “2” for direct violence and
others “1” for passive-violent texts is unclear. For
instance, “2” is placed next to Figure 3-a and “1” is
placed next to Figure 3-b. Religious biases of anno-
tators should also be considered. This prejudice is
evident when some texts are termed passive-violent
and others comparable to them as non-violent or di-
rectly violent. Additionally, single-word messages
like Figure 3-c are arbitrarily allocated the label “1”
creating ambiguity. The inaccurate classification of
shorter texts is due to lack of context. The model
reveals classification accuracy of longer texts differ
from shorter ones. The model’s emphasis on the
words of a sentence may explain this discrepancy.
Longer sentences strengthen the model’s contex-
tual foundation, enabling more exact classification.
After thoroughly studying the test set, we observed
472 label discrepancies between test set labels and
best model predictions. Our model identified 207
of these texts as non-violent (label 0), while the
test set classified them as passive-violence (label
1). The second greatest label differences was 91
instances between the test set’s identification of
texts as non-violent (label 0) and our model’s la-
beling as Passive Violence (label 1). More than
50% of the mistakenly predicted classifications are
Non-Violence and Passive Violence. This gap may

be due to subtle distinctions between indirect Pas-
sive Violence and Non-Violence sentences. Be-
sides, back-translation data augmentation improved
model performance, but it might alter text mean-
ing and structure, therefore NLP tasks should be
used with caution. It is important to evaluate this
potential impact on augmented data quality.

Figure 3: Examples of texts from train dataset about
ambiguous labeling

7 Conclusion and Future Work

The objective of this research was to classify texts
into three groups and determine whether or not
they promote violence in any way. We have exper-
imented with some prominent transformer based
models for text classification before trying out other
approaches to make those models perform better.
After the test set was made public, we were able to
strengthen the performance of our model by run-
ning further tests. In order to accurately identify
violent texts in social media comments, there is
still work to be done in the future. It is necessary
to conduct more and more experiments with low
resource languages like Bangla. We think that our
efforts prepared the groundwork for this to happen.
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A Appendices

A.1 Dataset Description
Here, we illustrate frequency plots for the train-set,
dev-set, and test-set’s three different classes as well
as wordclouds that indicate various texts that incite
violence for the three classes.

The frequency distribution displayed in Figure 4
shows that non-violent classes are more frequently
reported than passive and direct forms of violence.
This illustration makes it clear that the non-violent
text class dominates, skewing the dataset in that
direction. The labels 0, 1, and 2 stand for the
three types of violence: Direct, Passive, and Non-
Violence, respectively.

Figures 5, 6, and 7 show wordcloud where we
can see words that are primarily responsible for
inciting violence or Non-Violence in the text.

Figure 4: Label Frequency Distribution Across Differ-
ent Dataset splits

Figure 5: Distinctive Language Patterns in Direct Vio-
lence Category

A.2 Experimental Results
Table 3 describes different model names denoted
as numbers from 1 to 13 with their experimental
approach.
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Figure 6: Distinctive Language Patterns in Passive
Violence Category

Figure 7: Distinctive Language Patterns in Non-
Violence Category

Model Name Approach
(1) BanglaBert
(2) BanglaBert using self learning on (1)
(3) BanglaBert trained on subset of train + dev sets
(4) BanglaBert trained on subset of train + dev sets
(5) BanglaBert trained on subset of train + dev sets
(6) BanglaBert trained on subset of train + dev sets
(7) BanglaBert trained on subset of train + dev sets
(8) BanglaBert trained on train + back_translated_train
(9) BanglaBert trained on train + back_translated_train + back_translated_dev

(10) BanglaBert trained on train + back_translated_train + pre-
dicted_test_on_best_model_during_competition

(11) BanglaBert trained on train + back_translated_train + back_translated_dev +
external_data + back_translated_external_data

(12) BanglaBert trained on train + back_translated_train + back_translated_dev +
external_data

(13) BanglaBert trained on train + external_data

Table 3: Approaches of Different Models
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