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Abstract

This research investigates Zero-Shot Learn-
ing (ZSL), and proposes CycleGAN-based im-
age synthesis and accurate label mapping to
build a strong association between labels and
graphemes. The objective is to enhance model
accuracy in detecting unseen classes by em-
ploying advanced font image categorization
and a CycleGAN-based generator. The result-
ing representations of abstract character struc-
tures demonstrate a significant improvement
in recognition, accommodating both seen and
unseen classes. This investigation addresses
the complex issue of Optical Character Recog-
nition (OCR) in the specific context of the
Bangla language. Bangla script is renowned
for its intricate nature, consisting of a total of
49 letters, which include 11 vowels, 38 conso-
nants, and 18 diacritics. The combination of
letters in this complex arrangement provides
the opportunity to create almost 13,000 unique
variations of graphemes, which exceeds the
number of graphemic units found in the En-
glish language. Our investigation presents a
new strategy for ZSL in the context of Bangla
OCR. This approach combines generative mod-
els with careful labeling techniques to enhance
the progress of Bangla OCR, specifically fo-
cusing on grapheme categorization. Our goal
is to make a substantial impact on the digital-
ization of educational resources in the Indian
subcontinent.

1 Introduction

OCR, a significant technological innovation, has
revolutionized the processing and examination of
textual content in the contemporary digital age.
OCR technology, specifically designed for the pur-
pose of identifying and converting printed or hand-
written text into text that can be processed by ma-
chines, has facilitated the retrieval, searchability,
and manipulation of vast quantities of information
across various languages, including Bangla.
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Figure 1: CycleGAN training module. The pre-trained
font image classifier keeps the parameters fixed and
only conveys gradients to the handwritten (H) to font
(F) image generator. Additionally, the H to F image
generator incorporates the CycleGAN architecture, en-
abling more natural generations from handwritten to
fonts. lambda_consistency is a weight parameter that
determines the amount of emphasis placed on loss of
the classifier in addition to the loss of CycleGAN while
performing zero-shot learning.

Bangla/Bengali has a rich and complicated writ-
ing system that makes it hard for OCR systems to
read because of its complex ligatures, unique let-
ters, and complicated calligraphy. OCR for Bangla
characters aims to bridge the disparity between
physical documents and digital databases by of-
fering solutions for activities such as document
digitization, language translation, and text analysis.
This study is performed on a global AI competition,
Bengali.AI Handwritten Grapheme Classification
hosted by Kaggle and Bengali.AI where our study
topped the final leaderboard. The main objective
of this research was not exclusively to categorize
handwritten characters into predetermined classes,
but rather to construct a model with the ability to
identify and classify classes that were not explic-
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Figure 2: End to end visualization of the proposed architecture which is the top performing solution in the
competition. It’s created on 3 different models; (1) Out of distribution detection, (2) Seen class model and (3)
Unseen class model. EfficientNet-B7 (efn-b7) is utilized as the backbone for Model 1 and 2. Innovative approach to
predict unseen class is based on CycleGAN where the backbone is EfficientNet-B0 (efn-b0)

itly provided. Although the first categorization into
three categories of components provided a useful
foundation, we acknowledged the need for a more
efficient method that involved extracting the under-
lying structures that could potentially arise within
a character. In order to accomplish this, we uti-
lized an innovative approach that involved the uti-
lization of a generative model, more specifically a
font image generation model based on CycleGAN.
This model was employed to convert handwritten
characters into images resembling fonts. When
incorporated into a larger set of models leading
to a handwriting classification system, this gener-
ative model produced font images that can be in-
terpreted as intermediate features. The pixel-level
representations successfully captured intricate de-
tails pertaining to the structure of the character, so
effectively abstracting the fundamental qualities
associated with the character. The development of
this integrated system represents a significant mile-
stone in our research, providing novel insights and
enhanced functionalities in the fields of character
recognition and classification.

2 Related Works

(Fuad Rezaur Rahman, 1994) introduced a ground-
breaking approach that established the basis for
Bangla OCR. This approach utilized pattern recog-
nition techniques to accurately recognize handwrit-
ten Bangla characters. In a study, (Rahman et al.,
2002) introduced a multi-stage recognition system
for the identification of handwritten Bangla char-
acters. In this study, the researchers form a cohort
of characters and initially identify high-level at-
tributes to classify the characters into groups. Sub-
sequently, they proceed to identify low-level traits
in order to accurately recognize the individual char-
acters. (Chowdhury et al., 2002) introduced an
initial approach utilizing neural networks for char-
acter recognition in printed text data, which was
accompanied by some limitations. (Basu et al.,
2009) introduces a novel hierarchical methodol-
ogy for OCR specifically designed for handwritten
Bangla words. The proposed approach effectively
integrates segmentation and recognition techniques,
thereby addressing the inherent difficulties associ-
ated with the presence of overlapping characters
in the Bangla script. The study utilizes advanced
methodologies such as the two-pass approach for
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certain sections and MLP-based pattern classifiers,
thereby enhancing the precision and comprehen-
siveness of OCR systems for handwritten Bangla
text. A deep neural network (DNN) approach for
Bangla OCR in the context of License Plate Recog-
nition (LPR) was proposed by (Onim et al., 2022).
In a recent publication by (Emon et al., 2022), a
comprehensive analysis of thirteen papers on OCR
for the Bangla language was published. The au-
thors reported that the Bidirectional Long Short-
Term Memory (BLSTM) model, as proposed by
(Paul and Chaudhuri, 2019), demonstrated higher
accuracy among the investigated approaches.

3 Dataset

In the realm of modern Bangla literature, a dis-
tinct collection of graphemes is frequently utilized,
with their recognition being established by tran-
scriptions derived from the Google Bangla ASR
dataset as the primary point of reference (Alam
et al., 2021). The dataset utilized for this objective
is extensive, comprising 127,565 spoken utterances
that were transcribed, resulting in a cumulative
count of 609,510 words and 2,111,256 graphemes.

The dataset consists of 1,295 frequently used
Bangla graphemes based on specific criteria,
including occurrence in words and frequency.
These graphemes comprise three main compo-
nents: vowel diacritics, consonant diacritics, and
grapheme roots. Vowel diacritics, represented by
11 classes, are typically found at the end of Uni-
code strings, with a null diacritic for cases of absent
vowels. Consonant diacritics, forming diverse com-
binations, resulted in 8 classes. The remaining
grapheme roots, including vowels, consonants, and
conjuncts, are limited to 168 classes based on their
prevalence in everyday language.

The painstaking compilation of metadata ob-
tained from several sources has been a great re-
source for conducting comprehensive investiga-
tions into the relationship between handwriting and
various categories of metadata. It is noteworthy to
mention that the metadata pertaining to the training
set has been made publicly accessible; however, ac-
cess to the metadata of the test set can be acquired
through a formal request to the authority (Alam
et al., 2021).

The dataset has been made available to the public
domain as a fundamental element of the Bengali.AI
Handwritten Grapheme Classification Kaggle com-

petition1. In this dataset, a meticulous distribution
was implemented, whereby 200,840 samples were
assigned to the training set, 98,661 samples were
allocated to the public test set, and 112,381 sam-
ples were selected for the private test set. Signif-
icantly, a rigorous standard was implemented to
guarantee the absence of any duplication in contri-
butions within these sets. It is worth mentioning
that the graphemes that occur less frequently were
predominantly allocated to the private test set, and
none of them were incorporated into the training
subset. During the duration of the competition,
players strive to improve their performance by an-
alyzing the results obtained from the public test
set. On the other hand, the outcomes obtained from
the private test set are kept undisclosed for every
submission and are solely disclosed once the com-
petition is concluded. Significantly, a deliberate
decision was made to include 88.4% of the out-of-
dictionary (OOD) graphemes in the private test set.
This strategic choice was intended to discourage
the development of models that rely entirely on pub-
lic standings from overfitting. The aforementioned
strategy functioned as a source of motivation for
the participants to devise techniques that are capa-
ble of categorizing out-of-distribution graphemes
by autonomously identifying the desired variables.

4 Method

Our model classifies against 14784 (168× 11× 8)
class which are all the possible combinations.
Therefore, we needed to know the combinations
of labels made up of grapheme. Prediction of the
relationship between the combination of labels and
grapheme are done from the label of the given train
data. The generation of synthetic data and the con-
version of the prediction results into three compo-
nents are based on this correspondence.

Data splitting process was conducted randomly.
As a result, an unintended grapheme root class was
generated during the evaluation stage, making it im-
practical to conduct a thorough examination. Data
splitting method presented a significant difficulty
due to the considerable computational resources
and time investment it demanded. Consequently,
the local cross-validation (CV) procedures were
implemented utilizing the data in its present con-
dition, notwithstanding the aforementioned con-
straints. Split counts for train and validation for
seen and unseen classes are presented in Figure 3.

1https://www.kaggle.com/competitions/bengaliai-cv19/
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Training Data: 160,672
Validation Data (for

seen classes):
19,383

Validation Data (for seen classes): 20,785

1168 classes 127 classes

Figure 3: Data split for train data: 160,672. Valida-
tion data for seen classes: 20,785 and unseen classes:
19,383.

4.1 Out of Distribution Detection Model
The purpose of the Out of Distribution Detection
Model is to categorize input images into either seen
or unseen groups. The aforementioned model gen-
erates individual confidence scores for each of the
1295 classes in order to make its predictions. In
situations where there is a lack of confidence, the
image is classified as an unseen class. Conversely,
the presence of at least one confidence score signi-
fies that it falls within a seen class. It is worth men-
tioning that this particular model functions without
the need for resizing or cropping input images.

4.2 Seen Class Model
The Seen Class Model has been specifically devel-
oped to classify a total of 1295 classes that are
included within the training data. The utilized
model in this study does not involve any resizing or
cropping of input images. Instead, it leverages the
AutoAugment Policy specifically designed for the
preprocessing of the Street View House Numbers
(SVHN) dataset.

4.3 Unseen Class Model
The Unseen Class Model comprises a learning
method that consists of two stages. During the
initial phase, a classifier is trained to identify im-
ages that are produced from TrueType Font (ttf)
files. In the subsequent phase, the training process
is centered on a generator that is responsible for
transforming handwritten characters into synthetic
data-like images. In order to facilitate the various
stages of learning, the initial step entails the selec-
tion of a TrueType font (TTF) and the subsequent
generation of a synthetic dataset. The synthetic
images are generated to have dimensions that cor-

respond to the training data, particularly 236× 137
pixels. The dataset consists of 59,136 samples,
each including images created in four distinct sizes:
84×84, 96×96, 108×108, and 120×120 pixels.

4.3.1 Font Classifier Pre-training
Regarding the Font Classifier During the pre-
training phase, the images are subjected to several
preprocessing operations, such as random affine
transformations, random rotation, random crop-
ping, and cutoff, in addition to being cropped and
shrunk to dimensions of 224 × 224 pixels. The
work at hand utilizes the EfficientNet-b0 architec-
ture from CNN, while the AdamW optimizer is
implemented with default parameter values. The
learning rate scheduler utilized in this study is Lin-
earDecay. The output layer is comprised of a Layer
Normalization followed by a fully connected layer
with dimensions ranging from 2560 to 14784. This
is then followed by the application of a Softmax
Cross-Entropy activation function. The training
process consists of 60 epochs, each utilizing a batch
size of 32.

4.3.2 CycleGAN Training
The training method of CycleGAN (Zhu et al.,
2017) from scratch2 comprises the application of
a model architecture known as CycleGAN for the
purpose of image translation jobs. The input im-
ages are subjected to cropping and resizing, result-
ing in dimensions of 224× 224 pixels. These im-
ages then undergo preprocessing, which involves
random affine transformations, random rotation,
and random cropping. However, the dimensions
of the random cropping in this phase are reduced
compared to the pre-training phase. It is important
to note that the cutoff operation is excluded from
this preprocessing step. In addition, a pre-trained
Font Classifier was incorporated into the model.
The parameters of the Font Classifier were kept
fixed, and it was operated in evaluation mode.

5 Experiments

Out of distribution detection model utilizes the Au-
toAugment Policy for preparing the SVHN dataset.
The model employed in the study is based on the
EfficientNet-b7 (Tan and Le, 2019) architecture,
which has been pretrained on the ImageNet dataset.
The optimization process leverages the AdamW

2https://www.kaggle.com/code/linshokaku/cyclegan-
training
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optimizer with default parameters. The manage-
ment of the learning rate scheduling is handled by
the WarmUpAndLinearDecay module. The output
layer is composed of LayerNorm-FC with dimen-
sions 2560 to 1295, and it utilizes the BCEWith-
LogitsLoss function. The model undergoes training
for a total of 200 epochs, with a batch size of 32.
The dataset is divided in a 1:0 ratio, indicating the
adoption of a single-fold methodology.

Seen class model employed in this study is based
on the EfficientNet-b7 architecture, which has been
pretrained on the ImageNet dataset. The optimiza-
tion process utilizes the AdamW optimizer with
the default configuration. The management of the
learning rate scheduling is handled by the WarmU-
pAndLinearDecay module. The output layer is
comprised of a Layer Normalization followed by
a fully connected layer with dimensions ranging
from 2560 to 14784. This is then followed by the
application of a Softmax Cross-Entropy activation
function. The model is trained for a total of 200
epochs using a batch size of 32. The dataset is
divided randomly into a 9:1 ratio, which follows
a single-fold methodology for both training and
evaluation purposes.

The optimization procedure in CycleGAN train-
ing utilizes the Adam optimizer, using a learn-
ing rate of 0.0002 and beta values of (0.5, 0.999).
The implementation of learning rate scheduling in-
volves the utilization of the LinearDecay method.
The training process consists of 40 epochs, where
each epoch involves a batch size of 32. The training
is performed on a machine configuration consist-
ing of 4 Tesla V100 GPUs, and the entire train-
ing process takes approximately 2.5 days to com-
plete. The key hyperparameters of the model con-
sist of lambda_consistency, which is set to 10, and
lambda_cls, which ranges from 1.0 to 5.0. These
hyperparameters play a crucial role in determining
the performance of the model. The training pro-
cess plays a crucial role in attaining uniformity and
efficacy in tasks related to image translation. The
proposed CycleGAN training module is presented
in Figure 1.

The leaderboard scores and submissions are as-
sessed using a hierarchical macro-averaged recall
(HMAR).

(1)
HMAR = [(2 ∗ recallgrapheme_root)

+ recallvowel_diacritic

+ recallconsonant_diacritic]/4

Model Architecture HMAR
SE-ResNeXt50 + Head 0.9584
InceptionResNetv2, SE-ResNeXt101 0.9620
pc-softmax 0.9645
SE-ResNeXt 50 & 101 0.9689
efn-b7, CycleGAN + efn-b0 0.9762

Table 1: Outcomes of top 5 submissions in private LB
of the competition. Our approach with EfficientNet-
B7 (efn-b7), CycleGAN + EfficientNet-B0 (efn-b0)
[detailed visualization in Figure 2] scored the highest
HMAR. Approaches of LB position 2nd to 5th are men-
tioned in the Appendix.

For each component (grapheme root, vowel dia-
critic, or consonant diacritic), a standard macro-
averaged recall (MAR) is first calculated. The
grapheme root receives double the weight in the
final result, which is calculated as the weighted
average of those three scores.

6 Results and Discussion

In the domain of handwritten character recognition,
ZSL has been a prominent research focus, particu-
larly in the context of Chinese and Japanese char-
acter recognition. Many studies have explored the
sub-categorization and identification of characters
through the manipulation of constituent compo-
nents.

For Chinese characters (Zhang et al., 2018),
which pose a considerable challenge due to their
complex grapheme structure, approaches involv-
ing the classification of approximately 500 compo-
nents using recurrent neural networks (RNN) series
have been adopted. In contrast, for Bangla char-
acters, an attempt was made to categorize them
into three component-based groups, simplifying
the multi-class classification process compared to
RNN-based methods. However, it became evident
that this approach led to significant overfitting in
zero-shot recognition, as evidenced by both private
validation experiments and competition outcomes.
The issue of overfitting in multi-class classifica-
tion arises from the model’s reliance on the entire
character for predicting each class, necessitating
intricate engineering to dissect the relevant features
effectively.

Motivated by the need to address these chal-
lenges, an unconventional approach was pursued,
where each character was treated as an individ-
ual class, even when data for certain classes were
scarce. A fundamental assumption underlying this
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approach was that if there is a software running
on a computer that can recognize a certain charac-
ter, then that computer is capable of handling the
character code and can output it as an image. This
assumption was deemed valid within the context
of the competition. Several attempts3 were made
to construct models that output characters, and the
most successful method among these is presented
in this paper. The subsequent sections outline the
proposed method and discuss the results obtained.

The findings suggest that the model trained on
font images acquired statistically informed, fine-
grained character components to efficiently dis-
criminate among font images. Furthermore, the H
to F image conversion model appeared to perform
the desired transformation, emphasizing recogniz-
able components. This transformation operated on
local features of handwriting, with the range of
local features being statistically inferred and gener-
alized from the font image-trained model through
back-propagation. This generalization facilitated
the recognition of zero-shot classes, rendering it
feasible. It is worth noting that this technique’s
strengths extend beyond zero-shot class general-
ization, encompassing its universal applicability to
languages and its straightforward implementation.

Using a dataset composed of 1168 seen classes
and 127 unseen classes, the out of distribution de-
tection model results in 0.9967 local CV area un-
der the receiver operating characteristic (AUROC).
The CV score achieved for the seen class model
is 0.9985, while the Leaderboard score stands at
0.9874. To determine the threshold for this model,
a local CV was created weighted to replicate the
predicted ratio of seen/unseen classes in the leader-
board. The model’s threshold was adopted when
this local CV was maximized.

At the initial stage, the loss calculation of the dis-
criminator incorporated a supervised loss obtained
from a font classifier that had been pretrained. The
configuration that yielded the maximum perfor-
mance, as indicated by a lambda_cls value of 4.0,
produced the subsequent CV scores: a local CV
score of 0.8804 for previously unobserved classes,
and a CV score of 0.9377 for previously observed
classes. It is worth noting that the calculation of
the MAR involved the exclusion of non-existent
classes, hence preventing the assignment of recall
values of either 0.0 or 1.0 to these classes.

3https://www.kaggle.com/competitions/bengaliai-
cv19/discussion/135984

Following that, the hyperparameter modifica-
tion was conducted, and two further models were
trained using different font data, without assess-
ing their local cross-validation performance. These
models exhibited a noteworthy achievement on the
leaderboard (LB) when compared to the original
model, indicating the potential for improved ability
to generalize to unfamiliar classes in private data.

In contrast to early hypotheses, the development
of synthetic data that closely resembles real sam-
ples did not yield the anticipated enhancement in
consistency and discriminator losses. Furthermore,
this unforeseen inclination did not yield a higher
level of generalization towards classes that were
not before encountered. During the process of fine-
tuning hyperparameters, an observation was made
that the model’s overall performance exhibited im-
provement in terms of generalization. However,
this improvement was accompanied by a deteriora-
tion in the visual quality of the generated images.

The aforementioned observations suggest the
potential existence of complex interconnections
among hyperparameters, model architecture, and
the ability to generalize to novel classes. Conse-
quently, it is imperative to do additional research
in order to explore this matter in greater depth.

HMAR scores on the final LB for the top 5 per-
forming architectures are mentioned in Table 1.

7 Conclusion

This work introduces an innovative architecture
for Zero-Shot Learning (ZSL) in the context of
Optical Character Recognition (OCR), specifically
for the complex Bangla script. Our objective was
not solely to assign characters to seen classes, but
also to enhance our model’s ability to identify and
classify classes that were unseen. By utilizing the
CycleGAN for image synthesis and implementing
accurate label mapping techniques, a robust cor-
relation between labels and graphemes has been
developed.

By actively engaging in the Bengali.AI Hand-
written Grapheme Classification competition, we
achieved the highest rank on the scoreboard, effec-
tively demonstrating the exceptional capabilities of
our novel model. The performance of our system in
detecting out-of-distribution instances was excep-
tional. It achieved an Area Under the Receiver Op-
erating Characteristic (AUROC) score of 0.9967 for
a dataset incorporating 1168 seen classes and 127
unseen classes. Additionally, the system demon-
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strated a Cross-Validation (CV) score of 0.9985
for the classes it had encountered during training,
and a leaderboard score of 0.9874. And finally,
it achieved a hierarchical macro-averaged recall
(HMAR) score of 0.9762 and topped the leader-
board amongst other contestants. Through our
investigation, we have uncovered the intricate re-
lationships among hyperparameters, model archi-
tecture, and the ability to generalize to unfamil-
iar classes. This study represents a noteworthy
achievement in the field of character recognition. It
is posited that our proposed methodology possesses
the capacity to fundamentally transform the field
of Bangla OCR development, hence expediting the
process of digitizing educational materials in the In-
dian subcontinent. Furthermore, it is suggested that
the prospective uses of this strategy may expand
beyond the realm of character recognition. The
comprehensive examination of these complex in-
terconnections is important in order to fully realize
the potential of our pioneering approach.

Limitations

The process of splitting data for cross-validation of
unseen classes is conducted randomly. During the
assessment process, it was found that a grapheme
root class that did not exist had been generated,
which resulted in the inability to conduct a proper
evaluation. The rationale for the expansion of the
Unseen class using this approach cannot be substan-
tiated. There was an anticipation that the produc-
tion of images closely resembling the synthetic data
would have an effect on the Consistency Loss and
the Discriminator, thus leading to an enhancement
in generalization for the unseen class. Nevertheless,
when adjusting the hyperparameters, it was seen
that the overall performance of generalization was
enhanced, but at the cost of the images exhibiting
an artificial aspect.
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Appendix

SE-ResNeXt50 + Head (5th place solution):
This solution involved using SE-ResNeXt50 model
with a customized head for improving scores
on the LB. Notable improvements were made
in consonant diacritic prediction. Preprocessing
included image normalization. Architecture had
a SE-ResNeXt50 model as a backbone with
multiple heads for different tasks. Training used
all available data with a cosine annealing schedule
and various augmentation techniques. Optimized
used: Adam. Loss functions were specified for
different tasks, and the final loss combined them.
Postprocessing involved a uniform threshold for
consonant diacritic prediction. Cosine similarity
helped match predictions with training samples.
Submissions were selected based on binarization
and metric learning criteria, with a focus on
LB performance. Overfitting to the public LB
was considered, resulting in the selection of the
best and a slightly modified submission, both
performing well on the private LB.

InceptionResNetv2, SE-ResNeXt101 (4th
place solution): The primary objective is to divide
a dataset of 1,295 graphemes into In-Dictionary
(ID) and Out-of-Dictionary (OOD) categories.
The strategy entails training Arcface models to
calculate the centroid of each of these 1,295
graphemes’ features. The test images are then
classified as either ID or OOD based on the
shortest distance of a feature to the grapheme
centers. The threshold of 0.15 (cosine distance)
was estimated locally and contributed to the fourth
place submission for the competition.

pc-softmax (3rd place solution): The tech-
nique aims to categorize of both seen and unseen
graphemes. The methodology involves the
utilization of preprocessed images that undergo
flipping operations to generate triple identities,
which are subsequently standardized to dimensions
of 137 × 236 pixels. The model’s architecture
consists of two encoders, namely "phalanx" and
"earthian," which are subsequently followed by
global average pooling, batch normalization, and
fully connected layers. The model is trained
using the Arcface loss function. To improve
performance, a secondary encoder is incorporated,
accompanied by augmentations such as cut mix
and geometric alterations to promote resilience.

The training process involves distinguishing
between graphemes that are familiar and those that
are unknown. This is achieved by first pretraining
on a specific dataset, followed by fine-tuning for
the familiar graphemes. Subsequently, additional
training is conducted on the original dataset to ad-
dress the unfamiliar graphemes. The conventional
softmax function is substituted with pc-softmax,
which utilizes negative log probability as the loss
function. The utilization of Stochastic Gradient
Descent (SGD) with CosineAnnealing is employed
to optimize the model, while Stochastic Weighted
Average is utilized to facilitate the training process.
The process of inference involves the utilization
of Arcface, a technique that computes cosine
similarities. The determination of a threshold
is based on the minimum similarity between
the embeddings of the training and validation
datasets. This technique demonstrates a high level
of efficacy in addressing grapheme categorization
tasks, irrespective of the level of familiarity with
the task at hand.

SE-ResNeXt 50 & 101 (2nd place solu-
tion): The implemented technique utilized a
sequence of strategic modifications to improve the
classification of graphemes. The initial approach
involved a transition from predicting grapheme
components to predicting individual graphemes,
hence enabling the implementation of more
sophisticated enhancements such as FMix. Post-
processing techniques were employed to enhance
the accuracy of predictions for both familiar and
unfamiliar graphemes. In order to address the issue
of overfitting, distinct models were developed
for the R and C components, incorporating the
utilization of synthetic grapheme creation. The
utilization of model blending was of utmost
importance, necessitating the implementation
of separate methodologies for each individual
component. The study employed SE-ResNeXt50
and 101 models, employed different image sizes,
and utilized optimization strategies to attain better
outcomes.
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