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Abstract

Sentiment analysis (SA) is a crucial task in
natural language processing, especially in con-
texts with a variety of linguistic features, like
Bangla. We participated in BLP-2023 Shared
Task 2 on SA of Bangla text. We investi-
gated the performance of six transformer-based
models for SA in Bangla on the shared task
dataset. We fine-tuned these models and con-
ducted a comprehensive performance evalua-
tion. We ranked 20th on the leaderboard of
the shared task with a blind submission that
used BanglaBERT Small. BanglaBERT out-
performed other models with 71.33% accuracy,
and the closest model was BanglaBERT Large,
with an accuracy of 70.90%. BanglaBERT con-
sistently outperformed others, demonstrating
the benefits of models developed using sizable
datasets in Bangla.

1 Introduction

Social networking sites’ widespread use in the dig-
ital age has produced an unheard-of influx of user-
generated content. These sites act as gathering
places where people can publicly express their opin-
ions and feelings. It has become popular to identify
and measure the emotional tone in textual data
through sentiment analysis (SA), a key component
of Natural Language Processing (NLP).

While SA has been extensively studied for
resource-rich languages like English, it is still
largely unexplored for many low-resource lan-
guages like Bangla. Understanding public opin-
ion is crucial for making well-informed decisions
in democratic countries. Developing efficient SA
tools for the Bangla language has not been possible
due to the lack of SA resources, such as datasets
and evaluation benchmarks.

This study is devoted to SA and focuses specif-
ically on Bangla being the 7th most spoken lan-
guage globally (Ethnologue, 2023), and its use
on social media sites, particularly Facebook, X,

and YouTube, has increased significantly. While
much research has been conducted in SA, most
attempts have been based on traditional machine
learning (ML). Traditional ML techniques have
drawbacks in feature engineering, representation
learning, scalability, and handling sequential data.
They perform best when working with structured
data that has clearly defined features. In contrast,
deep learning (DL) models like Transformers have
excelled at a variety of tasks, especially when deal-
ing with unstructured data like natural language
text. Despite the enormous amount of data gener-
ated on social media platforms, not many Bangla
benchmark datasets are available.

This study addresses this gap by concentrating
on the SA of Bangla text in the context of social
media. We employ multiple state-of-the-art pre-
trained transformer models: multilingual BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2018), XLM-RoBERTa
(Conneau et al., 2019), BanglaBERT (Bhattachar-
jee et al., 2022), BanglishBERT (Bhattacharjee
et al., 2022), fine-tuned for SA in Bangla.

We use the dataset provided in the shared task 2
of BLP-2023 (Hasan et al., 2023b) of Bangla text
for SA in order to thoroughly assess the efficacy
of these models. We measure and report the accu-
racy, precision, recall, and F1-score as important
performance metrics used for SA evaluation. Ac-
cording to the performance matrices, monolingual
models such as BanglaBERT BanglaBERT large
outperform other transformer-based models.

We secured the 20th position with the submis-
sion of BanglaBERT Small of micro F1 score of
67.42%. The shared task followed a blind sub-
mission process, meaning the last submission was
considered the final submission. Later, we re-
ran the experiment with models including mul-
tilingual BERT, XLM-RoBERTa base, Banglish-
BERT, BanglaBERT Small, BanglaBERT and
BanglaBERT large. The best-performing system
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on the leaderboard achieved a micro F1 score of
73.1%, while BanglaBERT in our work achieved
a micro F1 score of 70.62%, which is in close
proximity to the best system’s performance and
significantly exceeds the baseline. BanglaBERT
large also achieved an F1 score of 70.34%, and
closely approaches the performance of the best sys-
tem. Other models in our study did not achieve
the same performance level as BanglaBERT and
BanglaBERT large.

2 Related Work

There have been many attempts to address NLP
tasks with traditional machine learning (ML). How-
ever, it has limitations related to feature engineer-
ing, representation learning, scalability, and han-
dling unstructured data. In contrast, Transformer-
based models can capture contextual information,
rely on pre-trained representations, and can be ap-
plied to various languages and domains. Hence, we
focus on NLP tasks that were addressed with deep
learning (DL) and Language Models (LM).

Several attempts have been made by the re-
searchers to develop resources for SA(Rahman
et al., 2018; Tripto and Ali, 2018; Rezaul Karim
et al., 2020; Patra et al., 2015), One of the most
comprehensive and rigorous overviews of Bangla
NLP tasks was conducted by (Alam et al., 2021)
and (Hasan et al., 2020). They provided a compar-
ative analysis of Bangla NLP tasks using both clas-
sical machine learning algorithms and transformer-
based pre-trained models. Their study demon-
strates that transformer-based pre-trained mod-
els outperform traditional machine learning algo-
rithms.

(Bhowmik et al., 2022) used both DL and
transformer-based models for SA of Bangla text.
They used a domain-based categorical weighted
lexicon data dictionary (LDD) (Bhowmik et al.,
2021), which was developed for analyzing senti-
ments in Bangla from the original dataset (Rahman,
2018). They found that attention-based LSTM
(HAN-LSTM), Dynamic routing-based capsule
neural network with Bi-LSTM (D-CAPSNET-Bi-
LSTM) and bidirectional encoder representations
from Transformers (BERT) with LSTM (BERT-
LSTM) outperformed other learning models. This
study emphasized transformer models improve
NLP tasks for languages with limited resources.

(Aurpa et al., 2022) addressed the growing is-
sue of abusive comments in the Bangla language

on social media platforms like Facebook. Using
transformer-based models like BERT and ELEC-
TRA (Clark et al., 2020), the study achieved a high
accuracy of around 85% in identifying and classi-
fying abusive comments from a novel dataset with
more than 44k comments. (Rahman et al., 2020)
conducted a study on Bangla text document classi-
fication using two transformer models, BERT and
ELECTRA. The study highlighted the effective-
ness of these models for accurately categorizing
Bangla text documents, indicating their potential
in NLP tasks. (Bhowmick and Jana, 2021) investi-
gated the potential of multilingual BERT and fine-
tuned XLM-RoBERTa for SA in Bangla as a low-
resource language. The study demonstrated promis-
ing results, achieving a maximum accuracy of 95%
across three different Bangla datasets, establishing
itself as a valuable benchmark for this task. (Aurpa
et al., 2022) addressed the growing issue of abu-
sive comments in the Bangla language on social
media platforms like Facebook. Using transformer-
based models like BERT and ELECTRA, the study
achieved a high accuracy of 85%.

In order to address the lack of high-quality
Bangla SA datasets, (Hasan et al., 2023a) devel-
oped a dataset that focuses on attitudes toward
the conflict between Russia and Ukraine. They
fine-tuned various transformer-based models and
achieved the best performance with 86% accuracy
and 82% F-1 score using BanglaBERT. (Islam
et al., 2020) introduced two manually tagged SA
datasets and a DL model called BERTBSA.

3 Experimental Methodology

This section outlines our experimental methodol-
ogy. We begin with an overview of the dataset,
followed by a discussion of our pre-processing pro-
cedures, and conclude by presenting detailed de-
scriptions of the models employed in our study.

Data: We used the dataset that was offered in the
BLP shared task 2. The dataset employed for this
shared task is a combination of Bangla text data
from two distinct sources: MUBASE (Hasan et al.,
2023c) and SentNob (Islam et al., 2021). SentNob
is a compilation of public comments extracted from
various social media platforms, spanning 13 do-
mains such as politics, education, and agriculture,
and manually annotated. The level of agreement
among annotators for this dataset is moderate, with
an agreement score of 0.53. On the other hand, the
MUBASE dataset comprises a comprehensive col-

313



Split # of Samples Pos Neg Neu

Train 35,266 35% 45% 20%
Dev 3,934 35% 45% 20%
Test 6,707 31% 50% 19%

Table 1: Data Description and Split. Pos: Positive, Neg:
Negative, Neu: Neutral

Model Epochs LR Par

m-BERT 3 2e-5 180M
XLM-RoBERTa base 3 2e-5 270M
BanglishBERT 3 2e-5 110M
BanglaBERT Small 3 2e-5 13M
BanglaBERT 3 2e-5 110M
BanglaBERT large 3 2e-5 335M

Table 2: Training Parameters of Models. LR: Learning
Rate, Par: Parameters

lection of multi-platform data, featuring manually
labeled Tweets and Facebook posts, each catego-
rized based on their sentiment polarity. This dataset
presents a multi-class sentiment analysis (SA) chal-
lenge with three categories: positive, negative, and
neutral. Table 1 show the overview of the data and
splitting procedure.

Data Pre-Processing and Cleaning: Pre-
processing for the Bangla text dataset offered in
the shared task 2 of BLP-2023 entails several steps
to ensure that the data is prepared for SA. First,
standard text cleaning techniques like removing
special characters, punctuation, extra white space,
and URLs should be applied to the text data. To-
kenization is then used to separate the text into
tokens or single words. If stop words are present,
they are typically eliminated to lower data noise.
For modeling, it is crucial to convert the class la-
bels into numerical values, such as 0 for negative,
1 for neutral, and 2 for positive.

Transformer-Based Models: We employed a va-
riety of transformer-based models to conduct SA
on the dataset provided for Shared Task 2. Our
approach involved taking our pre-processed dataset
and fine-tuning it using multiple transformer mod-
els, including m-BERT, XLM-RoBERTa base, Ban-
glishBERT, and BanglaBERT. To optimize model
performance, batch size of 32 was employed to ex-
pedite the training process, meaning that gradient
accumulation was computed after every 32 data

samples. The choice of a learning rate of 2e-5 was
predicated on the rationale that this rate allows the
algorithm to more effectively learn parameter esti-
mates. Three epochs were sufficient for the models
to converge on the dataset and avoid model over-
fitting and under-fitting. These experiments were
conducted to explore the effectiveness of different
transformer models in capturing sentiment patterns
within the dataset and achieve the most accurate
SA results. Batch size 32 was used to speed up the
training process, and we set gradient accumulation
count set 1 which means the gradient accumulation
was calculated after 32 data samples. The learning
rate of a 2e-5 was due to the fact that at this pace
algorithms learn the values of a parameter estimate
in a better way. Table 2 provides an overview of
the model parameters.

4 Results Analysis and Discussion

To determine which models were most effective
and could be applied to real-life SA problems,
we fine-tuned and applied the m-BERT, XLM-
RoBERTa base, BanglishBERT, BanglaBERT
Small, BanglaBERT and BanglaBERT large mod-
els. In particular, BanglaBERT consistently out-
performed the other models in terms of various
performance metrics.

Table 3 presents a comprehensive breakdown
of the performances of all these models. From
the table, we can see that BanglaBERT achieved
the highest accuracy with 71.33% on the test
set, and among other Bangla pre-trained mod-
els, BanglaBERT large was also quite close with
an accuracy of 70.9%. The other two models,
namely BanglaBERT Small and BanglishBERT,
achieved 67.23% and 68.81%, respectively. On
the other hand, the multilingual model XLM-
RoBERTa achieved an accuracy of 68.81%, and
m-BERT achieved an accuracy of 65.56%. From
the perspective of accuracy, BanglaBERT outper-
forms the other models. However, in terms of
precision, BanglaBERT and BanglaBERT large
are very close, averaging 70.22% and 70.07%, re-
spectively. Regarding the F1 score, BanglaBERT
and BanglaBERT large also exhibit similar per-
formance, with average F1 scores of 70.62% and
70.4%, respectively. Another pattern that emerges
from the table is that the performance measures
for all models in the neutral class are lower than
those for both the positive and negative classes. In
fact, the performance measures for the negative
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CL Acc P R F1

Multi-lingual BERT(m-BERT)

Negative
0.6556

0.71 0.75 0.73
Neutral 0.45 0.37 0.41
Positive 0.67 0.68 0.68

XLM-RoBERTa base

Negative
0.6826

0.73 0.78 0.75
Neutral 0.49 0.35 0.41
Positive 0.69 0.73 0.71

BanglishBERT

Negative
0.6881

0.76 0.76 0.76
Neutral 0.49 0.36 0.42
Positive 0.67 0.78 0.72

BanglaBERT Small

Negative
0.6723

0.72 0.79 0.75
Neutral 0.47 0.28 0.35
Positive 0.67 0.73 0.70

BanglaBERT

Negative
0.7133

0.76 0.80 0.78
Neutral 0.48 0.38 0.43
Positive 0.74 0.77 0.76

BanglaBERT large

Negative
0.7090

0.76 0.80 0.78
Neutral 0.48 0.40 0.44
Positive 0.74 0.76 0.75

Table 3: Comprehensive Breakdown of the Classifica-
tion Results. Bold numbers indicate the best F1 score
with respect to positive class. CL: Class Label, Acc:
Accuracy, P: Precision, R: Recall, F1: F1 Score

.

class are superior to those of the other two classes
for all models. This likely stems from the signif-
icantly higher number of samples in the negative
class. Nearly 50% of the samples in the training,
development, and test sets belong to the negative
class.

However, we were unable to extract insights into
why BanglaBERT exhibited superior performance
compared to m-BERT and XLM-RoBERTa mod-
els. It is possible that BanglaBERT’s training on a
substantial Bangla dataset provided a slight advan-
tage over the other multi-lingual models. The su-
perior performance of BanglaBERT indicates that
models specifically trained on a sizable Bangla

dataset have a natural advantage when identifying
subtle sentiment nuances in Bangla text. This may
be attributed to the fine-tuning process used by
BanglaBERT, which allowed it to better compre-
hend the nuances of Bangla language and senti-
ment expression. However, despite being intended
to be multi-lingual models, m-BERT and XLM-
RoBERTa may not have fully adapted to the nu-
ances of the Bangla language, which resulted in
their comparatively poorer performance.

Although BanglaBERT outperformed the other
models, our study could not pinpoint the precise
causes of this performance disparity. For example,
despite being larger and having three times more
parameters than BanglaBERT, BanglaBERT large
could not perform as expected. The observed be-
havior may be attributed to several potential factors
within the context of the data provided for Shared
Task 2 of BLP-2023. One likely contributor could
be the inadequacy of the data structure for the mod-
els to perform optimally. Another possibility is that
the pre-processing steps applied to the data may
not have been sufficient to enable the models to
achieve their expected levels of performance. Ad-
ditionally, the choice of hyper-parameters for the
models, including the fine-tuning process, might
not have been optimal, potentially impacting their
overall performance.

5 Conclusion and Future Work

This study conducted a comprehensive evaluation
of fine-tuned transformer-based models for sen-
timent analysis (SA) in Bangla text. The im-
portance of models specifically trained on large
Bangla datasets for SA tasks is highlighted by
BanglaBERT’s consistent and superior perfor-
mance across a variety of performance metrics.
The advantage that BanglaBERT showed over
the multi-lingual models, m-BERT and XLM-
RoBERTa, suggests that a deeper comprehension
of the Bangla language and sentiment expression is
crucial for obtaining accurate SA results. The pre-
cise linguistic and contextual factors contributing
to BanglaBERT’s superior SA abilities need to be
further investigated. In our future research endeav-
ors, we aim to delve deeper into why transfer-based
multi-lingual models struggled to compete with
BanglaBERT, further enhancing our understanding
of their performance disparities.
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