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Abstract

In this study, we report our participation in
Task 2 of the BLP-2023 shared task. The main
objective of this task is to determine the senti-
ment (Positive, Neutral, or Negative) of a given
text. We first removed the URLs, hashtags,
and other noises and then applied traditional
and pretrained language models. We submit-
ted multiple systems in the leaderboard and
BanglaBERT with tokenized data provided the
best result and we ranked 5th position in the
competition with an F1-micro score of 71.64.
Our study also reports that the importance of
tokenization is lessening in the realm of pre-
trained language models while the base models
outperform the large models. In further experi-
ments, our evaluation shows that BanglaBERT
outperforms, and predicting the neutral class is
still challenging for all the models.

1 Introduction

Sentiment Analysis is one of the most modern and
sophisticated Natural Language Processing (NLP)
applications. It is used for analyzing how people
feel about the words they write in publicly acces-
sible spaces like social media in the form of posts
or comments. Social networking sites and other
ways to use digital technology are commonly used
to post a lot of information about feelings, ideas,
and actions. Access to such a great amount of data
provides the researchers the advantage to analyze
the contents in order to help make decisions to pro-
cess and understand the sentiment of a product and
system, or views on social, international, cultural,
and political agendas Hasan et al. (2020a).

The majority of current research is limited to
resource-rich languages due to the availability of re-
sources. The interest in low-resource languages is
growing over time in sentiment analysis(Batanović
et al., 2016; Nabil et al., 2015; Muhammad et al.,
2023). Unlike other languages, a limited number

†The authors contributed equally to this work

of study has been done to develop resources for
Bangla sentiment analysis (Hasan et al., 2020a;
Alam et al., 2021; Islam et al., 2021; Hasan et al.,
2023b; Islam et al., 2023). From the perspective
of modeling, there have been studied both classical
(i.e., SVM, RF, Naive Bayes) and deep learning
(i.e., CNN, LSTM) models. Pretrained language
models (i.e., BERT, XLM-RoBERTa, DistilBERT)
have also been studied in recent years (Hasan et al.,
2020a; Alam et al., 2021) for sentiment classifi-
cation. Due to the availability of public data and
inadequate information on annotation agreements
(Alam et al., 2021), it is challenging for the re-
searchers to focus on this area. This shared task
provides a dataset by combining perfect and moder-
ate agreement to shed light on sentiment analysis.

In this study, we participated in the Sentiment
Analysis Shared Task at BLP-2023 and worked
on a multiclass dataset where the class labels
are Positive, Negative, and Neutral. We utilize
both classical and transformer-based pretrained
language models. For the classical model, we
choose Support Vector Machine (SVM) and Ran-
dom Forest (RF). We fine-tuned BERT multilin-
gual, BanglaBERT base, and BanglaBERT large
pretrained language models to train and evaluate
models. Our findings from the study conclude as:

(i) The importance of tokenization before feeding
into the models is diminishing in the presence of
pretrained language models. There is little to no
difference in performances between tokenized and
non-tokenized data.

(ii) All the models are struggling to classify the
neutral class.

(iii) Fine-tuned monolingual pretrained models
outperform multilingual models.

(iv) Base model outperforms the large model.
The rest of the structure of this paper is as fol-

lows. We provide a brief overview of the literature
in section 2. We discussed the data and approaches
that we used for our experiments in section 3. Fol-
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lowing this in Section 4, we report results and dis-
cuss our findings. Finally, we conclude our work
in Section 5.

2 Literature Review

Researchers are increasingly interested in inves-
tigating sentiment analysis utilizing social media
data as a result of the rise of social media. The
development of sentiment analysis began in the
early 2000s (Pang et al., 2002). Early research
includes rule-based and classical methodologies
whereas recent studies include deep learning-based
and pretrained language models. Researchers have
been trying to develop resources over time and as
a result, manual and semi-supervised approaches
(Chowdhury and Chowdhury, 2014; Alam et al.,
2021; Islam et al., 2021, 2023; Kabir et al., 2023)
have been adopted in developing sentiment clas-
sification datasets. Chowdhury and Chowdhury
(2014) used a semi-supervised technique to anno-
tate data and train classical models. The study
by Islam et al. (2021) constructs a dataset using
manual annotations done by the annotators and
presents 15,000 data in 13 domains. Rahman and
Kumar Dey (2018) in their work, used the ABSA
dataset consisting of human-annotated user com-
ments on cricket and customer reviews of restau-
rants where SVM offered the maximum precision
rate for both datasets.

Islam et al. (2016) developed a sentiment clas-
sification system utilizing SVM and Naive Bayes
for textual movie reviews in Bangla and provided
comparative results. Additionally, Naive Bayes
with rules has been studied by Islam et al. (2016)
for Bangla Facebook statuses sentiment classifi-
cation. Hassan et al. (2016) worked on 10,000
post-processed text samples in both Bangla and Ro-
manization of Bangla and by experimenting with
LSTM, the authors achieved the maximum accu-
racy score of 55%. Hasan et al. (2020a) conducted
comparison experiments using various datasets that
existed in the literature to understand model perfor-
mances, training difficulties, and consequences for
real-world deployment. In this study, deep learning-
based models outperform traditional models.

Furthermore, Alam et al. (2021) used the most
sophisticated techniques currently available to com-
pare datasets and conclude that XLM-RoBERTa
exhibits the best performance over other deep learn-
ing approaches. Classifying the tweets of positive,
negative, and neutral polarity was the major goal of

SAIL-2015 Patra et al. (2015). Various well-known
supervised classification methods have been stud-
ied in this study. Tripto and Ali (2018) used LSTM
for identifying sentiment and emotions in Bangla
writings achieving an accuracy of 65.97 and 54.24
for three and five classes respectively. Chowdhury
et al. (2019) providing a method for conducting sen-
timent analysis on Bangla-language movie reviews
that can automatically analyze viewer responses to
a certain film or television program was the main
work and the authors used social media websites’
publicly accessible comments and posts serving as
the source of the dataset that was manually com-
piled and labeled for this experiment.

Focusing on the largest publicly available dataset
MUBASE (Hasan et al., 2023b) consolidated from
social media data consisting of 33,605 tweets and
Facebook comments about Bangla news and car-
ried out experiments that went beyond traditional
approaches and smaller transformer-based models.
The authors focused on the efficiency of sophisti-
cated algorithms in zero- and few-shot conditions,
including Flan-T5, GPT-4, and Bloomz. The find-
ings show that while LLMs are an interesting study
area, smaller variations of precise pre-trained mod-
els perform better. In the context of sentiment anal-
ysis Cambria et al. (2022) provides a commonsense-
based neurosymbolic framework that seeks to ad-
dress these problems. They evaluated SenticNet 7
and concluded that of all 20 lexica, SenticNet 7 was
the most effective. Ye et al. (2022) worked with
the manually produced and labeled datasets that
were obtained from social media. The accuracy
achievement at the end of 140 epoch with the best
performance using the NADAM optimizer.

3 Methodology

3.1 Data

Class Train Dev Dev-Test Test

Positive 12,364 1,388 1,126 2,092
Neutral 7,135 793 600 1,277
Negative 15,767 1,753 1,700 3,338
Total 35,266 3,934 3,426 6,707

Table 1: Class label distribution of the shared task
dataset for each data split.

We utilized the dataset provided by the organiz-
ers of the BLP-2023 for task 2: Sentiment Anal-
ysis (Hasan et al., 2023a) . The goal is to iden-
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Figure 1: Representation of tokenized training text of id: 30960

tify the sentiment contained within a text. The
dataset is consolidated from two distinct sources,
i) MUBASE (Hasan et al., 2023b) and ii) Sent-
NoB (Islam et al., 2021) consisting of social media
tweets, posts, and comments. In this dataset, there
are three columns, ID refers to sentence id, text
refers to input text, and label containing Positive,
Neutral, and Negative tags. In table 1, we present
the class-wise official data distributions that are
provided in the shared task.

3.2 Preprocessing

The dataset which is given for the Sentiment Anal-
ysis shared task at BLP-2023 was generated via
social media, where it contains noise like emoti-
cons, usernames, hashtags, URLs, invisible letters,
and symbols. We went through numerous prepro-
cessing stages to clear up these noisy data. We
first removed unnecessary characters and URLs
and then we removed the stopwords hashtags, and
usernames from the data. We also used normal-
izer (Hasan et al., 2020b) before feeding into the
pretrained language model.

3.3 Model

We run some traditional models and BERT-based
models on the dataset. Several factors have been
considered during the selection of these algo-
rithms. The superior performance for the Bangla
language is one of the main reasons for choos-
ing BanglaBERT (Bhattacharjee et al., 2022) and
BERT multilingual(Devlin et al., 2018) provides
comparable results. We used two variants (base and
large) of BanglaBERT. For the traditional models,
we choose two popular algorithms such as Random
Forest (RF) (Liaw et al., 2002) and SVM (Platt,
1998).

3.4 Experiments

BERT-based Models: Transformer toolkit (Wolf
et al., 2020) is used in our study to fine-tune
transformer-based models. We used a learning rate
of 2e−5 for optimizer Adam, batch size of 16, gra-

dient accumulation of 1, and maximum sequence
length of 256. BanglaBERT base version is trained
on the BERT model, as a result, both BanglaBERT-
base and BERT multilingual have 110M trainable
parameters whereas BanglaBERT large is trained
on the Electra model containing 335M parame-
ters. For the transformer-based models, we run 3
epochs for all the models for better understanding.
All models are trained on both tokenized and non-
tokenized data and the change in performances is
little to no on tokenized and non-tokenized data.
To feed the non-tokenized data into the model, we
added all the vocab of the dataset set to the pre-
trained tokenizer which uses a Byte-Pair Encoding
(BPE) tokenizer. As a result, we managed to ig-
nore the default behavior of the BPE tokenizer,
and the words were not tokenized by the BPE to-
kenizer. The representation of our tokenized and
non-tokenized data is shown in Figure 1 and Figure
2 respectively.

Traditional Models: In order to train the tradi-
tional models, we first create tf-idf vectors with
weighted n-gram from the preprocessed data. To
use the contextual information, we utilized uni-
gram, bigram, and trigram as part of weighted n-
gram. We extract a fixed number of features (1,500)
from the data and feed it to the models. Both mod-
els are trained on both tokenized and non-tokenized
data and the performances remain the same on tok-
enized and non-tokenized data.

4 Results and Discussion

The official overall ranking and results determined
by the lab organizers are presented in Table 2. The
official evaluation metric for task 2 is F1-micro.
We also presented the best system and baseline
results (majority, random) including our system
in Table 2. The last submission is considered
for the leaderboard and our last submission is the
BanglaBERT base model. In the competition, we
officially ranked 5th position with an F1-micro
score of 71.64 where the best system provides an
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Figure 2: Representation of non-tokenized training text of id: 30960

Figure 3: Example of sentences with wrong predictions for neutral class by BanglaBERT model.

F1 score of 73.10. Our system also performed bet-
ter than both the majority and random baseline with
a large margin of 21.87 and 38.08 respectively.

The detailed results of all the performed exper-
iments are presented in Table 3. Once the sub-
mission period was over and the test set with la-
bels became available, we conducted all the ex-
periments again and reported the comprehensive
findings. As shown in the reported results, we can
state that the BanglaBERT approach with tokenized
data outperforms other experiments by providing
an accuracy of 71.64 with respect to the positive
class F1 score of 75.59. With non-tokenized data,
BanglaBERT gives an accuracy of 71.49 where
the F1 score with respect to positive class is 75.18.
Across the datasets, there is a definite tendency for
the tokenized dataset to give better performances
while evaluating than non-tokenized data. The per-
formance between tokenized and non-tokenized
data before feeding into networks for BERT-based
models is little to none and for the traditional mod-
els, the performances remain the same. As a result
of this, we can conclude that the importance of
tokenization before feeding into the models is di-
minishing in the realm of the pretrained language
models because each pretrained language model
uses a model-specific tokenizer.

In table 3, all the models struggle to identify
whether the data is in the neutral class because
neutral class data are highly correlated with either
positive class or negative class data, making it dif-
ficult for the models. Among all the models, both
traditional models poorly perform to predict the
neutral class. Although the BERT-based models

Model F1-micro Rank

BanglaBERT 71.64 5th

Best system 73.10 1st

Baseline (Majority) 49.77 25th

Baseline (Random) 33.56 29th

Table 2: Official results on the test set and overall rank-
ing of Task 2: Sentiment Analysis. Bold indicates our
systems.

perform well in comparison with traditional models
on neutral class, the results are not comparable with
the other two classes. We also explored the model
performances for predicting neutral class and we
came up with interesting findings which include if
the text contains the words from frequently occur-
ring words of the positive class, the text is classified
as positive or negative if the frequently occurring
words belong to negative class. We present two
examples where our model couldn’t predict neutral
classes in Figure 3 for a better understanding of our
findings.

In our study, we found that monolingual pre-
trained language provides superior performance
compared with the multilingual pretrained lan-
guage model. We achieved an F1 score of 66.81
with respect to the positive class using BERT-
multilingual while the BanglaBERT-base model
has an F1 score of 75.59 with respect to the positive
class which demonstrates the superior performance
of the monolingual pretrained language model. We
also observed that the base model outperforms the
large model. The large model has more trainable
parameters than the base model and the amount of
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data is not sufficient to train and overfit the large
model.

L Model Acc P R F1

Neg
SVM* 54.76

58.72 73.46 65.26
Neu 37.08 09.55 15.19
Pos 49.91 52.53 51.19

Neg
SVM 54.76

58.72 73.46 65.26
Neu 37.08 09.55 15.19
Pos 49.91 52.53 51.19

Neg
RF* 55.42

58.65 76.18 66.28
Neu 41.33 12.69 19.41
Pos 51.14 48.37 49.72

Neg
RF 55.42

58.65 76.18 66.28
Neu 41.33 12.69 19.41
Pos 51.14 48.37 49.72

Neg
M1* 71.49

77.16 79.66 78.39
Neu 49.16 41.19 44.82
Pos 73.48 76.96 75.18

Neg
M1 71.64

78.77 80.77 78.39
Neu 48.88 37.59 42.50
Pos 73.44 77.87 75.59

Neg
M2* 70.61

77.30 78.16 77.73
Neu 48.53 38.84 43.15
Pos 70.61 77.96 74.10

Neg
M2 70.66

76.60 78.34 77.46
Neu 48.83 40.72 44.41
Pos 71.99 76.67 74.26

Neg
M3* 64.95

71.49 73.10 72.29
Neu 43.72 39.55 41.53
Pos 65.97 67.45 66.70

Neg
M3 65.01

71.50 73.07 72.28
Neu 44.24 38.76 41.32
Pos 65.50 68.16 66.81

Table 3: Detail results on the test set of Task 2: Sen-
timent Analysis. Bold indicates the best F1 score for
positive class. ∗ indicates the model trained and evalu-
ated on non-tokenized data. L: Label, P: Precision, R:
Recall, F1: F1-score, Neg: Negative, Neu: Neutral, Pos:
Positive, M1: BanglaBERT, M2: BanglaBERT large,
M3: BERT multilingual.

5 Conclusion

In this study, we run comparative experiments and
analysis on the Bangla sentiment dataset provided
by the task organizers of BLP-2023. We presented
a detailed comparison of the fine-tuned models

along with traditional models. Comparing the tradi-
tional model, we found that SVM outperforms RF
with a margin of 1.47%. BanglaBERT outperforms
all the models we used in our study. Our study
also reveals that tokenization has little to no control
over performance during the use of pretrained lan-
guage models. In the submission of task 2 on the
Sentiment Analysis dataset, we ranked 5th position
among all the participants. To extend this work,
we will employ large language models (LLMs) and
GPT-based models for comparative and in-depth
sentiment analysis.

Limitations

The pretrained language models show promis-
ing performances toward tackling the sentiment
analysis problem presented for this shared task.
However, our models keep failing to predict neu-
tral class, and we overfit the larger models (i.e.,
BanglaBERT large). Although we perform differ-
ent hyperparameter tuning and dropouts for all the
models, we are not able to find the optimal hyperpa-
rameters for each model. As a result, we decided to
use the constant hyperparameter for all the models
which causes overfitting the large model.
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