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Abstract

In this paper, we present the UFAL-ULD
team’s system for the BLP Shared Task 2:
Sentiment Analysis of Bangla Social Me-
dia Posts. The Task 2 involves classifying
text into Positive, Negative, or Neutral sen-
timents. As a part of this task, we con-
ducted a series of experiments with several
pre-trained sequence classification models –
XLM-RoBERTa, BanglaBERT, Bangla BERT
Base and Multilingual BERT. Among these,
our best-performing model was based on the
XLM-RoBERTa-base architecture, which out-
performs baseline models. Our system was
ranked 19th among the 30 teams that partici-
pated in the task.

1 Introduction
Sentiment analysis, the task of determining the sen-
timent expressed in textual data, is a critical compo-
nent of natural language processing (NLP). It plays
a vital role in understanding public opinion, social
media trends, and user sentiments in various lan-
guages. In the context of the Bangla language, sen-
timent analysis poses unique challenges due to the
language’s specific characteristics such as complex
morphology, making it an intriguing area of re-
search. Sentiment analysis classification in Bangla
remains less explored in comparison to English
for reasons ranging from the non-availability of
the datasets to lack of development of models or
shared tasks (Rosenthal et al., 2017; Patwa et al.,
2020; Barnes et al., 2022).

This paper presents our system developed for
the BLP Shared Task 2 (Hasan et al., 2023a,b).
Our objective is to provide a comprehensive de-
scription of our approach and results. We aim to
contribute valuable insights and techniques to the
field of Bangla sentiment analysis. Our team con-
ducted a series of experiments utilising several pre-
trained sequence classification models where we
contributed to fine-tuning and hyper-parameter tun-

ing to optimize the performance of these models.1
We further employed focal loss to counter class im-
balance in the data. The resulting system placed
19th out of 30 submissions in the shared task.

2 Related Works
Several works on Bangla sentiment were released
prior to the present shared task challenge. Ali
et al. (2020) introduces “BanglaSenti”, a dataset
of 61,582 Bangla words for sentiment analysis,
originally developed for social media, with poten-
tial uses in emotion detection and opinion min-
ing. This dataset’s polarity categorizations are cru-
cial for understanding sentence sentiment. Kabir
et al. (2023) provides “BanglaBook,” a dataset
of 158,065 Bangla book reviews categorized as
positive, negative, or neutral. Pre-trained mod-
els outperform manually crafted features, under-
scoring the need for more training resources in
Bangla sentiment analysis, and an error analysis
reveals common classification mistakes in under-
resourced languages. Patra et al. (2015) focuses
on Sentiment Analysis in Twitter for Indian lan-
guages, including Bangla, Hindi, and Tamil. The
paper presents the first sentiment analysis attempt
for these languages and ranks participating teams
based on accuracy, achieving a maximum accuracy
of 55.67% for Hindi. Bhowmick and Jana (2021)
explores sentiment analysis in Bangla using pre-
trained transformer models, achieving state-of-the-
art performance with a maximum accuracy of 95%
for a two-class sentiment classification task, setting
a benchmark for Bangla sentiment analysis.

3 Dataset
The data for the BLP Shared Task 2 (Hasan et al.,
2023a) is curated from two primary sources (Is-
lam et al., 2021; Hasan et al., 2023a): MUltiplat-
form BAngla SEntiment (MUBASE) and SentNob

1Our code is available at https://github.com/souro/
classification_tasks_bangla
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datasets. These datasets collectively contribute
diverse textual data for sentiment analysis in the
Bangla language. Each item of the data is anno-
tated as having a positive, neutral or negative sen-
timent. Automating such annotation is the subject
of BLP Shared Task 2.

The MUBASE dataset offers a substantial mul-
tiplatform collection. It includes a range of tex-
tual data, such as Tweets and Facebook posts, each
meticulously annotated with their respective sen-
timent polarity labels. The SentNob dataset com-
prises public comments extracted from various so-
cial media platforms, specifically associated with
news and video content. This dataset encompasses
a broad spectrum of 13 distinct domains, spanning
subjects such as politics, education, and agricul-
ture.

The datasets were separated into sections for
training, development, development-test and test
(for final evaluation), consisting of 35,266, 3,934,
3,426 and 6,707 comments respectively.2

4 Experiments
This section provides a detailed description of our
system’s design, methodology, and the steps taken
to achieve competitive results in the BLP Shared
Task 2.

4.1 Data Preprocessing and Cleaning
Our system began with data preprocessing and
cleaning using techniques provided by BNLP
Shared Task 2 organisers (Hasan et al., 2023a). In
addition to basic processing, we paid special at-
tention to Unicode handling: We used the Bangla
NLP toolkit to fix and normalize all Unicode char-
acters into the NFKC normalization form.3

4.2 Model Selection
To develop our sentiment analysis system, we ex-
perimented with several pre-trained sequence clas-
sification models in a constrained setting.

We fine-tuned these models using various pre-
trained masked language models derived from
the BERT (Devlin et al., 2019) architecture:
XLM-RoBERTa (base and large versions) (Con-
neau et al., 2019), BanglaBERT ‘’ (Bhattacharjee
et al., 2022), Bangla BERT Base (Sarker, 2020)
and BERT-base-multilingual-cased (Devlin et al.,

2https://github.com/blp-workshop/blp_task2/
tree/main/data

3We use the fix_unicode=True, unicode_norm=True
and unicode_norm_form="NFKC" parameters.

2018). Among these, our best-performing model
was based on the XLM-Roberta-base (Conneau
et al., 2019) architecture. 4

4.3 Hyperparameter Tuning
We conducted hyperparameter tuning on the de-
velopment data to optimize our model’s perfor-
mance. The best hyperparameter settings we uti-
lized are as follows: batch size 5, learning rate 1e-5,
AdamW optimizer (Loshchilov and Hutter, 2019),
15 epochs gradient clipping (clip_grad_norm)
1.0, weight decay 0.01, dropout rate 0.1.

4.4 Handling Class Imbalance: Focal Loss
To address class imbalance issues, we exper-
imented with oversampling and undersampling
techniques. Although we obtained promising re-
sults using these methods, we eventually discov-
ered an alternative approach that improved our re-
sults even further – focal loss.

Focal loss (Lin et al., 2017) is a specialized loss
function designed to address class imbalance and
focus on hard-to-classify examples. Specifically,
we used the following parameters for the focal loss:
α = 1, γ = 2. Focal loss provided superior results
compared to the simple cross-entropy loss, leading
us to integrate it into our best-performing model.

5 Results
The official evaluation metric for the BLP Shared
Task 2 is micro-F1 (Hasan et al., 2023a). This met-
ric is commonly used in multi-class classification
tasks, including sentiment analysis. It combines
precision and recall to provide an overall assess-
ment of the system’s performance across all senti-
ment classes. The performance of our sentiment
analysis system in the BLP Shared Task 2 is a tes-
tament to the effectiveness of our approach. We
achieved a micro-F1 score of 0.6768 (see Table 1)
on the evaluation dataset, substantially outperform-
ing baselines, but placing 19th in the shared task
out of 30 entries.

6 Conclusion
In this paper, we detailed the approach and method-
ologies we used for the BLP Shared Task 2: Senti-

4We use the models from HuggingFace:
https://huggingface.co/xlm-roberta-base,
https://huggingface.co/xlm-roberta-large,
https://huggingface.co/csebuetnlp/banglabert,
https://huggingface.co/sagorsarker/
bangla-bert-base, https://huggingface.co/
bert-base-multilingual-cased.
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Model micro-F1
Random Baseline 0.3356
Majority Baseline 0.4977
n-gram Baseline 0.5514

BLP Shared Task 2 winning system 0.7370
Our system 0.6768

Table 1: UFAL-ULD team and baseline systems results

ment Analysis of Bangla Social Media Posts. Our
system demonstrated a strong performance, achiev-
ing a micro-F1 score of 0.6768, signifying its pro-
ficiency in classifying Bangla social media posts
into Positive, Negative, and Neutral sentiments.
Our team’s system was ranked 19th among the 30th

teams that participated in the task.
Through data preprocessing, model selection,

hyperparameter tuning, and the incorporation of
advanced techniques such as Focal Loss, we op-
timized our system to excel in sentiment analysis
tasks for the Bangla language. Our results substan-
tially outperformed baseline models, underscoring
the effectiveness of our strategies.

Our work contributes to the advancement of sen-
timent analysis in Bangla social media, enabling a
deeper understanding of user sentiment and trends
in the Bangla-speaking community. We believe
that our system’s success marks a significant step
toward improving sentiment analysis in underrep-
resented languages, and we look forward to further
advancements in this field.

Limitations

While our system achieved competitive results, it is
essential to acknowledge its limitations. First, our
system’s performance may vary depending on the
specific characteristics of the social media posts
and the domains they pertain to. Further fine-
tuning and adaptation may be required for special-
ized applications.

Second, the dataset used for this shared task,
although diverse, may not encompass the full
breadth of Bangla social media discourse. As such,
our system’s performance may be influenced by po-
tential biases in the training data.

Finally, while we have strived to optimize our
system’s performance, there may be room for fur-
ther improvements through the exploration of alter-
native models, techniques, or additional linguistic
resources.

Ethics Statement
We adhere to ethical guidelines in conducting our
research and participating in the BLP Shared Task
2. We have respected privacy and data protection
principles throughout our work, ensuring that any
data used in our experiments adheres to appropri-
ate consent and privacy regulations.

Furthermore, our system’s output is intended for
research and analysis purposes only. We empha-
size responsible use and interpretation of sentiment
analysis results, recognizing that automated senti-
ment analysis tools can influence decision-making
and public perception.

We are committed to transparency and open col-
laboration in the field of natural language process-
ing and sentiment analysis. We encourage ethi-
cal research practices and advocate for fairness, ac-
countability, and transparency in AI and NLP tech-
nologies.
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