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Abstract

Socratic questioning is a teaching strategy
where the student is guided towards solving
a problem on their own, instead of being given
the solution directly. In this paper, we introduce
a dataset of Socratic conversations where an in-
structor helps a novice programmer fix buggy
solutions to simple computational problems.
The dataset is then used for benchmarking the
Socratic debugging abilities of GPT-based lan-
guage models. While GPT-4 is observed to
perform much better than GPT-3.5, its preci-
sion, and recall still fall short of human expert
abilities, motivating further work in this area.

� https://github.com/taisazero/socratic-
debugging-benchmark

1 Introduction and Motivation

Educational needs for computer science (CS) are
on the rise, due to increased enrollments in CS
programs (Camp et al., 2017). Higher education
institutions in particular are affected by the lack
of sufficient instructional staff, often resorting to
hiring undergraduate Teaching Assistants (TAs) in
their computer science courses. An effective TA
benefits students by providing timely feedback and
assistance that is tailored to each student’s level
of proficiency, with measurable and significant im-
pact on student retention rates (Mirza et al., 2019).
In practice, however, not all educational institu-
tions benefit uniformly from their TAs. Depending
on class sizes and TA allocations, it is often the
case that a teaching assistant cannot spend their
time equally with all students who need help, espe-
cially when nearing office hours or an assignment
deadline. Moreover, students who lack fundamen-
tal knowledge from prerequisite courses consume
significant TA time throughout the course. This
comes at a time when there is also a shortage of K-
12 computer science teachers, a lack of appropriate
training for K-12 educators interested in teaching

CS effectively (Yadav et al., 2016), and rising TA
and peer instruction demand in flipped computer
science classrooms (Maher et al., 2015).

Overall, the lack of instructional staff, ranging
from TAs to K-12 teachers and college educators,
motivates the automation of various types of teach-
ing tasks by leveraging the increasing capabilities
of AI models, especially in terms of understanding
and generating language and code. Prior work in AI
for programming education is primarily composed
of intelligent tutoring systems (ITS) and learning
support systems for programming courses. While
some ITS systems allow interactions with a learner
through a chat interface (Hobert, 2019), the range
of interactions is often limited, as tutoring sys-
tems typically focus on giving hints constructed
for predefined solutions or predefined Socratic ut-
terances that are specific to a known set of pro-
gramming exercises (Jeuring et al., 2014; Gerdes
et al., 2017; Hobert, 2019; Alshaikh et al., 2020b).
Consequently, traditional ITS systems in the pro-
gramming domain do not generalize to new courses
or new coding assignments without human inter-
vention. This situation is however rapidly changing,
due to the substantial leaps in performance exhib-
ited by large language models recently, on a wide
array of problems. Language models are now capa-
ble of solving introductory programming exercises
(Hendrycks et al., 2021; Chen et al., 2021) includ-
ing custom problems created by instructors (Finnie-
Ansley et al., 2022). Furthermore, solutions gen-
erated by these models are unique and can fool
plagiarism software such as MOSS (Biderman and
Raff, 2022), presenting educators with further chal-
lenges in maintaining academic integrity.

In Socratic questioning, a teacher assists a
learner trying to solve a problem beyond their zone
of proximal development (Quintana et al., 2004).
Language Models (LMs) have been used effectively
for generating a particular type of Socratic ques-
tions for solving word math problems, wherein
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they leverage the sequential structure of steps that
compose the solution (Shridhar et al., 2022). Other
applications of LMs include automated feedback
on student code submissions (Wu et al., 2021), as
well as generating programming exercises, unit
tests, and code explanations (Sarsa et al., 2022).
However, there still remains a substantial gap in
leveraging LMs effectively for guiding novice pro-
grammers through a coding exercise in a way that
maximizes their learning outcomes, similar to how
an effective, experienced TA would guide a be-
ginner programmer. For Socratic questioning, in
particular, the difficulty of building an effective
system is compounded by the scarcity of examples,
whereas the limited data that can be found (Chen
et al., 2011) does not have sufficient structure to
enable the automatic evaluation of Socratic ques-
tioning systems.

In this paper, we focus on the task of Socratic
questioning for debugging (Wilson, 1987), or So-
cratic debugging, defined as a conversation be-
tween a knowledgeable programmer and a beginner
student who comes for help fixing a buggy solution
for a simple computational problem (Section 2).
To enable the development and evaluation of LM-
based instructional agents, we introduce a manually
created dataset of dialogues where the main objec-
tive is for the student to repair their buggy code
themselves by leveraging guidance received from
the instructor at every turn (Section 3). However,
as originally observed by Wilson (1987), "no pre-
cise formula, or line of questioning" is needed to
achieve the goals of Socratic questioning. Further-
more, depending also on their expectations with
respect to the student’s abilities, an instructor can
often think of multiple ways of guiding the student
at any particular turn in the conversation, leading
to a very large space of possible dialogues. So-
cratic questions lie in a continuum ranging from
providing direct hints that give out the answer to
offering minimal guidance, enabling instructors to
pose queries at an appropriate level that challenges
the student while remaining within each student’s
ability to answer. To facilitate the automatic evalua-
tion and benchmarking of future Socratic question-
ing systems in terms of their precision and recall,
the dataset contributors are asked to provide all al-
ternative utterances that they think could help the
student, at every turn in the conversation. This is
a currently ongoing, cognitively demanding data
generation effort, requiring contributors with sub-

stantial experience in tutoring beginner program-
mers. We use the current version of the dataset,
containing 86 main conversations, to benchmark
the Socratic debugging abilities of two large lan-
guage models in the GPT family, namely GPT-3.5
and GPT-4 (Section 4), noticing a large discrep-
ancy in performance in favor of the more recent
GPT-4. We conclude the paper with related work
and limitations.

2 Task Definition

We formulate the Socratic debugging task as a
dyadic conversation between a Student and an In-
structor. In this scenario, the Student is assumed to
be a beginner programmer who has recently started
learning how to code in Python. As part of his1

learning to code curriculum, the Student is given a
coding problem for which he needs to write a func-
tion implementing the specified input-to-output re-
lationship. The Student writes the code for the
function, however, the code is buggy and he cannot
make progress on his own without help, therefore
he seeks help from the Instructor. The Instructor is
assumed to be a proficient programmer in Python
with experience in teaching novice programmers
how to code. When contacted by a Student for help,
her main aim is to maximize the learning outcomes
by following a Socratic guidance approach through
which, over one or more dialogue turns, she helps
the students figure out where the bug is and how to
fix it on their own.

2.1 Input

Since the focus of this work is on generating So-
cratic guidance and not bug identification or fixing
bugs, we assume that the AI agent implementing
the Instructor also has access to a description of the
bug and of one or more bug fixes. The decision to
separate Socratic advice generation from bug iden-
tification and debugging was motivated by the fact
that these subordinate tasks can already be solved
efficiently by large LMs with high accuracy. There-
fore, at the start of each conversation, we assume
the Instructor has access to the problem descrip-
tion, a number of test cases, the student’s buggy
code, the bug description, and one or more bug
fixes, as shown below in a sample from our dataset.
At each turn in the conversation, the Instructor’s
task is to generate Socratic guidance in response
to the Student’s current progress in addressing the

1The genders were selected at random by tossing a coin.
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bug. Consequently, we assume that the Instructor is
also given as input a history of the conversation so
far, ending with the last utterance from the student.
Shown below is an example ending with the sec-
ond turn from the student, where the turn number
is indicated between brackets.

➣ Problem description:
Write a function factorial(n) that com-
putes the factorial n! of a natural number n,
which is defined mathematically as:

0! = 1
n! = n x (n - 1)!

Additionally, if the input integer n is negative
the function should return 0.

➣ Test cases:

assert factorial(-1) == 0
assert factorial(0) == 1
assert factorial(1) == 1
assert factorial(2) == 2
assert factorial(3) == 6
assert factorial(4) == 24
assert factorial(5) == 120

➣ Buggy code:

1. def factorial(n):
2. if n < 0:
3. return 0
4. fact = 1
5. for i in range(n):
6. fact = fact * i
7. return fact

➣ Bug description:
On line 6, fact is multiplied with 0 in the
first iteration of the for loop. Consequently,
at every iteration fact stays equal with 0
instead of being updated to be equal with fac-
torial of (i + 1). Therefore, the function
will return 0, irrespective of n.

➣ Bug fixes:

1. Replace i with (i + 1) on line 6.

2. Replace range(n) with range(1,
n + 1) on line 5.

To summarize, the input for the Instructor agent
consists of:

1. The problem description, a number of test
cases, the student’s buggy code, the bug de-
scription, and one or more bug fixes.

2. The conversation so far, ending with the last
turn from the Student.

➣ Conversation so far:
[1] STUDENT: Hi! I implemented the factorial
function but it doesn’t work and I do not know
why. Can you help?
[1] INSTRUCTOR: Sure. Can you tell me for
what values of n it fails and what values it
returns in those cases?
[2] STUDENT: For n = 1 or larger it returns
the same value, 0.
[2] INSTRUCTOR: ⟨Socratic guidance⟩

2.2 Output

Using the input data described above, the Instructor
is expected to generate Socratic guidance appro-
priate for the current state of the conversation, as
shown below.

➣ Socratic guidance:
Main responses:

Let’s see what happens when n is 1.
What is the first value that is assigned
to variable i in line 5?

Alternative responses:

1. Let’s see what happens when n is 1. Be-
fore line 6 is evaluated in the first iteration
of the for loop, what are the values of the
variables fact and i?

2. Let’s see what happens when n is 1. Can
you insert a new line between lines 5 and
6 that prints the values of the variables
fact and i?

3. Let’s see what happens when n is 1.
What does range(n) do when n is 1?

4. Can you tell me what range(n) does?

The example above shows a total of 5 Socratic
responses, partitioned into 1 main response and 4
alternative responses. Most of the time there are dif-
ferent ways of guiding the student, and ideally, the
Instructor should be able to generate all different
types of Socratic guidance that are different from
each other in non-trivial ways. For example, the
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4th alternative focuses the student on correcting the
potential misuse of the range function, whereas
the main response provides a different kind of guid-
ance wherein the student is expected to first notice
the wrong code behavior that is caused by the mis-
use of range. Further justification for the decision
to include alternative responses will be provided in
Section 3 when introducing the data contribution
guidelines. Note that only the main response is
used to create the history of the conversation so far
that is used as input for generating future Instructor
turns.

3 Benchmark Dataset

To facilitate the development of conversational
agents that act under the task definition above, we
manually created a dataset of dialogues where a
student fixes buggy code on his own by leveraging
the Socratic guidance received from an instructor.
The dataset is created by sequentially specifying
the Coding problem → Bugs → Conversations →
Threads. First, a coding problem is selected, nor-
mally a simple coding exercise situated at a novice
level of coding proficiency, such as Factorial
or Fibonacci. The coding problem is specified
through the problem description and the associated
test cases. Next, one or more buggy implementa-
tions are created, with the constraint that each im-
plementation contains exactly one bug. The bugs
were selected to reflect common types of mistakes
that beginner programmers make, such as forget-
ting that indexing of sequences starts at 0, boundary
bugs, operator misuse, or misunderstanding of ba-
sic programming constructs.

For each buggy implementation, a main conver-
sation is created, where a fictional Student, the
author of the buggy code, interacts with a fictional
Instructor. The aim of the instructor is to guide the
student to discover the cause of the bug and fix it on
his own through Socratic dialogue. The dialogue
always starts with a student utterance. The instruc-
tor and the student then take turns in a dialogue,
until the bug is successfully fixed. At each turn,
the student may also provide a block of code if he
made edits to the code at that turn.

Following research in dialogue systems (Gupta
et al., 2019), we create multiple reference instruc-
tor utterances at each turn. The Main utterance
may be optionally followed by one or more Al-
ternative utterances. Given that the aim of this
dataset is to benchmark the ability of an artificial

Problems 23
Bugs 34
Dialogues 86
Student turns 537

Student utterances 763
Instructor Turns 497

Instructor utterances 1,329
Total turns 1,034

Total utterances 2,092

Table 1: Summary of the benchmark dataset: Number
of programming problems, bugs, dialogues (including
all threads), turns, and total utterances (main and alter-
natives) for both roles (student and instructor).

Instructor agent to generate Socratic guidance, it
is especially important that the contributed main
and alternative utterances for the Instructor com-
prehensively explore the entire range of Socratic
advice at that point in the conversation. These al-
ternative utterances should be semantically distinct
in a non-trivial manner; in particular, they should
not be mere paraphrases of the main utterance or of
each other. Upon inspection of the conversations
created manually, we discovered that one contribu-
tor used a vending machine as an analogy to guide
the user to conclude that print is not the same as
return. While using analogies can substantially
enhance the impact of Socratic questioning, it can
lead to an open-ended range of alternatives, as the
number of possible analogies is virtually infinite.
Since our aim is to create a dataset that can be used
to estimate both the recall and precision of a So-
cratic guidance generator, at this stage we decided
to require that Socratic utterances be literal, leaving
the generation of figurative utterances as a direction
for future work. For the Student, alternative utter-
ances may give different or conflicting answers to
an Instructor question, reflecting different levels of
understanding. Students may give correct or incor-
rect answers; they may also introduce new bugs
when fixing the original bug.

Once the main conversation ends with the stu-
dent successfully correcting their code and passing
all test cases, the contributors are instructed to cre-
ate up to three conversational threads.

The dialogues in the dataset were created by
10 contributors with extensive experience in CS
education as instructors, teaching assistants, or tu-
tors. The starting problems and buggy implementa-
tions were selected to contain a variety of syntactic
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Language Manual BLEU-4 BERT F1 Rouge-L
Model P R F1 P R F1 P R F1 P R F1

GPT-3.5 19.8 31.5 24.3 3.2 1.9 1.8 56.0 38.6 37.4 21.0 13.3 12.8
GPT-4 52.9 50.0 51.4 3.2 5.6 3.8 35.4 63.3 42.0 14.1 24.9 16.7

Table 2: Preliminary evaluation of GPT-3.5 (gpt-3.5-turbo) and GPT-4 on our benchmark dataset. Manual
evaluation is performed on all instructor turns from a sample of 5 dialogues, whereas automatic evaluation is
performed on the entire dataset. We report the Precision (P), Recall (R), and F1 for the manual evaluation, and
BLEU-4, BERT F1, and Rouge-L for the automatic evaluation. All results are percentages (%).

and semantic mistakes that are frequently made by
novice Python programmers.

To streamline and standardize the collection of
Socratic dialogues and code edits for each input
problem description and buggy implementation,
we developed a 7-page web application using the
Streamlit2 and gsheetsdb3 libraries. The applica-
tion guides contributors through selecting a bug,
creating initial and conversational threads, and re-
viewing and submitting their work. During the
process, contributors can add main and alternative
utterances, undo actions, and edit the chat history.
The application also allows importing and export-
ing dialogues in a standardized form for review.
For more details and images of the application, the
reader is referred to Appendix A.

4 Experimental Evaluations

We evaluate the GPT-3.5 (OpenAI, 2022) and GPT-
4 (OpenAI, 2023) language models in terms of
their capacity to generate, at each instructor turn,
Socratic utterances that match those contributed in
the benchmark dataset. Each test example is com-
posed of an input prompt to the language model
containing: a steering prompt for Socratic ques-
tioning adapted from the GPT-4 blog post4, the
problem description, the buggy code, the bug de-
scription, the bug fixes, the unit tests, the dialogue
history so far, and an instruction to the language
model to generate all possible semantically distinct
Socratic utterances, as shown below.

Respond to the user with all possible
distinct Socratic utterances that guide
the user to discover and fix the bug
described between ‘<bug_desc>’ and
‘</bug_desc>’. Student code is writ-
ten between ‘<code>’ and ‘</code>’

2https://streamlit.io/
3https://github.com/betodealmeida/gsheets-db-api
4https://openai.com/research/gpt-4

throughout the conversation. Utterances
that have the same meaning but differ-
ent words are considered duplicates. As-
sume that the student has run the test
cases.

The list of utterances generated by the LM is
then used to estimate precision and recall. After
conducting a preliminary, qualitative evaluation
of various prompts and instructions we select the
prompt and instruction used in this paper. For more
details about prompting, the reader is referred to
Appendix B.

In all experiments, LM outputs are generated
using a greedy decoding setting (i.e. temperature
= 0). We set a maximum generated token thresh-
old of 1,024 and do not apply any frequency or
presence penalties. We perform manual evaluation
of the LM generations for a subset of problems,
and automatic evaluations for all problems in the
benchmark dataset.

4.1 Manual Evaluation

In the manual evaluation process, we aim to esti-
mate the performance of GPT-3.5 and GPT-4 by
manually assessing the quality of their generated
instructor utterances. At each instructor dialogue
turn, we manually examine each LM utterance to
determine if it is an appropriate Socratic utterance
at that turn. We sample a total of 17 instructor turns
across 5 dialogues from the benchmark. Using the
example listed in §2.1, during the second instructor
turn a good-matching generated utterance example
is: “How does the range function work in your loop,
and what values does it generate for i?" because it
is semantically close with the ground truth utter-
ance: “Can you tell me what range(n) does?". If the
LM utterance is good but not present in our dataset,
we mark it as missing to compute an overall upper
bound on recall for the dataset itself. These miss-
ing alternatives can later be used to augment the
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dataset. An example of a good LM utterance that
is not in the dataset: “Let’s take a closer look at
the loop in your code. Can you explain how the
loop iterates and what it does in each iteration?",
this utterance is distinct from the first alternative
response as the generated utterance gives more au-
tonomy to the student by simply asking the student
to explain the buggy portion of the code with less
guidance on what to explain or look for. If the LM
output is not good, it is considered a false positive
(FP), which decreases the precision of the LM. An
example of a poor-matching utterance in the same
setting is: “Can you think of a way to modify the
loop so that it starts with a different value of i?".
This utterance is generated too early before the stu-
dent realizes that the loop starts with an ‘i’ value of
0. For each alternative in the benchmark dataset at
that turn, we check if it is missing from the list of
LM utterances. If missing, it is considered a false
negative (FN), which decreases the recall of the
LM. If the dataset utterance is present in the LM
utterances, it is considered a true positive (TP). LM
and dataset instructor utterances are matched only
if they are semantic equivalent. If the LM gener-
ates two or more paraphrases of the same Socratic
guidance, for the purpose of evaluation they are
considered as one Socratic utterance. The preci-
sion (P), recall (R), and their harmonic mean (F1)
presented in Table 2 highlight GPT-4’s superior per-
formance over GPT-3.5 in generating relevant and
diverse Socratic utterances. We emphasize GPT-
3.5’s poor precision as it tends to generate many
poor Socratic questions (93 FP) compared to GPT-
4 (41 FP) that may contain keywords in common
with a ground truth utterance but are irrelevant. In
addition to the evaluation of language models, we
compute the (R) for our benchmark dataset dur-
ing human evaluations, obtaining a value of 70.0.
This score suggests that most of the high-quality
Socratic utterances generated by language models
are effectively captured within the dataset by con-
tributors, further validating the dataset’s usefulness
for benchmarking purposes.

4.2 Qualitative Analysis

We examine the LM-generated outputs in our man-
ual evaluation setup and observe interesting phe-
nomena. In general, GPT-3.5 seemed to refer to
example cases in the problem description to ask
for the expected output in its utterances whereas
GPT-4 rarely did so. Furthermore, GPT-4 has gen-

erated utterances that are good (32) but not in the
dataset 3 times more than GPT-3.5 (10) indicat-
ing that GPT-4 generates more diverse (e.g. in
the level of guidance) and comprehensive Socratic
utterances. GPT-3.5 has generated over 96 poor
utterances (FP) which is more than double that of
GPT-4 (42). Below are cherry and lemon picked
LM output samples given a buggy code containing
a return statement within the for loop leading to
an early termination. Good responses are bolded
and colored in green while poor utterances are ital-
icized and colored in red.

➣ Buggy code:

1. def removeEven(nums):
2. newNums = []
3. for i in nums:
4. if i % 2 != 0:
5. newNums.append(i)
6. return newNums

➣ Conversation So Far:
[1] STUDENT: Help, I’m stuck.
[1] INSTRUCTOR: What should your code be
doing?
[2] STUDENT: Right now, it’s only returning
the first number in the list, not all of them.
[2] INSTRUCTOR: Okay, let’s look at your
loop. Do you see anything that could be caus-
ing it to end early?
[3] STUDENT: No I do not. I’m iterating
through the whole list of numbers.
[3] INSTRUCTOR: ⟨Socratic guidance⟩
➣ Sample GPT-4 Outputs:

1. Can you identify which part of your
code is responsible for returning the
final result?

2. What happens when the ‘return’ state-
ment is executed inside the loop?

3. How does the placement of the ‘return’
statement affect the execution of your
code?

4. How can you modify the position of the
‘return’ statement to ensure that the en-
tire list is processed before returning the
result? (direct)

➣ Sample GPT-3.5 Outputs:

1. What does the ‘return’ statement do?
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2. How can you modify the code to return
all odd numbers in the list? (early)

3. What happens when the condition on line
4 is true? (irrelevant)

4. Can you identify any issues with the loop?
(repeated)

In the example above, we observe that GPT-4 cov-
ers three distinct levels of guidance. The first utter-
ance simply guides the student’s focus onto the er-
roneous line and the second utterance exerts higher
level of guidance by asking the student to demon-
strate their understanding of the ‘return’ keyword,
and lastly the third exerts even more guidance by
asking the student to explain the impact of indenta-
tion on code execution. GPT-3.5’s second utterance
is illustrative of a poor utterance as it provides very
little guidance and is unhelpful for the student in
that conversation. Poor utterances for both LMs
fall into 4 categories. The first and largest category
are irrelevant utterances, where the SQ diverts the
learner’s attention away from the actual bug and
may mislead them as a consequence. GPT-3.5 has
generated over 53 irrelevant utterances significantly
more compared to GPT-4 (8). An example of an
irrelevant utterance is the third GPT-3.5 utterance
where the LM directs the focus of the learner away
from the loop and why it might be terminating early
and towards explaining the if statement and its body
where there is no bug. The sudden shift in the goal
of the conversation from discussing possible causes
of the bug to explaining non-buggy code lines may
mislead the learner to thinking the if statement and
its body may be causing the bug when they are not.
This category of utterances must be minimized by
systems performing Socratic questioning. The sec-
ond category are repeated Socratic utterances that
had been asked in a prior turn or the answer to
the Socratic question was given by the student in
a prior turn. For example, the fourth GPT-3.5 ut-
terance asking if the student observes any issues
with the loop coming right after the student had
said they don’t see anything causing the loop to
end early. The third category are SQs that are too
direct by making the bug fix pretty obvious early
in the conversation. An illustrative example of this
is the fourth GPT-4 utterance where it makes the
bug fix obvious which is de-indenting the return
statement before the student discovers the cause
of the bug. These utterances lower the challenge
level for students while learning and prevent stu-

dents from engaging in a discovery process and
potentially lowers learning outcomes. The last cat-
egory is composed of SQs uttered too early in the
conversation, where student is not yet aware of the
issue, and the Socratic utterances guide the student
towards changing the code before they realize what
the issue is. Take the second GPT-3.5 utterance as
an example, where the LM asks the student how
can they modify their code to fix the bug before
the student even discovers the cause of the bug.
This category of poor utterances may cause con-
fuse learners.

4.3 Automatic Evaluation

Following prior work in Socratic sub-question gen-
eration (Shridhar et al., 2022), we compute the
similarity between an LM utterance and a ground
truth utterance in the dataset using BLEU (Pap-
ineni et al., 2002) for n-gram overlap, BERT F1
Score (Zhang et al., 2020) for semantic similarity
based on the DeBERTa language model5 (He et al.,
2020), and Rouge-L (Lin, 2004) for n-gram overlap
based on Longest Common Subsequence (LCS) be-
tween generated and reference instructor utterances.
Rouge-L is included for its flexibility in evaluat-
ing text similarity and capturing overall structure
and content better than BLEU-4. BERTScore is
included to handle paraphrases. Given a set of m
LM-generated utterances and n manually created
utterances, we create a complete bipartite graph be-
tween the two sets, with a total of mn edges, where
the weight of each edge is computed using one of
the text similarity measures above. We then apply
Edmond’s Blossom algorithm (Galil, 1986) for find-
ing the maximum matching in this bipartite graph.
This ensures that each manual utterance is matched
with at most one LM utterance, effectively prohibit-
ing semantically equivalent LM utterances from
artificially increasing the evaluation measures. The
number of true positives TP is computed by sum-
ming up the weights of all edges found in the opti-
mal matching. Given that the weights are similarity
scores in [0, 1], if an LM utterance u is matched
with a manual utterance v for a similarity weight of
s(u, v), the remaining weight mass of 1−s(u, v) is
considered to contribute towards the total number
of false positives FP . Any unmatched LM utter-
ance is considered to contribute the maximum of 1
towards the FP total. Overall, it can be shown that
this results in FP = m−TP . The number of false

5https://huggingface.co/microsoft/deberta-xlarge-mnli
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negatives is computed in an analogous way, result-
ing in FN = n− TP . Consequently, precision is
P = TP/m and recall is R = TP/n.

The results of evaluating GPT-3.5 and GPT-4 on
the entire benchmark dataset using these automated
metrics are shown in Table 2. We observe that there
is a correlation in terms of F1 and R between the
automatic metrics and the manual metrics. How-
ever, upon manual inspection reveals that automatic
evaluation metrics tend to increase when generated
Socratic questions contain variable names from the
buggy code input or statements from the bug de-
scription. This occurs regardless of the question’s
relevance or usefulness to the student, emphasizing
the importance of manual evaluation for this task.

5 Related Work

▶ Education and Socratic Questioning. Scaffold-
ing is the process that enables a learner to achieve
a goal through guided efforts (Wood et al., 1976).
Scaffolding efforts typically focus on diversifying
course content and difficulty (Saule, 2018; Dorod-
chi et al., 2020), however, scaffolding can also take
the form of a conversation. Socratic Questioning
(SQ), also referred to as guided inquiry, folds under
the theory of scaffolding (Wood et al., 1976; Reiser,
2004) where a more knowledgeable person helps a
learner solve a problem that is beyond their zone
of proximal development (Quintana et al., 2004;
Vygotsky, 2012) by interjecting with questions to
guide the student towards a solution. Wood (1994)
analyzed conversations in a math classroom and
proposed two distinct types of questioning. The
first is funneling, which aims to guide a learner us-
ing a set of questions toward the solution. The sec-
ond is focusing, which draws a learner’s attention
to important aspects of a problem (Wood, 1994).
Focusing questions can also probe a student to re-
flect and articulate their own thinking (National
Council of Teachers of Mathematics, 2014; Alic
et al., 2022).

Students can complete a programming exer-
cise but still struggle to explain their own pro-
gram (Lehtinen et al., 2021). To remedy this,
Tamang et al. (2021) showed that using the So-
cratic method to guide students in explaining their
code is effective at inducing learning gains in code
comprehension tasks. To the best of our knowl-
edge, the impact of Socratic questioning on learn-
ing outcomes when guiding student debugging has
not been explored yet. In this work, we create So-

cratic conversations between an instructor and a
student where the instructor aims at guiding the
student towards fixing a bug in their code using
both funneling and focusing questions while limit-
ing instructor utterances that provide information
or facts related to fixing the bug.

▶ AI for Programming Education and Dia-
logue Tutoring Systems. Prior work in AI for
programming education includes intelligent tutor-
ing systems (ITS) and learning support systems for
programming courses. Learning support systems
provide automated feedback on student code sub-
missions and generate programming exercises, unit
tests, and code explanations (Wu et al., 2021; Sarsa
et al., 2022). Most ITS models rely on methods
predating recent developments in large language
models (Crow et al., 2018; Mousavinasab et al.,
2021), such as action-rules, Bayesian networks,
and Fuzzy rules-based systems (Costello, 2012;
Butz et al., 2006; Chrysafiadi and Virvou, 2012).
Some work has been done in building automatic
Socratic tutoring systems, but the Socratic utter-
ances are predefined and manually specified for
each exercise, limiting their generalizability (Al-
shaikh et al., 2020b,a). Existing systems do not
propose learning-centered conversational assistants
that can generalize to unseen programming prob-
lems or focus on using Socratic questions as the
main form of interaction with the learner. Auto-
matically scaffolding learning content is important
for personalized learning. Research by Kim et
al. (2018) has shown that computer-based scaf-
folding techniques, such as hints, have a moder-
ate impact on student learning in STEM education,
paving the way for technologies to assist in the
learning process. One such approach, proposed
by Shridhar et al. (2022), involves automatically
generating funneling Socratic sub-questions for a
given math word problem using a T5 language
model (Raffel et al., 2020) fine-tuned with rein-
forcement learning. Similarly, Tyen et al. (2022)
introduce a re-ranking-based decoding strategy for
language models, which adjusts the difficulty level
of a chatbot to meet the needs of learners studying
English as a new language.

▶ Hint Generation. With the goal of assist-
ing students with programming exercises, recent
work has proposed an array of techniques to auto-
matically generate hints to guide novices by pro-
viding instant and relevant feedback to correct
programming mistakes and advance through ex-
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ercises (McBroom et al., 2021). Automated hint
generation systems use various approaches includ-
ing extracting common bugs and scaling up instruc-
tor feedback to the common bugs (Lee et al., 2018),
extracting patterns from peer data (Iii et al., 2014;
Lazar et al., 2017), and generating custom solution
paths (Rivers and Koedinger, 2017) which typi-
cally generalize to unseen code states within an
exercise. A super-bug is where a student incor-
rectly "attributes foresightedness" to the written
program where the program executes beyond the
information given or the student assumes there is
more functionality in the written code than what
was written (Pea, 1986). Fragile knowledge is bro-
ken down into four categories: missing knowledge
where necessary knowledge has not been acquired,
inert knowledge where the student has acquired
the necessary knowledge but fails to retrieve it,
misplaced knowledge where knowledge is used in
the wrong context, and conglomerated knowledge
where knowledge is misused by combining two
or more known structures incorrectly (Perkins and
Martin, 1986). Bugs caused by knowledge break-
downs where a student has a misconception are the
most time-consuming to fix. For a survey on stu-
dent misconceptions when learning programming
the reader is referred to (Qian and Lehman, 2017).

▶ Tutoring Dialogue Corpora. Prior work in
curating corpora of tutoring dialogues between an
instructor and a learner includes the CIMA cor-
pus focused on tutoring English speakers to learn
Italian (Stasaski et al., 2020). Similarly, for learn-
ing English, the Teacher-Student Chatroom Cor-
pus (TSCC), curates up to 260 chatroom dialogues
between an experienced teacher and an English
learner (Caines et al., 2020, 2022). TSCC was an-
notated according to the Self-Evaluation of Teacher
Talk framework (Walsh, 2006) which includes: En-
quiry (where the learner asks a question), Display
Question (a question to which the teacher knows
the answer), Form-focused feedback, and Instruc-
tion. Demszky et al. (2021) release a conversa-
tional corpus between math teachers and learners
composed of 2,246 utterance exchanges along with
annotations on teacher uptake where the teacher
builds on what the student has said such as ac-
knowledgment and rephrasing. Chen et al. (2011)
examine computer science tutoring conversations
and classify tutor utterances into 4 categories: The
first category is Direct Procedural Instructions, in
which the tutor directly tells the student what task

to perform. The second category is Direct Declar-
ative Instruction, where the tutor provides facts
about the domain or problem. The third category
is Prompts, in which the tutor attempts to elicit
a contribution from the student, and the last cate-
gory is Feedback where the tutor affirms or rejects
a step a student has completed. One interesting
phenomenon observed in the corpus is tutors us-
ing analogies to communicate data structures con-
cepts such as using Legos as an analogy to explain
stacks (Alizadeh et al., 2015). Prior work focuses
on building corpora of tutoring dialogues that con-
tain instructor teaching, and tutorials. There seems
to be limited work on building corpora where the
instructor’s role is limited to guiding the student to
discover the bug and any necessary knowledge to
fix it on their own using Socratic questioning.
▶ Evaluating the Educational Abilities of

Language Models. Tack and Piech (2022) pro-
pose using pairwise comparison tests to compare
generated responses by BlenderBot (Roller et al.,
2021) and GPT-3 (Brown et al., 2020) and find
that both language models perform significantly
worse than real teachers on understanding a stu-
dent, helping a student, and speaking like a teacher
on the TSCC (Caines et al., 2020, 2022), and the
Uptake (Demszky et al., 2021) corpora which focus
on English and Mathematics tutoring respectively.

6 Conclusion & Limitations

This paper presents a dataset of expert-curated So-
cratic conversations where instructors assist novice
programmers in fixing buggy solutions to simple
computational problems. The dataset serves as a
benchmark for evaluating the Socratic debugging
capabilities of LMs. While GPT-4 outperforms
GPT-3.5, its precision, and recall remain below hu-
man expert levels (70.0), highlighting the need for
further research. We find that GPT-family language
models may generate repetitive and irrelevant So-
cratic utterances that could mislead learners. The
utterances may also appear too early in the conver-
sation, causing confusion, and can be overly direct,
potentially diminishing learning outcomes. Study
limitations include: The automatic metrics are lim-
ited in capturing the correctness, helpfulness, and
relevance of a Socratic utterance, and the bench-
mark dataset may not represent all common novice
misconceptions. Moreover, the manual evaluation
is limited to 5 dialogues and could be expanded,
but this process is highly time-consuming.
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A Data Contribution Web Application

We developed a 7-page data contribution web application tool using the Streamlit Python library6 to
collect dialogues and code snapshots. The application loads a repository of programming problems and
bugs from a Google Spreadsheet using the Google Spreadsheet API through the gsheetsdb Python library7.
The web app consists of the following pages:

• Getting Started: This page (Figure 1) orients the users on the task and provides a link to the
guidelines document.

• Browse Bugs: Contributors browse and select a bug (Figure 2) to create a Socratic dialogue for.

• 4 Data Contribution Pages: These pages contain a code editor and a chat area (Figure 3) where
contributors create an initial conversation and up to 3 conversational threads.

• Review and Submit: This page (Figure 7) allows contributors to review their work and submit the
exported dialogues for review.

During the data contribution process, contributors can add main and alternative utterances, undo added
utterances or code snapshots, and edit the chat history text area and code in the code editor. When the
contributor edits the code in the Code Editor, they can choose to compile and run the code within the web
application and they can also add a code snapshot to the chat history by clicking the "Add Code to Chat
History" button (Figure 4). Once the bug has been fixed, the contributor compiles and runs the code in the
Code Editor, as demonstrated in Figure 5. Contributors can then use the import and export buttons shown
in Figure 6 to save their work. The export button generates a standardized form of the dialogue and code
states, while the import button allows contributors to load previously exported dialogues back into the
tool. After completing their data contribution, contributors submit the exported dialogues for review.

Figure 1: Screenshot of the web application’s Getting Started page where contributors get familiarized with the task
and go through the guidelines document.

6https://streamlit.io/
7https://github.com/betodealmeida/gsheets-db-api
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Figure 2: Screenshot of the interface. Contributors first browse a repository of bugs created from a set of
programming problems. Each bug is displayed with the problem description, test cases, a buggy code, the bug
description, and bug fixes. Contributors select a bug to create a dialogue for.

Figure 3: Screenshot of the tool used to collect dialogues and code snapshots. Contributors are able to add a main
utterance, an alternative utterance, and undo an adding utterance or a code snapshot. Additionally, the chat history
text area is editable.
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Figure 4: Screenshot of the tool adding a code snapshot by clicking the Add Code to Chat History button.

Figure 5: Screenshot of the tool compiling and running the code in the Code Editor after the bug has been fixed.
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Figure 6: Screenshot of the tool’s import and export buttons. Upon completing a dialogue contributors use the
export button to export the dialogue and code states into a standardized form. Additionally, contributors can import
any dialogue exported from this tool using the import button.

Figure 7: Screenshot of the web application’s Review & Submit page where contributors are instructed to review
their data contribution and submit their exported version.
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B Language Model Prompt

This section describes the prompt template that was used for language models in this paper. {{text}}
denotes a data point from the benchmark dataset. The steering prompt was adapted from the GPT-4 blog
post8. The ‘1.’ is added at the end of the instruction to prompt the language model to generate an itemized
list of utterances that can then be parsed.
Steering Prompt:

You are a tutor that always responds in the Socratic style. You *never* give the student the answer,
but always try to ask just the right question to help them learn to think for themselves. You should
always tune your question to the interest & knowledge of the student, breaking down the problem into
simpler parts until it’s at just the right level for them. Socratic utterances are utterances that guide the
user and do not give them the solution directly. In each of your responses, provide a comprehensive
list of Socratic responses that you can give to the user to help them solve the problem on their own,
based on the conversation so far.

Prompt:

<problem>
{{Problem Description}}
</problem>
<bug_code>
{{Buggy Code}}
</bug_code>
<bug_desc>
{{Bug Description}}
</bug_desc>
<bug_fixes>
{{Bug Fixes}}
</bug_fixes>
<unit_tests>
{{Unit Tests}}
</unit_tests>

User: {{User Turn 1}}
Assistant: {{Assistant Turn 1}}
...
User: {{User Turn N}}
<code>
{{Code State at Turn N}}a

</code>

Respond to the user with all possible distinct Socratic utterances that guide the user to dis-
cover and fix the bug described between ‘<bug_desc>’ and ‘</bug_desc>’. Student code is written
between ‘<code>’ and ‘</code>’ throughout the conversation. Utterances that have the same meaning
but different words are considered duplicates. Assume that the student has run the test cases.
1.

aIncluded only if turn N has a code state.

8https://openai.com/research/gpt-4
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