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Abstract
The increasing use of AI chatbots as conver-
sation partners for second-language learners
highlights the importance of providing effec-
tive feedback. To ensure a successful learn-
ing experience, it is essential for researchers
and practitioners to understand the optimal tim-
ing, methods of delivery, and types of feed-
back that are most beneficial to learners. Syn-
chronous grammar corrective feedback (CF)
has been shown to be more effective than asyn-
chronous methods in online writing tasks. Ad-
ditionally, self-correction by language learn-
ers has proven more beneficial than teacher-
provided correction, particularly for spoken
language skills and non-novice learners. How-
ever, existing language-learning AI chatbots
often lack synchronous CF and self-correction
capabilities. To address this, we propose a syn-
chronous conversational corrective feedback
(CCF) method, which allows self-correction
and provides metalinguistic explanations (ME).
Our experiments examine the effects of dif-
ferent feedback presentation methods and self-
correction on users’ learning experiences and
intention to use the system.Our study suggests
that in chatbot-driven language-learning tools,
corrective feedback is more effectively deliv-
ered through means other than the social chat-
bot, such as a GUI interface. Furthermore, we
found that guided self-correction offers a supe-
rior learning experience compared to providing
explicit corrections, particularly for learners
with high learning motivation or lower linguis-
tic ability.

1 Introduction

The growing prevalence of AI chatbots as conver-
sational partners for second-language learners em-
phasizes the vital role of delivering effective feed-
back to enhance the overall learning experience.
As researchers and practitioners work to optimize
computer-based conversational language learning,
it is essential to determine the optimal timing, meth-
ods of delivery, and feedback types that contribute

to the most successful outcomes. Prior research has
shown that synchronous corrective feedback (CF)
for grammatical errors is more effective than asyn-
chronous methods in online writing tasks (Shintani
and Aubrey, 2016). However, the best form of syn-
chronous CF in AI chatbot systems has yet to be
determined. Furthermore, self-correction by lan-
guage learners has proven to be more beneficial
than teacher-provided correction (Brown, 2009),
especially for spoken language skills and for learn-
ers with more than limited L2 proficiency. De-
spite this evidence, numerous current language-
learning AI chatbots lack diverse synchronous CF
and self-correction features. And while past re-
search has shown that learners’ proficiency levels
significantly influence their preferences (Orts and
Salazar, 2016; Yang, 2016; Wiboolyasarin et al.,
2022), the optimization of feedback strategies to
adapt to users with varying proficiencies and moti-
vations in language-learning chatbots remains un-
explored. To address this limitation, we propose a
AI chatbot for language learning with synchronous
conversational corrective feedback (CCF), and in-
vestigate the effect of the feedback form and self-
correction with metalinguistic explanations (ME).
Specifically, we explore the following two research
questions:

RQ1: How do the forms of CF delivery, specif-
ically, feedback from the conversational partner
(i.e., the chatbot) and a separate role (i.e., a GUI),
impact the learning experience, including conversa-
tional enjoyment, negative emotions, self-efficacy,
perceived usefulness, and intention to use the sys-
tem? We hypothesize that: H1: Learners prefer
receiving feedback from a separate role rather than
from the conversation partner.

RQ2: How does the process of self-correction
(compared to explicit feedback without self-
correction) impact the learning experiences, includ-
ing conversational enjoyment, negative emotions,
self-efficacy, perceived usefulness, and intention to
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use the system? Specifically, what are the effects on
people with different linguistic ability and learning
purposes? We hypothesize that: H2.1: Learners
with lower linguistic ability prefer receiving guided
self-correction compared to those with higher pro-
ficiency. And H2.2: Learners with serious learning
purposes prefer receiving guided self-correction
relative to those who report other learning motiva-
tion.

2 Related Work

2.1 Chatbots as Conversational Partners for
L2 Learners

A major challenge for second language instructors
and students is finding adequate opportunities for
students to practice conversational skills. A possi-
ble solution is the use of AI-driven chatbots to fill
this gap. For example, Fryer and Carpenter (2006)
discuss how chatbots can be used to increase op-
portunities for students to practice their second lan-
guage. Fryer and Carpenter (2006) also point out
that students who are reticent to speak with human
interlocutors are often able to talk more freely with
a computer. Similarly, Huang et al. (2022) states
that chatbots “encourage students’ social presence
by affective, open, and coherent communication.”
This interaction is driven by recent advances in gen-
erative AI and chatbot design that have improved
the dialogue flow of chatbots as well as their adapt-
ability to individual user attributes (Li et al., 2022).
In the present work we combine scripted dialogue
with generative AI to create a chatbot which is able
to effectively interact with users.

2.2 Automatic Corrective Feedback for L2
learners

Providing CF to students is an extremely time-
consuming prospect for instructors (Shintani,
2016), and the automation of feedback can free
up instructor time to focus on rhetorical and con-
versational skills (Li et al., 2015). Particularly,
automated CF (ACF) can provide the type of real-
time feedback to students that is impossible for
instructors to provide, allowing students to imme-
diately take advantage of the proposed suggestions
and gain more confidence in their independent ex-
pressive abilities (Barrot, 2021). Heift and Hegel-
heimer (2017) further explains that ACF enables
“learner self-study and practice of the target lan-
guage by identifying and explaining error sources”
and allows for self-revision.

In the present work, we test two alternate types
of CF: explicit and implicit feedback, in the con-
text of an educational chatbot for language learning.
Previous work had shown that providing metalin-
guistic explanations without explicit corrections,
which we term guided self-correction, tends to re-
sult in better student engagement and immediate
gains in target-form usage (Sauro, 2021) and may
improve long-term learning outcomes in writing
tasks (Gao and Ma, 2019; Barrot, 2021). (Pen-
ning de Vries et al., 2020) investigates the use
of ACF in a spoken language system, and finds
speaking practice with ACF benefits users’ learning
goals. However, these feedback methods have not
previously been tested in the context of language
learning chatbots, a gap that the present paper seeks
to address.

An additional key aspect of the present work
is our testing alternate strategies for presenting
feedback to language learners. Specifically, we
test whether students prefer receiving CF directly
from the chatbot as part of the conversational flow,
or from another source such as the GUI window.
While previous work has looked at student reac-
tions to the timing of CF (Deeva et al., 2021), stu-
dent control over feedback (Deeva et al., 2021),
and level of explicitness (Sarré et al., 2021; Sauro,
2021), few studies investigate the effect of method
of feedback presentation on engagement and learn-
ing experience. As such, this study is the first to
investigate the impact of strategies for providing
feedback on learning experiences and self-efficacy
in the setting of a language learning chatbot.

2.3 Grammatical Error Correction &
Classification models

Much recent progress has been made in the task
of Grammatical Error Correction (GEC). To date,
this work has largely focused on student essays
(Ng et al., 2014; Bryant et al., 2019). For exam-
ple, Omelianchuk et al. (2020)’s GECToR reframes
the GEC task as a sequence labeling task rather
than a sequence transformation task. Other promis-
ing models are proposed by Stahlberg and Kumar
(2021) and Rothe et al. (2021), who achieve strong
results on the JFLEG (Napoles et al., 2017) and
CoNLL-2014 (Ng et al., 2014) datasets, respec-
tively. Furthering this work, Qorib et al. (2022)
achieves state-of-the-art results on several datasets
by combining successful GEC models, such as
Omelianchuk et al. (2020) and Rothe et al. (2021)
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using a simple logistic regression algorithm. More
recently, Fang et al. (2023), Wu et al. (2023), and
Coyne and Sakaguchi (2023) have investigated the
application of pretrained large language models,
such as GPT-3, to GEC benchmark tasks. We em-
phasize that the above-referenced works primarily
target correcting written student essay data. We, on
the other hand, seek to apply GEC to the dialogue
domain, and thus previously proposed GEC mod-
els may not work as effectively as demonstrated in
prior art.

The present work also relies on error classifi-
cation models to ensure that the correct type of
feedback is presented to users. ERRANT (Bryant
et al., 2017) is a rule-based algorithm to discrimi-
nate error categories by their part-of-speech (POS)
tags. As an improvement to ERRANT, SERRANT
(Choshen et al., 2021) improves the type accuracy
by utilizing SErCL (Choshen et al., 2020) rules
when ERRANT is not informative. SErCL defines
errors by combining the Universal Dependencies
(Nivre et al., 2016) tags of the target item before
and after correction.

3 Study Method

3.1 Recruitment and participants

For this study, we recruited native Mandarin speak-
ers as participants. To find users genuinely inter-
ested in conversing with a chatbot and improving
their English grammar, we used social media for
recruitment, rather than relying on school classes
or Amazon Mechanical Turk. Our demographic re-
cruitment criteria included being a native L1 Man-
darin speaker aged 18 years or older. We also
sought participants having an interest in discussing
travel (the topic of the study) in English via text
message while receiving grammatical error feed-
back. Participation in the study was entirely volun-
tary and unpaid.

175 participants completed the conversation and
post-survey, with the following socio-demographic
profile. The average age of respondants was
32 years, with the large majority having post-
secondary education. Participants have studied
English for an average of 15.7 years. Most partici-
pants reported self-improvement or having fun as
their motivation for engaging with our system. Of
those users who participated, 120 users produced
one or more targeted errors while using the system.
A full breakdown of sociodemographic details can
be found in Appendix B.

Figure 1: User study procedure

3.2 Procedure

Figure 1 depicts the user study procedure. Par-
ticipants were randomly allocated to one of three
experimental groups, each implementing a unique
grammatical error feedback strategy. The study
initiated with a travel-themed conversation with
the chatbot. If participants made grammatical er-
rors, as detected by our GEC model, the system
offered feedback in accordance with their group’s
strategy. To ensure that grammar errors could be
identified, users were required to type at least three
words per turn and encouraged to use complete
sentences. They also needed to complete a min-
imum of 12 dialogue turns, corresponding to the
length of the scripted responses. After the con-
versation, users completed a post-survey collect-
ing their socio-demographic information, English
learning background, motivations, and subjective
experiences with the system. To incentivize survey
completion, participants who finished the survey
received asynchronous grammar feedback, includ-
ing a conversation summary and grammar error
corrections for their responses. Both the system UI
and post-survey were in Mandarin.

3.3 Conversation and grammar error
feedback

As shown in Figure 2, the conversation alternates
between chatting and feedback modes for all exper-
imental groups. It starts with a chatting mode dis-
cussing travel with users. Whenever a user makes
a grammatical error from the targeted error types
(as defined in Section 3.3.1 below), the system first
acknowledges their response and then switches to
feedback mode. In Group 1, users receive feedback
directly from the chatbot (i.e., the interlocutor) via
guided self-correction. In Groups 2 and 3, however,
users receive feedback via a pop-up window on
the system GUI (i.e., separate from the interlocu-
tor) to distinguish it from the conversation. While
Group 2 receives guided self-correction, group 3
only receives explicit error correction without an
opportunity to self-correct. (See 3.3.2 for more de-
tails.) Once the feedback is completed, the system
switches back to chatting mode and resumes the
ongoing conversation. In case of a non-targeted
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Figure 2: Conversation and feedback flow

error (i.e., an error detected by the GEC model but
not explicitly handled by our feedback generator),
the system simply highlights the error in the GUI
and displays the corrected form at the appropriate
location in the user’s previous utterance, without
disrupting the chatting mode.

3.3.1 Targeted error types
Our current feedback generation method generates
feedback for five common types of grammatical
errors frequently made by English learners. The
error types are defined according to the SERRANT
framework (Choshen et al., 2021). The error types
we target are as follows:

• VERB:SVA : Subject-verb agreement errors.
• VERB:TENSE : Incorrect verb tense usage.
• VERB:FORM : Verb form errors. For exam-

ple, using an infinitive verb when a conjugated
form is needed.

• NOUN:NUM : Noun number errors. For exam-
ple, a user saying “I like cat” instead of “I like
cats”.

• DET : Misuse or omission of a determiner,
such as “the” or “a”.

We target these errors because they are among the
most common errors identified in the ErAConD
dataset, indicating a high prevalence of these error
types in L2 English learner conversations. We also
consulted with professional second language edu-
cators who agreed that these error types are among
the most frequently seen in their students’ speech.

Finally, to avoid overwhelming students with feed-
back and disrupting the conversation too frequently,
we chose this relatively small set of errors to tar-
get for the purposes of this study; we plan to add
additional error types in future work.

3.3.2 Grammar error feedback strategies
When the user makes a targeted error, we generate
CF that includes metalinguistic explanations, hints,
and corrected forms. We use the term “metalin-
guistic” to reference a student’s capacity to “reflect
on and manipulate the structural features of lan-
guage” (Nagy and Anderson, 1995). In the con-
text of the present work, we define “metalinguistic
explanation” as feedback which contains explicit
information about the student’s language use, such
as pointing out that the student used an incorrect
verb tense. Depending on the experimental group,
the feedback presented to the user can consist of
one or more of the following types:

1. Error identification: This specifies the portion
of the user’s utterance that contains the error
without providing the correct form.

2. Implicit metalinguistic clues: This includes
a metalinguistic suggestion about the type of
error made, followed by prompts that encour-
age the user to self-correct, with additional
guidance. There are two levels of this type of
feedback: Level 1 provides a simple metalin-
guistic suggestion for the user’s first attempt,
while level 2 provides a more detailed met-
alinguistic explanation for the second attempt.
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3. Explicit correction: This provides an explicit
statement of the corrected form.

We present these suggestions in different ways
depending on the experimental setting. The first
type of feedback, which we refer to as guided self-
correction, begins with feedback types 1 and 2, and
progresses to type 3 only if the student is unable
to self-correct after two attempts. In this approach,
the user is first provided the identified error portion
(e.g. “In this sentence you made a mistake on the
verb ‘are’. ”), along with a metalinguistic sugges-
tion (level 1) and an opportunity to self-correct (e.g.
“What verb form should you have used? For exam-
ple, "sees" and "saw" are different forms of "see".”).
If the user is unable to self-correct, they are given a
second chance with a more detailed metalinguistic
suggestion (level 2) (e.g. “Not quite. Think about
subject-verb agreement. How should your verb be
changed to agree with the subject "He"? ”) If the
user is still unable to self-correct after two attempts,
we then present the explicit correction containing
the corrected form. (e.g. ‘“Good try, but not quite.
It’s tricky, I know. The correct verb form here is
"is". Remember to make your verbs agree with
their subjects.”) This guided self-correction feed-
back approach is presented to experimental groups
1 and 2, as shown in Figure 2. The second type of
feedback, which we refer to as explicit feedback,
consists only of providing type 1 and type 3 feed-
back (see group 3 in Figure 2).

3.4 Measurement
3.4.1 Linguistic ability
Linguistic ability includes various aspects. In this
study, we focus on learners’ lexical competence
in their produced utterances. We measure lexical
diversity using the VocD method (McKee et al.,
2000) 1 and assess lexical sophistication with the
English Vocabulary Profile (EVP), aligning vocab-
ulary usage with CEFR levels. Both metrics are
evaluated with the online tool Text Inspector (Bax,
2012), with the medium of text designated as "writ-
ing." While the Text Inspector tool also provides
language proficiency levels based on the CEFR
framework, we do not rely on this information in
our study. The tool’s original design primarily tar-
gets writing tasks and may not be as suitable for
evaluating language proficiency in textual conversa-
tion. For a comprehensive evaluation of the results,
please refer to Appendix D.

1https://textinspector.com/help/lexical-diversity/

3.4.2 Post-conversation surveys
Upon the completion of each conversation, we gath-
ered self-reported ratings from users on five distinct
constructs related to users’ attitudes toward the sys-
tem: negative emotion toward the feedback (frus-
tration and annoyance), self-efficacy (confidence in
grammar usage and expressive ability), perceived
usefulness of the grammatical CF and suggestions,
enjoyment using the system, and future intention
to use the system. To ensure the reliability and
validity of these constructs, we utilized a set of two
measurement items, each rated on a 5-point Likert
scale, for each construct. These measurement items
were adapted from previous research studies (See
Table 9) and subsequently modified to better suit
the context of language learning chatbots. Figure 5
shows the survey results for each item. Hypotheses
related to each construct and detailed descriptions
of the constructs are shown in Appendix F.

4 System

4.1 Overview
Figure 3 presents the system pipeline in chatting
mode. At each turn, user input is first processed by
the grammar error correction (GEC) module. If any
targeted errors are identified, the system switches
to feedback mode. The system first highlights the
portion of the user’s utterance that contains errors
with red backgrounds. Then, the topic chatbot ac-
knowledges the user’s response using its generation
model. Subsequently, the conversational feedback
generator provides grammatical feedback to the
users. The feedback content and form of delivery
will vary depending on the group’s feedback strate-
gies. For non-targeted error types, the topic chatbot
will continue the conversation while the system will
highlight the user’s error and display the corrected
form on the GUI at the user’s previous response. If
there are no grammar errors in the user’s input, the
topic chatbot continues the conversation without
highlighting or interruption.

The process in feedback mode, where targeted
types are being addressed, proceeds as follows: For
the group without guided self-correction (group 3),
the system switches back to chatting mode imme-
diately after providing explicit grammatical feed-
back at the same turn. For groups with guided self-
correction (groups 1 and 2), the feedback mode con-
tinues to the next turn until the correction process
concludes. During feedback mode in subsequent
turns, the GEC module checks if users are able
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Figure 3: System pipeline in chatting mode: Grammar error correction & response generation flow

to successfully self-correct their errors. If users
self-correct successfully, the feedback generator ac-
knowledges the correction and the system returns
to chatting mode where the topic chatbot continues
the conversation. If they don’t, they are given a sec-
ond chance where the feedback generator provides
a more detailed metalinguistic hint. If they fail to
self-correct after two attempts, the feedback gener-
ator provides explicit feedback the system switches
back to chatting mode. Otherwise, the feedback
continues.

4.2 Topic chatbot

The topic chatbot combines scripted dialogue with
a generative model to create a topic-oriented chat-
bot capable of effectively interacting with users.
At every dialogue turn, the chatbot first generates
a response and subsequently concatenates it with
the scripted responses. Scripted dialogue is em-
ployed for experimental control purposes, primarily
to pose questions designed to elicit more grammat-
ical errors and to ensure consistency in the topics
presented to users across different experimental
groups. Conversely, the generative model is used
to acknowledge user responses in a more natural
manner by dynamically responding to user input.

The script encompasses 12 dialogue turns cover-
ing travel preferences, past travel experiences, and
dream vacations. We employ Blenderbot3 3B as
our generative model, which possesses various con-
versational skills and long-term memory. To reduce
latency, Blenderbot’s internet access was disabled
during experiments. After completing the scripted
portion of the conversation, if users decide to con-
tinue the conversation, the chatbot’s responses will
rely solely on the generative model.

4.3 Grammatical Error Feedback

4.3.1 Grammar error correction

Table 1: Performance of GEC model. TP, FP and FN de-
note the average number of true positives, false positives
and false negatives among 5 runs of cross-validation,
respectively.

Model TP FP FN Prec Rec F0.5

GECToR 24.6 14.4 174.0 0.63 0.12 0.34
T5 (Ours) 43.8 34.6 154.8 0.56 0.23 0.43

Figure 3 illustrates the grammar error correction
process, which consists of two main steps: gram-
mar error correction and error annotation. First,
we use a grammar error correction (GEC) model
to generate corrected sentences based on user-
input sentences. The GEC model is a T5 (Raffel
et al., 2020) model trained for grammar correction2.
We fine-tuned the model on the ErAConD dataset
(Yuan et al., 2022), a GEC conversation dataset be-
tween L2 English learners (of at least intermediate
proficiency level) and an educational chatbot. We
selected level 3 errors (as defined in the ErAConD
dataset) as our training data since they are most
likely to result in misunderstanding. The resulting
fine-tuned model achieves an overall F0.5 of 0.43
evaluated by 5-fold cross-validation, as shown in
Table 1. Detailed results by error type are shown in
Appendix Table 10. While our reported F0.5 is sub-
stantially lower than SOTA GEC models designed
for written text, there is no established baseline
for dialog GEC. Note that the precision of 0.56
doesn’t mean that half of the edits generated are in-
correct. In fact, there are many equally valid ways
to correct a given grammar error; however, when

2https://huggingface.co/
deep-learning-analytics/GrammarCorrector
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calculating precision using a test dataset, we can
only compare system-generated corrections with
the one or two human-annotated gold edits. If the
machine-generated correction does not match the
gold annotation, it will negatively impact evalua-
tion performance, even if the correction is a com-
pletely legitimate alternative. As a result, current
evaluations tend to underestimate the performance
of GEC models. Rozovskaya and Roth (2021) pro-
vides an in-depth study of this issue. While the
current model is effective for the present study, we
are working to improve the GEC model for future
iterations of our system.

After error correction by the GEC model, SER-
RANT compares the user input sentence with the
corrected version to extract edits and classify error
types. For most categories, there are three possible
operations to specify user input errors: Missing
(M), Replacement (R), and Unnecessary (U), indi-
cating whether tokens should be inserted, substi-
tuted, or removed, respectively. Subsequently, we
filter out trivial grammar error types (e.g., punctua-
tion) and reapply the edits to the original sentences.

4.3.2 Grammar error feedback presentation
Grammar errors can be presented in three different
forms: 1) GUI inline highlighting on the user’s
utterance, 2) conversational feedback presented in
the form of a chatbot response from the feedback
generation module, and 3) conversational feedback
presented in a pop-up window from the feedback
generation module.

As discussed in Section 3.3.1, our feedback gen-
eration module explicitly targets five error types,
while other error types detected by our GEC model
are referred to as “non-targeted”. For targeted
errors, the error is first presented in the form of
GUI inline highlighting on the user’s previous re-
sponse. Then, after the topic chatbot acknowledges
the user’s content, conversational feedback is pre-
sented in a form that depends on the experiment
group. For group 1, the feedback is presented by
the chatbot, while for groups 2 and 3, it is presented
in a pop-up window. For non-targeted errors, only
GUI inline highlighting is shown without any addi-
tional feedback.

To generate conversational feedback, we rely
on a number of feedback templates that can be
modified based on the specifics of the respective
error. For example, if SERRANT tags an error as
R:NOUN:NUM , indicating a replacement opera-
tion (’R’) resulting from a difference in noun num-

ber between the original input and the correction,
we populate a template with noun number informa-
tion to generate feedback such as “In this sentence,
you used a single noun when you should have used
a plural noun”, as shown in Figure 2. We use a sim-
ilar approach to populate feedback templates for
error types such as subject-verb agreement, verb
tense, verb forms, and determiners.

5 Results

5.1 Dialog statistics
Table 2 displays the distribution of participants
across each experimental group. Among the 175
participants, 154 encountered at least one error,
with 120 experiencing at least one targeted error.
In this study, our survey analysis focuses on the
120 users who encountered targeted errors, since
the primary experimental treatment involved the
feedback delivery strategy for these errors.

Table 3 offers statistics for users who had tar-
geted errors in their conversations, with a sample
size of 120. On average, users engaged in 15.1
dialog turns (i.e. 15.1 responses from users), each
consisting of 10.1 tokens. Each conversation con-
tained 3.4 turns with any error, 1.6 turns with non-
targeted errors exclusively, and 1.8 turns with tar-
geted errors. The average number of errors per
dialog amounted to 4.3. We also analyzed the most
frequently occurred error types among all 175 par-
ticipants, with the top ten including the five targeted
error types as well as preposition, spelling, noun,
and verb errors (see Appendix E for comprehensive
error type counts).

Regarding learners’ lexical competence, we as-
sessed their lexical diversity, which had a mean (M)
value of 84.8 (SD = 27.0) and a median of 80.25.
The range of lexical diversity scores ranged from
37.1 to 200 (see Appendix D for more details).

Table 2: Numbers of participants in each group

Group All W/ any err. W/ targeted err.
Group 1 49 43 33

Group 2 66 60 48

Group 3 60 51 39

Total 175 154 120

5.2 Survey results
Figure 5 Shows the survey results of all dialogs
with targeted errors. We performed two-tailed t-
tests between groups (Groups 1 and 2 for RQ1,
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(a) High Lexical Diversity (VOCD) (b) Low Lexical Diversity (VOCD)

(c) Serious learners (d) Serious learners with low Lexical Diversity (VOCD)

Figure 4: Survey results of learners with with different lexical diversities and motivation.

Table 3: Dialog statistics

Item M ± SD Mdn. Range
# of dialog turns 15.1 ± 5.2 13 13-47

# of tokens per turn 10.1 ± 4.4 9 4-29

# of turns w/ any error 3.4 ± 2.2 3 1-16

# of turns w/ non-targeted
errors only

1.6 ± 1.7 1 0-10

# of turns w/ targeted error 1.8 ± 1.0 1 1-6

# of errors per dialog 4.3 ± 3.6 3 1-31

Figure 5: Survey results

and Groups 2 and 3 for RQ2), and use Welch t-

test when the sample sizes are unequal, as recom-
mended by Zimmerman (2004).

5.2.1 Effects of the form of feedback delivery
The results presented in Figure 5 demonstrate
that users experienced higher frustration levels
when interacting with Group 1 than with Group
2 (t(58.61) = 2.26, p < .05). Our findings sug-
gest that feedback provided by the dialogue agent
leads to greater frustration than feedback delivered
from another role, such as the GUI, even when the
content and timing of the feedback are identical.

5.2.2 Effects of guided self-direction
Figure 5 shows that users gained more self-efficacy
in their grammar skills when interacting with
Group 2 compared to Group 3 (t(77.88) =
2.51, p < .05). These results suggest that guided
self-correction may be beneficial for enhancing
users’ confidence in their English grammar skills
during conversations.

Effects of user’s linguistic ability To examine
the influence of guided self-correction on users
with varying linguistic abilities, we analyzed sur-
vey data from participants with higher and lower
lexical diversities (VocD >= 90 and VocD <=70,
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respectively). The threshold values were deter-
mined based on the median VocD score (80) with a
range of plus or minus 10. Our results indicate that
users with higher lexical diversity found guided
self-correction (Group 2) more annoying compared
to the absence of guided self-correction (Group
3). This could be because users with higher lexi-
cal competence might have already understood the
corresponding metalinguistic rules, making guided
self-correction redundant and less efficient than
explicit feedback.

Effects on users’ motivation To investigate the
effects on users with varying motivations, particu-
larly their level of commitment to improving their
English conversation skills, we excluded approxi-
mately one-third of users who reported using the
system out of curiosity or for fun and defined the
remaining users as "serious learners". Our find-
ings (Figure 4c) reveal that serious learners not
only experienced significantly higher levels of con-
fidence in their grammar skills with guided self-
correction (t(46.57) = 2.96, p < .01), but also
perceived the feedback to be more useful com-
pared to the absence of guided self-correction
(t(40.54) = 2.47, p < .01). Moreover, we
conducted a further analysis on serious learners
with low lexical diversity (VOCD <= 70) (Figure
4d) and found that when receiving guided self-
correction, they reported higher enjoyment in con-
versation (t(9.14) = 3.46, p < .01 for enjoyment-
1 and t(8.28) = 2.84, p < .05 for enjoyment-
2), increased self-efficacy in both grammar skills
(t(8.21) = 4.20, p < .01) and expressing ideas
(t(6.61) = 3.01, p < .05), and perceived the gram-
matical corrective feedback (t(6.78) = 2.70, p <
.05) and suggestions (t(6.94) = 3.03, p < .05) to
be more useful compared to the absence of guided
self-correction.

6 Conclusion

Results from this preliminary study provide evi-
dence that learners may prefer getting corrective
feedback from a separate role, instead of from
the conversation partner to reduce frustration. In
addition, guided self-correction may provide bet-
ter learning experiences than the absence of self-
correction, especially for learners with lower lex-
ical competence or more serious learning motiva-
tion. These findings highlight the importance of
considering users’ individual differences when de-
signing language-learning chatbots, and the need

for personalized feedback mechanisms that cater
to individual users’ need.

7 Limitations

7.1 Assessment of learner’s linguistic ability
and future research

In this study, the assessment of learners’ linguis-
tic ability was limited to analyzing the learners’
produced utterances in a single short conversation.
Also, it was analyzed with the online tool TextIn-
spector, which was primarily designed for eval-
uating writing tasks rather than textual conversa-
tion. While this provides some insight into their
language proficiency, a more comprehensive as-
sessment of learners’ language proficiency could
offer a deeper understanding of how it influences
their preference toward different feedback strate-
gies. Future research should consider incorporating
additional measures to evaluate learners’ language
proficiency comprehensively. This could involve
utilizing standardized tests for receptive and pro-
ductive skills and conducting detailed assessments
of vocabulary, grammar, and discourse abilities.

7.2 Effect of participants’ language
proficiency

In this study, survey data were collected from par-
ticipants capable of engaging in a conversation
about travel with at least 12 turns from each side.
Participants without the ability to meet this require-
ment were automatically excluded and did not com-
plete the post-survey. Previous research (Van Be-
uningen et al., 2012) indicates that learners with
limited proficiency may prefer explicit corrective
feedback, as they may face challenges in indepen-
dently arriving at correct answers. However, it
should be noted that due to the inherent study de-
sign, some learners with limited proficiency might
not have been included in the sample.

7.3 Effect of the GEC model performance

During the experiment, there were no existing GEC
(Grammar Error Correction) models specifically
designed for conversational grammar errors. As a
result, we developed our own GEC model using a
small dataset of GEC dialogues. To enhance the
performance of the GEC model in future iterations,
we are actively working on collecting additional
conversational GEC datasets. By incorporating
more diverse and extensive data, we aim to im-
prove the accuracy and effectiveness of the GEC
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model. The enhanced performance of the GEC
model is anticipated to have an impact on the effec-
tiveness of different feedback strategies. A more
proficient GEC model could potentially yield better
user experiences, resulting in higher intentions to
use the system. The availability of improved GEC
capabilities will enable more precise and tailored
feedback, enhancing the overall effectiveness of
the system.

7.4 Effect of different feedback strategies
In this study, all feedback strategies used were inter-
ruptive, potentially disrupting the conversation flow.
However, learners with higher linguistic ability
may prefer fewer interruptions, such as preferring
no self-correction than self-correction. Addition-
ally, it is important to acknowledge that individual
learners may have different preferences and learn-
ing styles. To address this, future systems could
consider non-intrusive feedback strategies. For ex-
ample, grammar errors could be highlighted with
a background color, and optional metalinguistic
explanations could be provided on-demand. This
allows learners to access guidance without force-
fully interrupting the conversation, catering to their
preferences and maintaining a smoother learning
experience.
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A Supplementary Materials

The detailed experiment results related to this paper are available in the following GitHub repository:
https://github.com/KaihuiLiang/chatback_gec_feedback

In the following sections, we have selected the most critical aspects of these results for a concise
understanding.

B Sociodemographics of participants

Table 4: Sociodemographics

All users (N=175) Users with targeted errors (N=120)

Sociodemographics n (%) or M ± SD Mdn. Range n (%) or M ± SD Mdn. Range

Age (years) 32.0 ± 13.7 26 18-70 32.1 + 13.2 26.5 18-70

Gender
Women 99 (56.6%) 73 (60.8%)

Men 66 (37.7%) 38 (31.7%)
Prefer not to say 10 (5.7%) 9 (7.5%)

Education
Graduate 90 (51.4%) 61 (50.8%)

Undegraduate 73 (41.7%) 52 (43.3%)
High school 9 (5.1%) 5 (4.2%)

others 3 (1.7%) 2 (1.7%)

Motivation
Self improvement 69 (39.4%) 50 (41.7%)

For fun 62 (35.4%) 39 (32.5%)
Pass tests 15 (8.6%) 12 (10.0%)

others 12 (6.9%) 10 (8.3%)
Talk to friends/families 5 (2.9%) 3 (2.5%)

Travel 5 (2.9%) 3 (2.5%)
Learn cultures 4 (2.3%) 2 (1.7%)

Job opportunities 3 (1.7%) 1 (0.8%)

Learning duration 15.7 ± 9.9 14 0-55 16 ± 9.4 15 0-50

C Dialog statistics and grammar error counts

Table 5: Dialog statistics

Dialog stats. All users (N=175) Users w/ targeted err. (N=120)

Item M ± SD Mdn. Range M ± SD Mdn. Range

# of dialog turns 14.8 ± 4.6 13 13-47 15.1 ± 5.2 13 13-47
# of tokens per turn 9.8 ± 4.4 9 3-31 10.1 ± 4.4 9 4-29
# of turns w/ any error 2.7 ± 2.3 1 0-6 3.4 ± 2.2 3 1-16
# of turns w/ non-targeted errors only 1.5 ± 1.7 1 0-10 1.6 ± 1.7 1 0-10
# of turns w/ targeted error 1.2 ± 1.2 2 0-16 1.8 ± 1.0 1 1-6
# of errors per dialog 3.4 ± 3.5 3 0-31 4.3 ± 3.6 3 1-31
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D Participants’ lexical competence and language proficiency levels

Table 6: Users’ lexical competence. All scores are measured by TextInspector based on users’ responses.

All users (N=175) Users with targeted errors (N=120)

Lexical competence M ± SD Mdn. Range M ± SD Mdn. Range

Lexical Diversity

VocD 81.8 ± 27.8 78.5 0-200 84.8 ± 27.0 80.25 37.1 - 200
MTLD 76.8 ± 27.5 73.6 0-176.4 78.8 ± 25.9 74.7 30.1-176.4

Lexical Sophistication: English Vocabulary Profile (EVP)

C2 type % 0.3 ± 0.6 0 0-2 0.3 ± 0.6 0 0-2
C1 type % 0.5 ± 0.7 0 0-4 0.5 ± 0.7 0 0-3
B2 type % 2.1 ± 1.9 1.7 0-8 2.0 ± 1.8 1.7 0-6
B1 type % 7.2 ± 3.2 6.8 0-16 7.1 ± 3.3 6.7 0-16
A2 type % 15.4 ± 4.5 15 5-30 15.8 ± 4.6 15.5 7-30
A1 type % 63.3 ± 6.6 63.4 46-80 63.0 ± 6.5 63.2 47-80

C2 token % 0.2 ± 0.4 0 0-2 0.2 ± 0.4 0 0-2
C1 token % 0.3 ± 0.5 0 0-3 0.4 ± 0.5 0 0-2
B2 token % 1.5 ± 1.3 1.2 0-5 1.4 ± 1.2 1.3 0-5
B1 token % 5.2 ± 2.4 5 0-11 5.2 ± 2.5 5 0-11
A2 token % 11.8 ± 3.4 11.4 5-23 12.0 ± 3.4 11.5 6-23
A1 token % 71.9 ± 5.4 72 53-85 71.9 ± 5.2 71.9 53-85

Table 7: Users’ language proficiency levels. All scores are measured by TextInspector based on users’ responses.
The overall CEFR represents the holistic score derived from all available metrics. The "VocD - CEFR level"
indicates the CEFR level determined by the VocD score, while the "MTLD - CEFR level" represents the CEFR level
determined by the MTLD score.

Overall CEFR level VocD - CEFR level MTLD - CEFR level

Level All users
(N=175)

Users with
targeted err.
(N=120)

All users
(N=175)

Users with
targeted err.
(N=120)

All users
(N=175)

Users with
targeted err.
(N=120)

C2 1 (0.6%) 0 0 0 0 0
C1+ 0 0 0 0 7 (4.0%) 6 (5.0%)

C1 4 (2.3%) 4 (3.3%) 0 0 5 (2.9%) 4 (3.3%)
B2+ 26 (14.9%) 19 (15.8%) 18 (10.3%) 16 (13.3%) 9 (5.1%) 6 (5.0%)

B2 47 (26.9%) 31 (25.8%) 23 (13.1%) 16 (13.3%) 12 (6.9%) 10 (8.3%)
B1+ 56 (32.0%) 38 (31.7%) 23 (13.1%) 17 (14.2%) 17 (9.7%) 13 (10.8%)

B1 32 (18.3%) 24 (20.0%) 12 (6.9%) 7 (5.8%) 12 (6.9%) 7 (5.8%)
A2+ 7 (4.0%) 3 (2.5%) 0 0 0 0

A2 2 (1.1%) 1 (0.8%) 29 (16.6%) 18 (15.0%) 0 0
A1 0 0 0 0 38 (21.7%) 25 (20.8%)

N/A 0 0 70 (40.0%) 46 (38.3%) 75 (42.9%) 49 (40.8%)
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E Grammar error type counts

Table 8: Grammar error type counts in utterances of all participants. Targeted errors are highlighted with a yellow
background. "op." denotes operations: R for Replacement, M for Missing, U for Unnecessary. The error types are
defined according to the SERRANT framework (Choshen et al., 2021).

Error type (w/ op.) Count % Error type (w/o op.) Count %
R:NOUN:NUM 70 11.7 PREP 71 11.9
R:SPELL 62 10.4 NOUN:NUM 70 11.7
R:VERB:FORM 47 7.9 DET 62 10.4
R:VERB:SVA 38 6.4 SPELL 62 10.4
M:DET 38 6.4 VERB:FORM 60 10
R:PREP:WC 34 5.7 VERB:SVA 38 6.4
M:PREP 20 3.3 NOUN 34 5.7
R:OTHER 20 3.3 VERB:TENSE 22 3.7
R:VERB:TENSE 17 2.8 VERB 21 3.5
R:NOUN:WC 16 2.7 OTHER 20 3.3
U:DET 15 2.5 OTHER:MW 14 2.3
U:PREP 15 2.5 PRON 11 1.8
R:OTHER:MW 14 2.3 AUX:MW 9 1.5
U:NOUN 14 2.3 VERB:MW 8 1.3
M:VERB:FORM 12 2.0 NOUN->VERB 7 1.2
R:DET:WC 9 1.5 VERB:INFL 5 0.8
R:AUX:MW 9 1.5 NOUN:INFL 5 0.8
R:VERB:WC 9 1.5 NOUN->PRON 4 0.7
R:VERB:MW 8 1.3 ADV 4 0.7
R:NOUN->VERB 7 1.2 ADJ 4 0.7

F Survey constructs

Table 9 shows all survey questions and references.

Negative emotions For negative emotions towards feedback, we measured users’ negative emotions,
specifically their levels of frustration and annoyance when receiving immediate corrections during the
conversation. Our hypotheses were that users would experience fewer negative emotions in two scenarios:
1) when receiving corrections from the GUI, which is a separate role from the chatbot; and 2) when not
required to correct themselves.

Self-efficacy Regarding self-efficacy, we measured the level of self-efficacy that users gained after the
conversation, specifically their confidence in their grammar skills and their ability to express ideas in
English conversations. Our hypotheses were that users would experience a greater increase in self-efficacy
when: 1) corrections were given through the GUI, which would provide a less frustrating experience; and
2) they were given the opportunity for guided self-correction, allowing them to actively participate in the
learning process and gain a better understanding of their mistakes.

Usefulness For usefulness, we measured the level of perceived usefulness of the grammatical CF by
users. Our hypothesis was that guided self-correction would be perceived as more useful than without.

Enjoyment Regarding enjoyment, we measured the level of enjoyment that users experienced while
conversing with the chatbot. Our hypothesis was that receiving grammatical correction feedback from the
GUI would be more enjoyable than from the chatbot, as the interruptive feedback would be given from a
separate role rather than the conversation partner. Additionally, we hypothesized that higher proficiency
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learners would find having a conversation without guided self-correction more enjoyable, as they would
require less self-correction and experience fewer interruptions.

Intention to use Lastly, we asked users if they intended to use the system again, using one item that
was reverse-coded for a sanity check. Our hypothesis was that users would have a higher intention to use
the system if they experienced less negative emotion, gained more self-efficacy, perceived the system as
more useful, and enjoyed the conversation more.

Table 9: Survey questions

Construct Item abbr. Question Reference

Self-
efficacy

self-efficacy-
grammar

I think my grammar skills in English conver-
sations improved after using the system (Sun and Wang, 2020)

(Liu, 2013)self-efficacy-
expression

I feel more confident expressing my ideas in
English conversations after using the system.

Negative
Emotion

negative-emo-
frustration

I feel frustrated when the system immedi-
ately corrects my grammar mistakes

(Ryan and Hen-
derson, 2018)
(Agudo and de Dios,
2013)

negative-emo-
annoyance

I feel annoyed when the system immediately
corrects my mistakes

Usefulness

usefulness-
feedback

I think the grammar correction feedback dur-
ing the chat is useful. (Agudo and de Dios,

2013)usefulness-
suggestion

I get useful suggestions about how to im-
prove my grammar in English conversations

Enjoyment
enjoyment-1 I enjoyed talking with the chatbot.

(Saadé et al., 2008)
enjoyment-2 Talking with the chatbot was pleasant.

Intention
to use

intention-to-
use-1

I would like to use this system again. (Rosenthal and Ratan,
2022)

intention-to-
use-2

I am not interested in using this system again.
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G GEC model performance

Table 10: Performance of our T5 GEC model by grammar error type following ERRANT’s error code.

Type TP FP FN Prec Rec F0.5

M:ADJ 0 1 0 0 1 0
M:ADV 1 0 6 1 0.14 0.45
M:CONJ 0 0 5 1 0 0

M:CONTR 0 0 6 1 0 0
M:DET 7 13 37 0.35 0.16 0.28

M:NOUN 0 2 1 0 0 0
M:NOUN:POSS 0 0 3 1 0 0

M:OTHER 1 1 25 0.5 0.04 0.15
M:PART 0 0 1 1 0 0
M:PREP 6 2 16 0.75 0.27 0.56
M:PRON 0 7 22 0 0 0
M:VERB 2 5 14 0.29 0.13 0.23

M:VERB:FORM 5 7 8 0.42 0.38 0.41
M:VERB:TENSE 1 1 4 0.5 0.2 0.38

R:ADJ 1 2 10 0.33 0.09 0.22
R:ADJ:FORM 1 1 4 0.5 0.2 0.38

R:ADV 3 0 9 1 0.25 0.63
R:CONJ 0 0 1 1 0 0
R:DET 9 0 17 1 0.35 0.73

R:MORPH 8 1 29 0.89 0.22 0.55
R:NOUN 2 4 31 0.33 0.06 0.18

R:NOUN:INFL 2 1 3 0.67 0.4 0.59
R:NOUN:NUM 17 16 32 0.52 0.35 0.47
R:NOUN:POSS 0 0 1 1 0 0

R:OTHER 3 15 119 0.17 0.02 0.08
R:PART 0 0 6 1 0 0
R:PREP 26 10 45 0.72 0.37 0.60
R:PRON 0 0 15 1 0 0
R:SPELL 55 26 120 0.68 0.31 0.55
R:VERB 3 3 29 0.5 0.09 0.27

R:VERB:FORM 29 12 24 0.71 0.55 0.67
R:VERB:INFL 1 0 1 1 0.5 0.83
R:VERB:SVA 18 3 6 0.86 0.75 0.83

R:VERB:TENSE 5 3 36 0.63 0.12 0.34
R:WO 0 1 15 0 0 0
U:ADJ 0 0 1 1 0 0
U:ADV 2 2 3 0.5 0.4 0.48
U:DET 2 4 15 0.33 0.12 0.24

U:NOUN 1 2 9 0.33 0.1 0.22
U:OTHER 1 19 8 0.05 0.11 0.06
U:PART 0 0 1 1 0 0
U:PREP 4 5 6 0.44 0.4 0.43
U:PRON 0 0 5 1 0 0
U:SPACE 0 0 15 1 0 0
U:VERB 2 4 7 0.33 0.22 0.30

U:VERB:FORM 0 0 2 1 0 0
U:VERB:TENSE 1 0 1 1 0.5 0.83
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