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Abstract

This paper is a summary of the work done
in my PhD thesis. Where I investigate the
impact of bias in NLP models on the task of
hate speech detection from three perspectives:
explainability, offensive stereotyping bias, and
fairness. Then, I discuss the main takeaways
from my thesis and how they can benefit the
broader NLP community. Finally, I discuss
important future research directions. The
findings of my thesis suggest that the bias in
NLP models impacts the task of hate speech
detection from all three perspectives. And that
unless we start incorporating social sciences
in studying bias in NLP models, we will not
effectively overcome the current limitations of
measuring and mitigating bias in NLP models.

1 Introduction

Hate speech on social media has severe negative
impacts, not only on its victims (Sticca et al.,
2013) but also on the moderators of social
media platforms (Roberts, 2019). This is why
it is crucial to develop tools for automated hate
speech detection. These tools should provide
a safer environment for individuals, especially
for members of marginalized groups, to express
themselves online. However, recent research shows
that current hate speech detection models falsely
flag content written by members of marginalized
communities, as hateful (Sap et al., 2019; Dixon
et al., 2018; Mchangama et al., 2021). Similarly,
recent research indicates that there are social biases
in natural language processing (NLP) models (Garg
et al., 2018; Nangia et al., 2020; Kurita et al., 2019;
Ousidhoum et al., 2021; Nozza et al., 2021, 2022).

Yet, the impact of these biases on the task of
hate speech detection has been understudied. In
my thesis, I identify and study three research
problems: 1) the impact of bias in NLP models on
the performance and explainability of hate speech
detection models; 2) the impact of the imbalanced

representation of hateful content on the bias in NLP
models; and 3) the impact of bias in NLP models
on the fairness of hate speech detection models.

Investigating and understanding the impact of
bias in NLP on hate speech detection models
will help the NLP community to develop more
reliable, effective, and fair hate speech detection
models. My research findings can be extended to
the general task of text classification. Similarly,
understanding the origins of bias in NLP models
and the limitations of the current research on bias
and fairness in NLP models, will help the NLP
community develop more effective methods to
expose and mitigate the bias in NLP models.

In my thesis and this paper, I, first, critically
review the literature on hate speech detection
(§2) and bias and fairness in NLP models (§3).
Then, I address the identified research problems
in hate speech detection, by investigating the
impact of bias in NLP models on hate speech
detection models from three perspectives: 1) the
explainability perspective (§4), where I address the
first research problem and investigate the impact
of bias in NLP models on their performance of
hate speech detection and whether the bias in
NLP models explains their performance on hate
speech detection; 2) the offensive stereotyping
bias perspective (§5), where I address the second
research problem and investigate the impact of
imbalanced representations and co-occurrences of
hateful content with marginalized identity groups
on the bias of NLP models; and 3) the fairness
perspective (§6), where I address the third research
problem and investigate the impact of bias in
NLP models on the fairness of the task of hate
speech detection. For each research problem, I
summarize the work done to highlight its main
findings, contributions, and limitations. Thereafter,
I discuss the general takeaways from my thesis and
how it can benefit the NLP community at large (§7).
Finally, I present directions for future research (§8).



The findings of my thesis suggest that the bias in
NLP models has an impact on hate speech detection
models from all three perspectives. This means
that we need to mitigate the bias in NLP models
so that we can ensure the reliability of hate speech
detection models. Additionally, I argue that the
limitations and criticisms of the currently used
methods to measure and mitigate bias in NLP
models are direct results of failing to incorporate
relevant literature from social sciences. I build on
my findings on hate speech detection and provide
a list of actionable recommendations to improve
the fairness of the task of text classification as a
short time solution. For a long-term solution to
mitigate the bias in NLP models, I propose a list of
recommendations to address bias in NLP models
by addressing the underlying causes of bias from a
social science perspective.

2 Survey: Hate speech

In Elsafoury et al. (2021a), I provide a
comprehensive literature review on hate speech
and its different forms. Furthermore, I review
the literature of hate speech detection for different
methods proposed in the literature accomplishing
every step in the text classification pipeline. Then,
I point out the limitations and challenges of the
current research on hate speech detection.

The main contributions of this survey are:
1) There are different definitions and forms of
hate speech. One of the main limitations of
current studies on hate speech detection, is the
lack of distinction between hate speech and other
concepts like cyberbullying. 2) There are many
resources of hate speech related datasets in the
literature, that allow the development of new
hate speech detection models. However, these
datasets have many limitations, including limited
languages, biased annotations, class imbalances,
and user distribution imbalances. 3) One of the
main limitations of the current research on hate
speech detection, is the lack of understanding how
it is impacted by the bias in NLP models. This
limitation is what I aim to address in my thesis.

Limitations: One of the main limitations of this
survey, is that it focuses on hate speech detection
only as a supervised text classification task.
However, recent studies propose a framework to
automate and enforce moderation policies, instead
of training machine learning models to detect
hate speech (Calabrese et al., 2022). Similarly,

Figure 1: The sources of bias in supervised NLP models

this review focuses on hate speech datasets that
are collected only from social media platforms.
However, recently, generative models have become
more popular and started to be used in generating
hate speech related datasets (Hartvigsen et al.,
2022).

3 Survey: Bias and Fairness in NLP

In Elsafoury and Abercrombie (2023), I review the
literature on the definitions of bias and fairness in
NLP models. Additionally, I review the literature
on the origins of bias in NLP models from two
perspectives: 1) NLP pipeline as discussed in
Shah et al. (2020); Hovy and Prabhumoye (2021),
and 2) social sciences and critical race theory as
discussed in Benjamin (2019); Broussard (2023);
Nobel (2018).

There are many definitions of the term bias. The
normative definition of bias, in cognitive science,
is: “Behaving according to some cognitive priors
and presumed realities that might not be true at all”
(Garrido-Muñoz et al., 2021). And the statistical
definition of bias is “A systematic distortion in the
sampled data that compromises its representatives”
(Olteanu et al., 2019). The statistical definition of
bias is the one used in this thesis.

In this work, I argue that the sources of bias in
the NLP pipeline originate in the social sciences
and that they are direct results of the sources of
bias from the social science (Jim code) perspective
as shown in Figure 1.

The main contribution of this literature review
is reviewing the sources of bias in NLP models
from the social science perspective as well as
the NLP perspective. This survey points out
the limitations of the currently used methods to
measure and mitigate bias in NLP models. It also
suggests that these limitations are direct results of
the lack of inclusion of social science literature
in the development of methods that quantify and



mitigate bias in NLP. Finally, I share a list of
actionable suggestions and recommendations with
the NLP community on how to mitigate the
limitations discussed in studying bias in NLP (§7).

Limitations: One main limitation of this survey
is that it reviews the literature on the sources of bias
in the NLP pipeline, only in supervised models.
Unsupervised NLP models might have different
sources of bias. The second limitation is regarding
the reviewed literature on the sources of bias in
social sciences, where I rely mainly on three books
Algorithms of Oppression: How Search Engines
Reinforce Racism by Safiya Nobel (Nobel, 2018),
Race after Technology: Abolitionist Tools for the
New Jim Code by Ruha Benjamin Benjamin (2019),
and More than a glitch: Confronting race, gender,
and ability bias in tech by Meredith Broussard
(Broussard, 2023). A more comprehensive
literature review to review studies that investigate
the direct impact of social causes on bias in NLP
would be important future work. However, to
the best of my knowledge, this area is currently
understudied.

In the next sections, I address the understudied
impact of bias in NLP models on hate speech
detection models. I investigate that impact from
the following perspectives.

4 The explainability perspective

For this perspective, I investigate the performance
of different hate speech detection models and
whether the bias in NLP models explains their
performance on the task of hate speech detection.
To achieve that, I investigate two sources of bias:

1. Bias introduced by pre-training: where I
investigate the role that pre-training a language
model has on the model’s performance, especially
when we don’t know the bias in the pre-training
dataset. I investigate the explainability of the
performance of contextual word embeddings, also
known as language models (LMs), on the task of
hate speech detection. I analyze BERT’s attention
weights and BERT’s feature importance scores. I
also investigate the most important part of speech
(POS) tags that BERT relies on for its performance.
The results of this work suggest that pre-training
BERT results in a syntactical bias that impacts its
performance on the task of hate speech detection
(Elsafoury et al., 2021b).

Based on these findings, I investigate whether the

social bias resulting from pre-training contextual
word embeddings explains their performance on
hate speech detection in the same way syntactical
bias does. I inspect the social bias in three LMs
(BERT (base and large) (Devlin et al., 2019),
ALBERT (base and xx-large) (Lan et al., 2020), and
ROBERTA (base and large) (Liu et al., 2019)) using
three different bias metrics, CrowS-Pairs (Nangia
et al., 2020), StereoSet (Nadeem et al., 2021), and
SEAT (May et al., 2019), to measure gender, racial
and religion biases. First, I investigate whether
large models are more socially biased than base
models. The Wilcoxon statistical significance test
(Zimmerman and Zumbo, 1993) indicates that
there is no statistical significant difference between
the bias in base and large models in BERT and
RoBERTa, unlike the findings of (Nadeem et al.,
2021). However, there is a significant difference
between the base and xx-large ALBERT. These
results suggest that large models are not necessarily
more biased than base models, but if the model size
gets even bigger, like ALBERT-xx-large, then the
models might get significantly more biased. Since
there is no significant difference between the base
and large models, I only use base LMs in the rest
of the thesis.

Then, I follow the work of (Steed et al., 2022;
Goldfarb-Tarrant et al., 2021) and use correlation as
a measure of the impact of bias on the performance
of the task of hate speech detection. The Pearson’s
correlation coefficients between the bias scores
of the different models and the F1-scores of the
different models on the used five hate-speech-
related datasets are inconsistently positive as shown
in Figure 2. However, due to the limitations
of the metric used to measure social bias, as
explained in Blodgett et al. (2021), the impact
of the social bias in contextual word embeddings
on their performance on the task of hate speech
detection remains inconclusive.

2. Bias in pre-training datasets: Where I
investigate the impact of using NLP models
pre-trained on data collected from social media
platforms like Urban dictionary and 4 & 8 Chan,
which are famous for having sexist and racist posts
(Nguyen et al., 2017; Papasavva et al., 2020). I
investigate the performance of two groups of static
word embeddings (SWE) on hate speech detection.
The first group, social-media-based, pre-trained
on biased datasets that contain hateful content.
This group consists of Glove-Twitter (Mozafari
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Figure 2: Heatmap of the Pearson correlation coefficients
between the performance (F1-scores) of LMS on the different
hate speech datasets and the social bias scores.

et al., 2020), Urban dictionary (UD) (Wilson et al.,
2020), and 4& 8 Chan (chan) (Voué et al., 2020)
word embeddings. The second group of word
embeddings, informational-based, is pre-trained
on informational data collected from Wikipedia
and Google New platforms. This group contains
the word2vec (Mikolov et al., 2021) and Glove-
WK word (Pennington et al., 2014) embeddings.
SWE in this part of the work because there are
SWE that are pre-trained on datasets collected
from social media platforms like urban dictionary,
and 4 &8 Chan. First, I investigate the ability of
the five different word embeddings, to categorize
offensive terms in the Hurtlex lexicon. Then, I
investigate the performance of Bi-LSTM model
with an un-trainable embeddings layer of the five
word embeddings on the used five hate-speech-
related datasets. The results indicate that the
word embeddings that are pre-trained on biased
datasets social-media-based, outperform the other
word embeddings that are trained on informational
data, informational-based on the tasks of offenses
categorization and hate speech detection (Elsafoury
et al., 2022b).

Based on these findings, I inspect the impact
of social bias, gender, and racial, in the SWE
on their performance on the task of hate speech
detection. To measure the social bias in the SWE,
I use the following metrics from the literature:
WEAT (Caliskan et al., 2017), RNSB (Sweeney
and Najafian, 2019), RND (Garg et al., 2018),
and ECT (Dev and Phillips, 2019). Then, I use
Pearson’s correlation to investigate whether the
social bias in the word embeddings explains their
performance on the task of hate speech detection.
Similar to LMs, the results indicate an inconsistent
positive correlation between the bias scores and
the F1-sores of the Bi-LSTM model using the
different word embeddings as shown in Figure 3.
This lack of positive correlation could be due to

limitations in the used metrics to measure social
bias in SWE (Antoniak and Mimno, 2021). These
results suggest that the impact of the social bias in
the SWE on the performance of the task of hate
speech detection is inconclusive.

W
EA

T

RN
SB

RN
D

EC
T

Bias metrics

HateEval

Kaggle

Twitter-racism

Twitter-sexism

Jigsaw-tox

D
at

as
et

Racial bias

W
EA

T
RN

SB
RN

D
EC

T

Bias metrics

Da
ta

se
t

Gender bias

1.0

0.5

0.0

0.5

1.0

Figure 3: Heatmap of the Pearson correlation coefficients
between the performance (F1-scores) of SWE on the different
hate speech datasets and the social bias scores.

Contributions: The main findings and
contributions of the explainability perspective
can be summarized as: 1) The results provide
evidence that the syntactical bias in contextual
word embeddings, resulting from pre-training,
explains their performance on the task of hate
speech detection. 2) The results suggest that
pre-training static word embeddings on biased
datasets from social-media-based sources improves
and might explain the performance of the word
embeddings on the task of hate speech detection.
3) For both static and contextual word embeddings,
there is no strong evidence that social bias explains
the performance of hate speech detection models.
However, due to the limitations of the methods
used to measure social bias in both static and
contextual word embeddings, this finding remains
inconclusive.

Limitations: one of the main limitations of
this work is using social bias metrics from the
literature, which have their limitations as argued
in Blodgett et al. (2021); Antoniak and Mimno
(2021). Additionally, the work done here, is
limited to hate speech datasets that are in English.
Similarly, the social bias inspected in the different
word embeddings is based on Western societies,
where the marginalized groups might be different
in different societies. It is also important to mention
that the findings of this work are limited to the used
datasets and models and might not generalize to
other models or datasets.



5 The offensive stereotyping bias
perspective

In Elsafoury et al. (2022a); Elsafoury (2023), I
investigate how the hateful content on social media
and other platforms that are used to collect data
and pre-train NLP models, is being encoded by
those NLP models to form systematic offensive
stereotyping (SOS) bias against marginalized
groups of people. Especially with imbalanced
representation and co-occurrence of the hateful
content with the marginalized identity groups. I
introduce the systematic offensive stereotyping
(SOS) bias and formally define it as “A systematic
association in the word embeddings between
profanity and marginalized groups of people.”
(Elsafoury, 2022).

I propose a method to measure it and validate
it in static (Elsafoury et al., 2022a) and contextual
word embeddings (Elsafoury et al., 2022a). Finally,
I study how it impacts the performance of these
word embeddings on hate speech detection models.
I propose the normalized cosine similarity to
profanity (NCSP) metric, which is a metric to
measure the SOS bias in static word embeddings
using the cosine similarity between a list of swear
words and non-offensive identity (NOI) words
that describe three marginalized groups (Women,
LGBTQ, and Non-White) described in Table 1. As
for measuring the SOS bias in contextual word
embeddings, I propose the SOSLM metric. The
SOSLM metric uses the masked language model
(MLM) task to measure the SOS bias, similar to the
work proposed in StereoSet (Nadeem et al., 2021)
and CrowS-Pairs (Nangia et al., 2020) metrics.
Instead of using crowdsourced sentence pairs that
express socially biased sentences and socially
unbiased sentences, I use synthesized sentence
pairs that express profane sentences and non-
profane sentence-pairs. I measure the SOS bias
scores in 15 static word embeddings (Elsafoury
et al., 2022a) and 3 contextual word embeddings
(Elsafoury, 2023). The results show that for static
word embeddings, there is SOS bias in all the
inspected word embeddings, and it is significantly
higher towards marginalized groups as shown in
table 2. Similarly, Figure 4 show that all the
inspected contextual word embeddings are SOS
biased, but the SOS bias scores are not always
higher towards marginalized groups. Then, I
validate the SOS bias itself by investigating how
reflective it is of the hate that the same marginalized

Attribute Marginalized Non-marginalized

Gender
woman, female, girl, wife,
sister, daughter, mother

man, male, boy, son,
father, husband, brother

Race

african, african american,
asian, black, hispanic, latin,
mexican, indian,
middle eastern, arab

white, caucasian, european,
american, european, norwegian,
german, australian, english,
french, american, swedish,
canadian, dutch

Sexual-orientation
lesbian, gay, bisexual,
transgender, tran,
queer, lgbt,lgbtq,homosexual

hetrosexual, cisgender

Religion
jewish,buddhist,sikh,
taoist, muslim

catholic, christian, protestant

Disability blind, deaf, paralyzed

Social-class
secretary, miner, worker,
machinist, nurse, hairstylist,
barber, janitor, farmer

writer, designer, actor,
Officer, lawyer, artist,
programmer, doctor,
scientist, engineer, architect

Table 1: The non-offensive identity (NOI) words used to
describe the marginalized and non-marginalized groups in
each sensitive attribute. For the disability-sensitive attributes,
we use only words to describe disability due to the lack of
words used to describe able-bodied.

groups experience online. The correlation results,
using Pearson correlation coefficient, indicate that
there is a positive correlation between the measured
SOS bias in static and contextual word embeddings
and the published statistics of the percentages of
the marginalized groups (Women, LGBTQ, and
non-white ethnicities) that experience online hate
(Hawdon et al., 2015) and the measured SOS bias
scores in static word embeddings using the NCSP
metric and the SOSLM metric. I also validate

Word embeddings
Mean SOS

Women LGBTQ Non-white

W2V 0.293 0.475 0.456

Glove-WK 0.435 0.669 0.234

glove-twitter 0.679 0.454 0.464

UD 0.509 0.582 0.282

Chan 0.880 0.616 0.326

Glove-CC 0.567 0.480 0.446

Glove-CC-large 0.318 0.472 0.548
FT-CC 0.284 0.503 0.494

FT-CC-sws 0.473 0.445 0.531
FT-WK 0.528 0.555 0.393

FT-WK-sws 0.684 0.656 0.555

SSWE 0.619 0.438 0.688
Debias-W2V 0.205 0.446 0.471
P-DeSIP 0.266 0.615 0.354

U-DeSIP 0.266 0.616 0.343

Table 2: The mean SOS bias score of each static word
embeddings towards each marginalized group. Bold scores
reflect the group that the static word embeddings is most
biased against (Elsafoury et al., 2022a).

the proposed metric to measure the SOS bias in
comparison to the social bias metrics proposed
in the literature. I use the Pearson correlation
coefficient between the social bias scores and the
SOS bias scores in the static and the contextual



ra
ce

ge
nd

er

se
xu

al
-o

ri
en

ta
ti

on

re
lig

io
n

di
sa

bi
lit

y

so
ci

al
-c

la
ss

0.30
0.32
0.34
0.36
0.38
0.40
0.42
0.44
0.46
0.48
0.50
0.52
0.54
0.56
0.58
0.60
0.62
0.64
0.66
0.68
0.70
0.72

SO
S_

LM
 s

co
re

s
Biased towards 
 profanity

Biased towards nice sentences

Bert-base
No-bias

ra
ce

ge
nd

er

se
xu

al
-o

ri
en

ta
ti

on

re
lig

io
n

di
sa

bi
lit

y

so
ci

al
-c

la
ss

Biased towards 
 profanity

Biased towards nice sentences

Albert-base
No-bias

ra
ce

ge
nd

er

se
xu

al
-o

ri
en

ta
ti

on

re
lig

io
n

di
sa

bi
lit

y

so
ci

al
-c

la
ss

Biased towards 
 profanity

Biased towards nice sentences

Roberta-base
No-bias

Figure 4: SOSLM bias scores in the different language
models (Elsafoury, 2023).

word embeddings. The results show that, for the
inspected static word embeddings, the correlation
results, according to Pearson correlation, show a
negative correlation between the measured SOS
bias scores measured using the NCSP metric
and the social bias scores (gender and race)
measured using the WEAT, RND, RNSB, and ECT
metrics. As for the contextual word embeddings,
the Pearson correlation coefficient results show a
positive correlation between the SOS bias scores
measured using the SOSLM metric and the social
bias scores (gender, race, and religion) measured
using the CrowS-Pairs metric, which could be the
case because the SOSLM metric is built on the
CrowS-Pairs metric.

Finally, I investigate whether the inspected SOS
bias explained the performance of the inspected
word embeddings on the task of hate speech
detection. I train MLP and Bi-LSTM models
with an untrainable layer of the different static
word embeddings on four hate-speech-related
datasets. As for contextual word embeddings, I
fine-tune BERT-base-uncased, ALBERT-base, and
ROBERTA-base on six hate speech related datasets.
Then, I use Pearson’s correlation between the SOS
bias scores in the different word embeddings and
their F1 scores on the models on the task of hate
speech detection. The correlation results, similar
to the results in §4, show an inconsistent positive
correlation. This could be because the limitations
of other social bias metrics in the literature are
extended to the proposed metrics. In this case, the
impact of the SOS bias in static and contextual
word embeddings on their performance on the task
of hate speech detection remains inconclusive.

Contributions: The main findings and
contributions of the offensive stereotyping
perspective can be summarized as follows: 1)
I define the SOS bias, propose two metrics
to measure it in static and contextual word

embeddings, and demonstrate that SOS bias
correlates positively with the hate that marginalized
people experience online. 2) The results of this
section provide evidence that all the examined
static and contextual word embeddings are SOS
biased. This SOS bias is significantly higher for
marginalized groups in static word embeddings
versus non-marginalized groups. However, this is
not the case with the contextual word embeddings.
3) Similar to social bias, there is no strong evidence
that the SOS bias explains the performance of the
different word embeddings on the task of hate
speech detection.

Limitations: The findings of this work are
limited to the examined word embeddings, models,
and datasets, and might not generalize to others.
Similarly, the SOS bias scores measured using
the NCSP metric in the inspected static word
embeddings, are limited to the used word lists.
Another limitation is regarding my definition
of the SOS bias, as I define bias from a
statistical perspective, which lacks the social
science perspective as discussed in Blodgett et al.
(2021); Delobelle et al. (2022). Moreover, I only
study bias in Western societies where Women,
LGBTQ and Non-White ethnicities are among
the marginalized groups. However, marginalized
groups could include different groups of people
in other societies. I also only use datasets and
word lists in English, which limits our study to the
English-speaking world. Similar to other works on
quantifying bias, our proposed metric measures the
existence of bias and not its absence (May et al.,
2019), and thus low bias scores do not necessarily
mean the absence of bias or discrimination in the
word embeddings. Another limitation of this work
is the use of template sentence-pairs to measure the
SOS bias in contextual word embeddings, which do
not provide a real context that might have impacted
the measured SOS bias. Since the proposed method
used to measure the SOS bias in contextual word
embeddings (SOSLM) builds on social bias metrics
like CrowS-Pairs and StereoSet, it is highly likely
that SOSLM have the same limitations as CrowS-
Pairs and StereoSet that are pointed out in Blodgett
et al. (2021).

6 The fairness perspective

In Elsafoury et al. (2023), I investigate how
different sources of bias in NLP models and their
removal impact the fairness of the task of hate



speech detection. Improving the fairness of the
text classification task is very critical to ensure that
the decisions made by the models are not based on
sensitive attributes like race or gender.

I first measure three sources of bias according
to (Shah et al., 2020; Hovy and Prabhumoye,
2021): representation bias, selection bias, and
overamplification bias. Then, I fine-tune three
language models: BERT, ALBERT, and ROBERTA
on the Jigsaw dataset (Jigsaw, 2018), and measure
the fairness of these models using two sets of
fairness metrics: threshold-based and threshold-
agnostic. The threshold-based metrics are the
TPR_gap and the FPR_gap metrics used in Steed
et al. (2022); De-Arteaga et al. (2019). As for
the threshold-agnostic metric, I use the AUC_gap
metric, which is an adaptation of the metrics
proposed in Borkan et al. (2019). I investigate
the impact of the different sources of bias on
the models’ fairness by measuring the Pearson
correlation coefficient between the bias scores and
the fairness score. Then, I investigate the impact of
removing the three sources of bias, using different
debiasing methods, on the fairness of hate speech
detection models. I remove the representation bias
using the SentDebias method proposed in Liang
et al. (2020) to remove gender, racial, religious and
SOS bias on the inspected language models. To
remove the selection bias, I aim to balance the
ratio of positive examples between the identity
groups in the Jigsaw dataset. To achieve that, I
generate synthetic positive examples using existing
positive examples in the Jigsaw training dataset,
but with word substitutions using the NLPAUG tool
that uses contextual word embeddings to generate
word substitutions (Ma, 2019). To remove the
overamplification bias, I aim to ensure that the
different identity groups, in the Jigsaw dataset,
appear in similar semantic contexts in the training
dataset, as proposed in Webster et al. (2020). To
achieve that, I use different methods: 1) create
data perturbations, 2) I use the sentDebias method
to remove the bias representations from the fine-
tuned models. Thereafter, I compare the fairness
of the inspected language models on the task of
hate speech detection before and after removing
each of the inspected source of bias. I aim to find
the most impactful source of bias on the fairness
of the task of hate speech detection and to find out
the most effective debiasing method. The results
suggest that overamplification and selection bias

SenseScore
Model Gender Race Religion
ALBERT-base 6.9e−05 0.032 0.006
+ downstream-perturbed-data ↓ 4.2e−05 ↓ 0.002 ↓ 0.001
+ downstream-stratified-data ↑ 0.042 0.032 ↑ 0.009
+ downstream- stratified-perturbed-data ↑ 0.013 ↓ 0.003 ↓ 0.0007
BERT-base 0.001 0.03 0.001
+ downstream-perturbed-data ↓ 0.0007 ↓ 0.003 0.001
+ downstream-stratified-data ↑ 0.025 ↓ 0.022 ↑ 0.004
+ downstream- stratified-perturbed-data ↑ 0.002 ↓ 0.002 ↓ 0.0008
RoBERTa-base 0.001 0.024 0.003
+ downstream-perturbed-data ↓ 0.0008 ↓ 0.006 ↓ 0.001
+ downstream-stratified-data ↑ 0.038 ↑ 0.036 0.003
+ downstream- stratified-perturbed-data ↑ 0.003 ↓ 0.002 ↓ 0.0003

Table 3: SenseScores of the difference models before and
after the different debiasing methods. (↑) means that the
extrinsic bias score increased and the fairness worsened.(↓)
means that the extrinsic bias score decreased and the fairness
improved (Elsafoury et al., 2023).

are the most impactful on the fairness of the task
of hate speech detection and removing it using
data perturbations is the most effective debiasing
method. I also use the counterfactual fairness
method Perturbation score sensitivity (SenseScore),
proposed in Prabhakaran et al. (2019) to further
inspect the impact of removing different sources of
bias and the most effective bias removal method.
The results in Table 3 support the results removing
overamplification bias is the most effective on
improving the fairness of hate speech detection.

Finally, I build on the findings of this work and
propose practical guidelines to ensure the fairness
of the task of text classification and showcase these
recommendations on the task of sentiment analysis.

Contributions: The main findings and
contributions of the fairness perspective can be
summarized as follows: 1) The results demonstrate
that the dataset used to measure the models’
fairness on the downstream task of hate speech
detection plays an important role in the measured
fairness scores. 2) The results indicate that it is
important to have a fairness dataset with similar
semantic contexts and ratios of positive examples
between the identity groups within the same
sensitive attribute, to make sure that the fairness
scores are reliable. 3) Unlike the findings of
previous research (Cao et al., 2022; Kaneko
et al., 2022), the results demonstrate that there
is a positive correlation between representation
bias, measured by the CrowS-Pairs and the
SOSLM metrics, and the fairness scores of the
different models on the downstream task of
hate speech detection. 4) Similar to findings
from previous research, (Steed et al., 2022), the
results of this work demonstrate that downstream



sources of bias, overamplification and selection,
are more impactful than upstream sources of
bias, representation bias. 5) The results also
demonstrate that removing overamplification bias
by training language models on a dataset with a
balanced contextual representation and similar
ratios of positive examples between different
identity groups, improved the models’ fairness
consistently across the sensitive attributes and the
different fairness metrics, without sacrificing the
performance. 6) I provide empirical guidelines to
ensure the fairness of the text classification.

Limitations: It is important to point out that the
work done in this section is limited to the examined
models and datasets. This work studies bias and
fairness from a Western perspective regarding
language (English) and culture. There are also
issues regarding the datasets that those metrics used
to measure the bias (Blodgett et al., 2021). The
used fairness metric, extrinsic bias metrics, also
received criticism (Hedden, 2021). This means
that even though I used more than one metric and
different methods to ensure that our findings are
reliable, the results could be different when applied
to a different dataset. It is also important to mention
that there is a possibility that the findings regarding
the most effective debiasing method, which is fine-
tuning the models on a perturbed dataset, is the case
because I use a perturbed fairness dataset as well.
I recognize that the provided recommendations to
have a fairer text classification task rely on creating
perturbations for the training and the fairness
dataset. It might be challenging for some datasets,
especially if the mention of the different identities
is not explicit, like using the word “Asian” to refer
to an Asian person but using Asian names instead.
Additionally, for the sentiment analysis task, the
used keyword to filter the IMDB dataset and get
only gendered sentences might provide additional
limitations that might have influenced the results.
Moreover, in this section, I aim to achieve equity in
the fairness of the task of text classification between
the different identity groups. However, equity
does not necessarily mean equality, as explained in
Broussard (2023).

7 What have we learned?

In this section, I combine all the findings of my
thesis and point out how this work can benefit the
NLP community and the ongoing research on hate
speech detection, bias, and fairness in NLP. The

survey of the literature on hate speech detection in
§2 shows a lack of research on the impact of bias
in NLP models and hate speech detection models.
Especially the impact on the performance of hate
speech detection, and how the hateful content led
NLP models to form an offensive stereotyping bias,
in addition to limitations with the current research
that investigates the impact of bias in NLP models
on the fairness of hate speech detection models.
The aim of my thesis is to fill these research gaps.

The research goal of my thesis is to investigate
the bias in NLP models and its impact on the
performance and fairness of the task of hate speech
detection, and more generally, the task of text
classification. The findings of my thesis show
that the bias in NLP models is preventing us from
having reliable and effective hate speech detection
and text classification models. This is evident by
the findings of my thesis.

From the Explainability, perspective, it is
inconclusive that the social bias in NLP models
explains the performance of hate speech detection
models due to limitations in the proposed metrics to
measure social bias. However, the results in §4 also
indicate that the bias resulting from pre-training
language models, e.g., syntactic bias and biased
pre-training datasets, impacts and explains their
performance on hate speech detection modes. This
good performance suggests that the hate speech
detection model associates hateful content with
marginalized groups. This might result in falsely
flagging content written by marginalized groups on
social media platforms.

From the Offensive stereotyping bias
perspective, the findings in §5 demonstrate that
word embeddings, static and contextual, are
systematic offensive stereotyping (SOS) biased.
The results show no strong evidence that the
SOS bias explains the performance of the word
embeddings on the task of hate speech detection,
due to limitations in the proposed metrics to
measure the SOS bias. However, the existence
of SOS bias might have an impact on the hate
speech detection models in ways that we have not
explored or understood yet, especially against the
marginalized groups.

From the Fairness perspective, the findings
of §6 show that the inspected types of bias,
representation, selection, overamplification, have
an impact on the fairness of the models on
the task of hate speech detection, especially the



downstream sources of bias which are selection
and overamplification bias. This means that the
bias in the current hate speech datasets and the bias
in the most commonly used language models have
a negative impact on the fairness of hate speech
detection models. Hence, researchers should pay
attention to these biases and aim to mitigate them
before implementing hate speech detection models.

These findings assert the notion that bias in NLP
models negatively impacts hate speech detection
models and that, as a community, we need to
mitigate those biases so that we can ensure
the reliability of hate speech detection models.
However, in §3, I discuss the limitations and
criticisms of the currently used methods to measure
and mitigate bias in NLP models that fail to
incorporate findings from the social sciences.

As a short-term solution to improve the fairness
of hate speech detection and text classification
tasks, I provide a list of guidelines in Elsafoury
et al. (2023). These guidelines can be summarized
as follows:

1. Measure the bias in the downstream task.

2. Remove overamplification bias.

3. To reliably measure fairness, use a balanced
fairness dataset and counterfactual fairness metrics.

4. Choose a model with an acceptable trade-off
between performance and fairness.

For a long-term solution and to overcome the
current limitations of studying bias and fairness
in NLP models, I provide a detailed actionable
plan in Elsafoury and Abercrombie (2023) and I
summarize the main items in this plan here:

1. Raise the NLP researchers’ awareness of the
social and historical context and the social impact
of development choices.

2. Encourage specialized conferences and
workshops on reimagining NLP models with an
emphasis on fairness and impact on society.

3. Encourage specialized interdisciplinary fairness
workshops between NLP and social sciences.

4. Encourage diversity in NLP research teams.

5. Incorporating more diversity workshops in NLP
conferences.

6. Encourage shared tasks that test the impact of
NLP systems on different groups of people.

8 Future work

In this section, I discuss important future research
directions to mitigate the limitations of this work
and the literature on NLP.

8.1 Widening the study of bias in NLP
One of the main limitations of this work and most
of the work on bias and fairness in NLP models is
that it focuses on the English language and on bias
from a Western perspective. A critical future work
is to create biased datasets in different languages to
investigate social bias in models that are pre-trained
on data in different languages. It is also important
to investigate bias in multilingual NLP models and
bias against marginalized groups in societies apart
from Western societies.

8.2 Investigate the impact of social bias causes
on the bias in NLP

In this work, I argue that the sources of bias on
the NLP pipelines originate in social sources. I
also argue that the methods proposed to measure
and mitigate bias in NLP models are inefficient,
as a result of failing to incorporate social sciences
literature and methods. One of the main limitations
of this work is the lack of studies that empirically
support this argument. This research direction is
an important step towards understanding the bias
and fairness in NLP and machine learning models
in general.

8.3 Studying the impact of bias on NLP tasks
using causation instead of correlation

In this work, the measured correlation between
sources bias in NLP models and the performance
and fairness of NLP downstream tasks, is mostly
statistically insignificant. Using causation instead
of correlation to investigate that impact could be
more effective.

9 Conclusion

In this paper, I provide a summary of my PhD
thesis. I describe the work done to each my
research findings and contributions. I also discuss
the limitations of my work and how they can be
mitigated in future research. Moreover, I discuss
the main lessons learned from my research as
well as recommendations that can benefit the NLP
research community, especially for studying and
mitigating bias in NP models and improving the
fairness of text classification tasks.
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