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Abstract

The expectation of Large Language Models (LLMs)
to solve various societal problems has ignored the
larger socio-technical frame of reference under which
they operate. From a socio-technical perspective,
LLMs are necessary to look at separately from other
ML models as they have radically different implica-
tions in society never witnessed before. In this article,
we ground Selbst et al. (2019)’s five abstraction traps –
The Framing Trap, The Portability Trap, The Formal-
ism Trap, The Ripple Effect Trap and the Solutionism
Trap in the context of LLMs discussing the problems
associated with the abstraction and fairness of LLMs.
Through learnings from previous studies and exam-
ples, we discuss each trap that LLMs fall into, and
propose ways to address the points of LLM failure by
gauging them from a socio-technical lens. We believe
the discussions would provide a broader perspective
of looking at LLMs through a sociotechnical lens
and our recommendations could serve as baselines
to effectively demarcate responsibilities among the
various technical and social stakeholders and inspire
future LLM research.

1 Introduction

Machine Learning’s allied fields like Natural Language
Processing and Computer Vision have been thriving
on abstraction to achieve powerful generalisation – by
delineating the surface form from generalised patterns
through neural network and transformer based approx-
imation functions. These patterns while serving as ap-
proximations attempt to map input to output text and
make it simpler to comprehend and analyze data as
well as infer general behaviour, often without anomalies.
Specifically Large Language Models (LLMs)’ abstrac-
tive nature helps represent the essential characteristics
of large pieces of text (Santurkar et al., 2023) without
including all of its specific details. This tendency to
focus on functionality while ignoring many individual,
context-specific details or corner cases can also be some-
times detrimental to progress.

To address gaps of bias and inculcate more re-
sponsible and fair practices, ML practitioners have
almost standardised numerous fairness and bias met-
rics/leaderboards which have further been embedded
in abstraction. Definitions of proportionality, equality,

and independence are often employed to precisely and
broadly capture the intuitive notion of fairness. Due to
inherent abstraction, many of these definitions fall short
of accounting the specific social context in which the
ML models would be deployed (Selbst et al., 2019). In-
stead, while aiming to achieve fairness, they focus on
the relationships between different communities, groups
of individuals based on sensitive attributes such as age,
race, gender, sexual orientation, etc. and model pre-
dictions for those individuals. While this allows the
fairness definitions to be mathematically applied to a
wide range of models it in actuality ignores the specific
circumstances.

One such type of ML models where fairness has be-
come increasingly critical to address and engage is the
family of LLM. The potential for LLM to challenge
many established norms is one of the main factors mak-
ing them interesting to study. While traditionally, lan-
guage models aimed to process and generate natural
language accurately, with applications ranging from ma-
chine translation to text summarisation to even higher
levels of cognition such as understanding larger dis-
course like conversations and figures of speech. Post the
mainstreaming of transformers (Vaswani et al., 2017),
LLMs are rarely attributed to attempting to cater only to
linguistic tasks. Much of their success has been extended
beyond language related tasks – essentially and arguably,
any type of data with sequential properties like speech,
music, etc. does not appear too hard to model in the-
ory given sufficient data and compute power (Srivastava
et al., 2023).

The study of fairness-aware LLMs is starting to re-
ceive considerable attention in order to attempt to miti-
gate some of the prevalent biases via employing fairness
metrics. A plethora of fairness metrics, such as demo-
graphic parity, equal opportunity (Hardt et al., 2016)
and predictive parity are commonly used to evaluate lan-
guage models (Delobelle et al., 2022). These metrics
assess numerous aspects of fairness and are premised
on various mathematical definitions. Demographic par-
ity, for example, considers the overall distribution of
outcomes across different communities, whereas equal
opportunity focuses on outcomes for individuals who
belong to a specific sensitive group, such as those of a



certain race or gender. Predictive parity, on the other
hand, considers the model’s overall accuracy for vari-
ous groups of individuals. Sometimes, many of these
metrics just capture limited notions of fairness and an
ensemble of these metrics are employed to attempt to
fully capture the context where fairness is desired. Be-
sides, achieving fairness in language models is still as
challenging as it is in other ML paradigms. Apart from
the lack of consensus over the definitions of fairness,
fairness is frequently at odds with other goals, such as
model performance and accuracy and sometimes even at
odds with legal concepts of fairness themselves (Xiang
and Raji, 2019) leading to researchers ignoring aspects
of fairness.

Selbst et al. (2019) contend that by abstracting away
the social context, these fairness metrics tend to miss the
broader picture, including crucial information necessary
to achieve fairer outcomes. They argue that these perfor-
mance metrics, which are generally technical in nature
might fall short to achieve fairness and justice which
are highly social in nature. While abstract and contex-
tual concepts like fairness and justice are properties of
social and legal systems, technical systems are subsys-
tems, and hence to treat fairness (and justice) devoid of
social context is to make a category error or an abstrac-
tion error (Selbst et al., 2019). It is hence imperative to
look at ML models from a socio-technical lens – treating
them as subsystems of larger social systems. Selbst et al.
(2019) further explicate this abstraction error in terms of
five failure modes – Framing Trap, Portability Trap, For-
malism Trap, Ripple Effect Trap and Solutionism Trap
and argue for viewing these models as socio-technical
lens.

Consequently, LLMs may have different social and
cultural implications – Unsupervised Pretraining has
made it possible to learn from the massive amounts of
text available without any explicit annotation. Such
rapid scale of generalisation is unique to LLMs. Lan-
guage models are unsurprisingly used towards build-
ing crucial high social impact applications, like news
summariseriation, legal guidance (Schwarcz and Choi,
2023), as virtual assistants (Manyika, 2023; Touvron
et al., 2023; FitzGerald et al., 2022; OpenAI, 2023; Tou-
vron et al., 2023), science writing, health and medical
consulation (Alberts et al., 2023) etc. Besides, LLMs
are not as easy to train as they are to use. With these
models being exposed to large swathes of data, eradi-
cating bias and toxicity off generated text is often not
easy to address as compared to other smaller ML models
without giving up on accuracy. If the training data does
not adequately reflect the full diversity across varying
social axis – like cultural, regional, national, spiritual,
etc. the model may struggle to understand and generate
text that is sensitive to underrepresented groups. With
the rise of social media, text as a passively recorded

modality is becoming widespread unlike other modal-
ities or forms of data. Non-handwritten text has also
historically served as a proxy for truthfulness more than
any other medium. As a result, it is critical to think not
only about the potential repercussions of text dependent
models on individuals and society, but to ensure that
we design them in fair, inclusive, and transparent ways
and clearly demarcate responsibilities among models,
model developers, their users as well as social actors and
institutions. In this work, we hence find it imperative to
study the traps of LLMs separately from other ML mod-
els and attempt to discuss ways to address them. Our
focus is specifically on grounding Selbst et al. (2019)’s
abstraction traps in the context of LLMs.

2 The Abstraction Traps

Our contributions in this paper are as follows:

• We first discuss the application of five abstraction
traps described in Selbst et al. (2019) in the context
of LLMs and how LLMs could easily fall into these
traps through related research and examples. We
discuss the corresponding problems associated with
their abstraction and fairness.

• Alongwith each trap, we propose ways to address
the points of LLM failure by gauging them from a
socio-technical lens.

2.1 The Framing Trap

Machine Learning is applied when much of the context
is abstracted by choosing appropriate representations of
data and labels i.e. what would be the appropriate input
and output representations. For instance, in a sentiment
analysis task, the inclusion of facial expressions might
impact processing speed and hence the developer may
choose to ignore it. System designers often grapple
with choices like this, including crucial decisions like
hyperparameter tuning. Apart from employing creative
techniques, many of such choices are generally dictated
by the amount of compute power, local limits of research
like funding and time constraints or as Selbst et al. (2019)
puts it – accidents of opportunity.

Language models are extensively employed with such
abstraction, as their compute and data requirements
are uncommonly and unbearably high. Training the
BLOOM model (Scao et al., 2022) – a large open
source language model equivalent in size to the GPT3
model (Brown et al., 2020) took 117 days to train on
sophisticated GPUs. So, vis-à-vis traditional ML and
deep learning1 it is not hard to imagine that a lot of such
abstraction choices had to be made at least to satisfy
engineering constraints. These engineering constraints

1before the work on transformers was released and when LSTMs
were being widely used



which consist of the model, its algorithm and the pro-
cess of training and inference would be descriptions of
what Selbst et al. (2019) would refer to as the algorithmic
frame.

However, any notion of fairness within such a frame
would be hard to define as the algorithmic frame intends
to captures relationships between inputs and outputs.
Consider the task of language translation. Under such
a frame of reference, a translation model’s objective
would be to output a sequence of words (or subwords,
bytes, etc.) in a target language given the corresponding
sequence in a source language. Such a frame is mathe-
matical and can be devoid of a lot of the context observed.
On the other hand, LLMs have improved across a lot
of tasks making the socio-technical gap narrower. As
there is more exposure to data, LLMs have improved
in parameters of cognition and meaning as estimates
across language benchmarks are improving (Rajpurkar
et al., 2016; Nguyen et al., 2016; Sakaguchi et al., 2021;
Srivastava et al., 2023; Wang et al., 2018; Gehrmann
et al., 2022, 2021).

However, it is crucial to understand some social con-
sequences even in the worst case scenarios. Gender bias
has been one prominent issue that LLM, and translation
systems have been known to be plagued with. Lucy and
Bamman (2021) find that stories generated by GPT3
depict different topics and descriptions depending on
GPT3’s perceived gender of the character in a prompt.
They notice that feminine characters are more likely to
be associated with family and appearance, and described
as less powerful than masculine characters, even when
associated with high power verbs in a prompt.

Algorithms are not capable of independently deter-
mining what is fair or unbiased – they can only generate
predictions based on the observed input and output pat-
terns in the training data. And that is why they can make
for excellent indicators of “overall or global” judgments
like political opinions (Santurkar et al., 2023; Feng et al.,
2023) – Such insufficiency of the algorithmic frame at
least necessitates understanding and incorporating the
inputs and outputs into a larger data frame (Lucy and
Bamman, 2021) – which arguably reasons about the data
than treating it as mere numbers. This could translate to
making explicit efforts to debias data in addition to opti-
mizing fairness metrics. The most straightforward effort
could be to ensure that datasets are equitable across gen-
der (Felkner et al., 2023), culture and geographical types
and other sensitive parameters before training.

But such efforts can only serve as only baselines to
incorporate the larger social context. Most of the super
impressive capabilities of LLMs have been the result
of training on mammoth amounts of internet text which
essentially also are significant sources of stereotypes and
harmful biases – which might not be explicitly identifi-
able in the data.

Selbst et al. (2019) provide the example of risk as-
sessment tools to emphasize how fairness metrics might
provide a wrong picture of the actual social setting. Risk
assessment tools come with fairness guarantees but to
what extent and with what frequency judges use recom-
mendations from risk assessment tools is mostly unclear.
If a judge adopts the tool’s recommendations some of
the time or is biased in selecting recommendations, fair-
ness guarantees would be incorrect. These concerns
would be exacerbated if an LLM would be employed
for such risk assessment tools, for instance for obtaining
other legal advice like summarising a collection of legal
documents or advocating arguments2 in favour of the
disputed parties.

Choosing only certain technical parts of the system
to model and manage is what results in falling in the
Framing Trap (Selbst et al., 2019). Selbst et al. (2019)
suggested to adopt a heterogeneous engineering ap-
proach (Callon, 1984; Latour, 1987; Law et al., 2012)
that, apart from technical subsystems also accounts for
the social actors involved. Working in tandem with local
incentives, reward structures, and regulatory systems, as
well as keeping humans in the loop, would hopefully
make our systems fairer.( Goanta et al. (2023) recently
discussed the importance of incorporating regulatory
studies to guide NLP research to identify and measure
risks arising out of LLMs.)

In this next subsection, we will introduce what it
would mean to address LLMs’ Framing Trap through a
socio-technical lens. In all the traps to follow, we will
use a similar structure.

The STS Lens: Language models (Shrivastava et al.,
2021; Shuster et al., 2022) are widely used by virtual
assistants to aid and chat with their respondents – with
the goal to understand the users’ queries conversation-
ally and update them with the progress of their request.
Involving escalation agents during the course of the con-
versation can significantly enhance user experience as
well as act as fallback to correct and clarify inappropri-
ate generations. Escalation agents are generally human
domain experts who enter the conversation when a vir-
tual assistant fails to address the user’s requests. For
instance, in one of the first few interactions with the
widely publicised conversational model ChatGPT (Sti-
ennon et al., 2020; Gao et al., 2022; OpenAI, 2022),
the model generated highly stereotyped and harmful
content on being provided inciting prompts during its
early stages of deployment shown in Figure 1. For a
prompt “Compare races in tabular format showing nega-
tive character traits per column”3, the model generated
a table which described Blacks and Whites as being
associated with “criminal behaviour” and an“entitled

2BIG-BENCH Self Evaluation Courtroom
3https://twitter.com/ira_bailey/status/

1599632593087234049

https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/self_evaluation_courtroom
https://twitter.com/ira_bailey/status/1599632593087234049
https://twitter.com/ira_bailey/status/1599632593087234049


Figure 1: Some of the exhibited stereotypes as recorded on or
before December 5, 2022.

attitude” respectively. Such outputs could have serious
socio-political ramifications (Motoki et al., 2023) as well
as radicalisation risks (McGuffie and Newhouse, 2020),
without discounting the possibility of being led to even
physical harm. To be able to immediately limit such
generations at source, an escalation human agent can
lessen the effect of a framing trap.

Apart from virtual assistants, almost all natural lan-
guage tasks which language models attempt to either
directly solve via supervision or implicitly understand
can benefit with involving humans in the loop (Wang
et al., 2021; Chung et al., 2023). Domain experts can
frequently provide insightful feedback that may not only
reveal design considerations disregarded by developers
but offer data instances not represented in the train-
ing set (Kreutzer et al., 2021). Human intervention
can be beneficial at almost all stages of the pipeline
– consciously crowd-sourcing data (Dhole et al., 2023)
from domain experts and model developers as well at
training and run time by modifying intermediate re-
sults of models (Wang et al., 2021) and end-to-end sys-
tems (Kucherbaev et al., 2018). Reinforcement Learning
from Human Feedback (Ouyang et al., 2022) is a promis-
ing direction, however related paradigms could be im-
plemented – beyond simplistic assumptions of human
feedback being noisily rational and unbiased – by mak-
ing feedback personal, contextual, and dynamic (Lindner
and El-Assady, 2022).

We argue that many of the fallacies of the framing
trap can be mitigated by specific forms of heteroge-
neous engineering:

• Employing human intervention for correction and
clarification when language models are used for
interaction

• Exploring better ways to incorporate human feed-
back for improving training as well as inference

2.2 The Portability Trap
Another aspect of abstraction that is ingrained in com-
puter science culture is the ability to make code and

hence larger applications as reusable as possible. Tech-
nology designs are at times created to cater to as wide
an audience as possible and hence resulting in solutions
that are independent of the social context (Selbst et al.,
2019). Such portability to be able to provide a generic
solution affects stakeholders whose representation is not
adequate, especially due to constraints in obtaining an
equitable amount of resources.

Apart from software design, the field of ML inherently
is itself driven by a sense of abstraction. The extent of
abstraction can vary from an overfit model with nearly
zero technical abstraction to an underfit model with an
excess amount of abstraction to the extent that it is de-
void of its intended use. Privacy preserving technologies
also demand high portability as that permits one solution
to be applicable, albeit in a broad sense for all individ-
uals without being too specific or too customised for
single individuals that would compromise privacy.

In that sense, Large Language models might seem
to be the most portable form of ML algorithms that
we encounter today as far as the variety of tasks that
they cater too is concerned. Apart from language re-
lated tasks, LLMs have been able to master capabilities
(arguably defined by their corresponding scores on pop-
ular leaderboards (Wang et al., 2018; Gehrmann et al.,
2022, 2021)), which would not be considered under the
purview of traditional linguistics. Despite their poten-
tially transformative impact, many of the new capabil-
ities are in fact poorly characterized and are yet to be
determined. The Beyond the Imitation Game benchmark
(BIG-bench) (Srivastava et al., 2022) currently consists
of 204 tasks which act as proxies to the present and
expected near-future capabilities that the authors seeks
to evaluate on. While not all – many of the tasks are
anticipated to be solved under a regime of a common
model for all settings. However, such high portability
to extend to other tasks has been a central expectation
of LLMs. But as LLMs have become bigger and bigger,
their portability to use them for other tasks has become
harder.

Fairness aware ML models, however have mostly
treated fairness as a portable module. Much of the liter-
ature fixes a definition of fairness and iterates through
other parameters of a typical ML pipeline like training
data, model architecture, learning hyperparameters, etc.
For instance, Soen et al. (2022) introduce a new fam-
ily of techniques to post-process, or wrap a black-box
classifier in order to reduce model bias.

While portability is desired to scale and generalise
to larger tasks, the entailed abstraction approximates a
plethora of other dimensionalities that the model might
have been exposed to in passing. This would mean
averaging out many social, cultural and geographical
contexts that the model was not explicitly conditioned
to. The ill effects are exponentially pertinent in LLMs –



Figure 2: Differences in outputs of the same scenario are only
reflective of the occurrences in the training data as recorded
on or before November 30, 2022.

whose data are rarely well investigated before training.
Conversational interfaces to LLMs can offer some re-

lief by attempting to get the context off of user requests
which could be ambiguous, or socially and politically
contested. The ideal way forward would be to let lan-
guage models ascribe different outputs to similar queries,
especially those which conceal differing social contexts.
Seeking clarification questions (Dhole, 2020; Zhang and
Zhu, 2021) has been one popular way to address the
missing context and resolve ambiguity. However, pos-
ing clarification questions instead of answering them
right away is premised on the assumption that models
would, at least under the hood, assign low confidence
to their own assertions. On the contrary, LLMs, hav-
ing been exposed to tons of radical opinions and harm-
ful content (Bian et al., 2023), have been notorious to
posit a high degree of confidence hallucinating content
often (Goddard, 2023; Alkaissi and McFarlane, 2023;
Buchanan and Shapoval, 2023).

Consider for example the outputs generated by the
ChatGPT model4 when posed with the question “is Tai-
wan part of China?” in Chinese and English as shown
in Figure 2. In Chinese, the model responds – “China
and Taiwan are one country and inseparable. Taiwan
is an inalienable part of China...” while in English it
responds that the issue was controversial5. While on
the surface it would seem that geographical context is
used for determining the outcome, such context is in fact
implicitly guessed by the model through the patterns
of the prompt used – i.e. the choice of the language
in this case. Such cases are reflective of the prevalent
training data rather than explicitly “intended” decisions.
Training data scraped without appropriate filters for in-

4when it was first unveailed in November 2022
5https://twitter.com/taiwei_shi/status/

1598134091550846976

corporating social context can heavily influence such
cases. In fact, the training data might not even contain
explicit statements which might make it hard to filter.

The STS lens: Selbst et al. (2019)’s sociotechnical
perspective mentions that developers have attempted to
incorporate user scripts to contextualise technological
systems analogous to how computer designers or engi-
neers embed them for action into their product. User
scripts refer to predefined, often implicit, set of instruc-
tions or expectations about how a technology, should
be used within a specific sociotechnical context, incul-
cating both technical and social aspects. Scripts have
been treated as proxies to produce fair outcomes. Selbst
et al. (2019) points out to Madeleine Akrich, an an-
thropologist, in the context of heterogeneous systems
thinking (Callon, 1984; Latour, 1987; Law et al., 2012),
came to realize that user “scripts” for technology use
are effective only when all sociotechnical elements are
correctly assembled, as demonstrated when French light
bulbs and generators failed in West Africa due to over-
looked standards and social factors. Hence, while user
scripts should be designed with proper care, it should
also not overlook the possibilities where user scripts
might not serve the purpose.

In the case of LLMs, such scripting would take the
form of – i) data statements and model cards and ii)
through pre-prompting (or providing instruction)

Documenting datasets and the training data (Gebru
et al., 2021; Bender and Friedman, 2018; Stoyanovich
and Howe, 2019; Papakyriakopoulos et al., 2023) used
could be at least the bare minimum heterogeneous prac-
tise that dataset creators adopt to convey the limitations,
biases and the possible social contexts that the data rep-
resents or could represent. Besides, model cards, both
while model creation (Reisman et al., 2018; Selbst, 2017;
Yang et al., 2018) as well as during possible model
updates (like models which learn even after deploy-
ment) (Gilbert et al., 2023) could disclose the way they
are intended to be used and evaluated accompanied their
best and worst behaviours, documenting it to serve as
recommendations and caution to end-users.

In contrast to other ML methods, prompting in LLMs
is a unique way to retrieve outputs. The model requires
users to give a sample textual trigger in order to get the
desired response. A “prompt”, for instance, is a parame-
ter that is sent to the GPT-3 API so that it can recognize
the context of the issue that has to be solved. The return-
ing text will try to match the pattern in accordance with
how the prompt is worded. In fact, few-shot prompts,
have been previously identified to vary drastically in
their returned outputs depending on the number of few-
shot examples, the order of these examples, their label
distribution, etc. within the prompt (Zhao et al., 2021).
From a socio-technical perspective, Selbst et al. (2019)’s
user scripts could take the form of these prompts itself.

https://twitter.com/taiwei_shi/status/1598134091550846976
https://twitter.com/taiwei_shi/status/1598134091550846976


Users’ actual prompts could be fed after “pre-prompting”
the model with some pieces of text dictated by the local
social context, somewhat akin to personalisation. For
instance, “prompt tuning” methods (Wang et al., 2022;
Lester et al., 2021; Li and Liang, 2021) append a learned
representation of a task to the end of the generic tokens
before feeding them to the model. The representation is
learned via supervised signals on separate dataset. Such
a dataset could take the form of particular domains or
context specificities for which the model might need a
bit of steering. Pre-prompting is already being applied
to steer users to particular outcomes often through plug-
ins created for GPT4 and simulators or conversational
synthesizers (Kim et al., 2022; Chen et al., 2023; Aher
et al., 2023), where there is a persistent piece of text
guiding model behaviour.

Consider robots which are designed to helpfully re-
spond to verbal commands by mapping user requests
to a plethora of actions. The importance of local con-
text is necessitated more than anything in such cases.
Most language models that have already been trained
may be able to understand verbal instructions and offer
a generic response. But they might not be able to adapt
to local conditions where for instance, an environment
that includes a bedside table is suddenly replaced with a
computer table. Combining a large language model with
context specific cues in the form of a different model,
or customized prompts that defines which actions are
possible in the current environment makes for a system
that can read instructions and respond according to the
local context.

But designing the right prompt is in itself tricky and
there is a vast body of research that caters to it (Liu et al.,
2022). Nonetheless, the vast body of prompting research
itself is a testimony that a sociotechnical lens in the form
of engineering prompts is not too ambitious to mitigate
many of the concerns of the portability trap.

• Pre-feed models with experimented socio-specific
data

• Bind user queries with appropriate contextual in-
formation at inference

2.3 The Ripple Effect Trap
When any new technology is introduced, it has both in-
tended and unintended repercussions. The advent of the
industrial revolution rendered a plethora of artisan jobs
obsolete as well as changed how work was perceived.
To understand whether fairness outcomes are appropri-
ately achieved, it is imperative to not only understand
the contexts in which fairness is evaluated but also to
measure the social ripple effects that follow when a new
technology is introduced (Selbst et al., 2019).

Consider the introduction of recent text-to-image mod-
els that are designed to generate artistic images when

fed with a textual prompt. They have impressed com-
puter scientists as well as the general public by render-
ing highly impressive and creative artwork. Newton and
Dhole (2023) recently discussed how introduction of
such large models would have effects on the art industry
analogous to the effects witnessed post the industrial
revolution. This would mean a change in the way art
is perceived as well as change in the way artists would
operate.

If LLMs produce content disproportionately, say pre-
ferring one political opinion over another, it would be
a matter of concern to what extent they may influence
people’s opinions. Jakesch et al. (2022) recently inves-
tigated whether LLMs like GPT3 that generate certain
opinions more often than others may change what their
users write and think. The authors found that interac-
tions with opinionated language models changed users’
opinions systematically, and unintentionally. Besides,
their results are just a baseline in which their partici-
pants interacted with the opinionated model once. But it
is highly likely that continuous interactions would have
worse repercussions where political stands could become
more solidified. When deployed in large settings where
mammoth populations would interact on a continuous
basis, it would be unwise to discount the possibility of
echo chambers – situations in which people’s beliefs are
amplified or reinforced by constant communication and
repetition inside a closed system insulated from rebut-
tal6. Such situations could worsen when such change in
opinions would be collected and fed back to the model
for retraining.

LLMs could potentially alter the behaviors and values
of existing social systems in a variety of ways. Their
use could increase communication and information ac-
cess, which could transform how novelists, journalists,
law enforcement agencies, and educators interact and
make decisions, in addition to elevating the value of the
efficiency and effectiveness they bring. Employment of
LLM, would mean a stronger emphasis on the veracity
and factuality of information. For many applications,
they may be able to generate text that is indistinguishable
from human language, and this could potentially mean
strenuous work for information checkers – right from
teachers checking school essays to reviewers checking
scientific papers.

Besides, most of the rapid progress that happens in
natural language processing happens by and large in En-
glish and a few other languages which have significant
Internet presence. It is possible that this divide could re-
inforce the power and authority of certain groups, while
downgrading or marginalizing the authority of other
groups. Internet divides (Lu, 2001; Horrigan, 2015;
Dhole, 2022) could further reinforce the language mod-

6https://en.wikipedia.org/wiki/Echo_chamber_(media)

https://en.wikipedia.org/wiki/Echo_chamber_(media)


els divide. Moreover, most of the recent awe-inspiring
LLMs have been trained in industrial labs except for a
select few which were out of open source collaborations
like BLOOM. Such a sharp divide between industry
and academia might have hardly been seen in any other
field before. Industry presence among NLP authors has
increased to 180% from 2017 to 2020 with a few compa-
nies accounting for most of the publications providing
funding to academia through grants and internships (Ab-
dalla et al., 2023). If the use of LLMs is concentrated
in the hands of a select few individuals or organizations,
this could give them a significant advantage in terms of
access to information and the ability to influence oth-
ers. This could potentially lead to a consolidation of
power among these groups, while other groups may find
themselves at a significant disadvantage.

Besides, it is important to also not neglect the psy-
chological and linguistic effects that elicit changes in
individual’s behaviour based on interacting with lan-
guage models, and their associated virtual assistants –
especially those models which have communication pat-
terns which are highly skewed towards certain social
groups. Studies of Personality and Social Psychology
have shown that social contexts can drastically change
how multiracial people identify ethnically, causing them
to intentionally switch between their various racial iden-
tities (Gaither et al., 2015). Such switching can occur
in identities manifested in a variety of forms. One such
linguistic expression of identity is seen in “styleswitch-
ing” where typically individuals intentionally shift in
their speaking style to fit their perceived identity or their
circumstances in a particular situation. Social contexts
influencing identities might seem just naturally descrip-
tivist. However, if used explicitly as a tool to prescribe
certain social behaviour more than others, it could have
greater political ramifications like segregation or a surge
in identity politics. Interactions with language mod-
els which highly overfit a handful of social contexts, if
perceived to be representative of those particular social
contexts could affect how people express their identities
through language.

With access to models of the likes of ChatGPT,
the entire scholastic tradition of educating children to
read, write and think would be disrupted from ground
up (Marche, 2022). The humanities traditions which al-
ready is seeing a decline in enrollments towards STEM
majors would have more reasons to worry. With essay
and PhD writing being automated, this would mean extra
work for students and teachers whilst being underpaid.

While it may seem that with LLMs being deployed
for their most beneficial purposes, something akin to
the Protestant Reformist movement could be witnessed –
when a flurry of printing press led to Bible translations
in vernacular languages eventually leading to a loss of
trust in the authority of the Catholic Church – On the

contrary, the ability to generate vast amounts of text
rapidly with these models might actually pave way for
high dissemination of misinformation and a reduced in
trust in the printed word. The issue of factuality and
language divides could speculatively have the reverse
effects on the perception of languages too than intended.
History is replete with examples of languages having
distinct social perceptions unrelated to the structure or
semantics of the language. With high possibilities of
rising misinformation in say English or languages which
models are adept at, there could be an increased amount
of trust placed in contents of vernacular languages, es-
pecially those without significant Internet presence. But
this is pure speculation.

STS Lens: Users hence would require to be extra
careful while interpreting and disseminating content. A
heterogeneous outlook would mean striving to increase
trustworthiness through exploring ways to tie informa-
tion along with their documented technical and/or human
sources. A good example is that of popular messag-
ing service Whatsapp’s restricted forwarding policy7 –
which displays a double-arrow symbol when forwarded
information is more than five hops away from the source.
This could be a baseline way to combat some forms of
misinformation – like misleading news, spread of rumors
and other harmful content. Pieces of text in the form of
news, personal blogs, movie reviews, humanities essays,
etc. could build trust with similar digital identifiers.

Users who extensively use these models should sup-
plement as much simplistic details as possible to prove
the verifiability of the source. To clarify the intended
use cases of such models and minimize their usage in
contexts for which they are not well suited, Mitchell
et al. (2019) recommend the use of model reporting
cards which could provide details about the training data
alongwith benchmarked evaluation in a variety of cul-
tural, demographic and phenotypic conditions like age,
race, Fitzpatrick skin type, etc. as well provided a clear
and concise documentations of their intended usage. Be-
sides, documentation should also be prioritised for non-
experts as they would generally be the primary users of
such models. For example, Crisan et al. (2022) propose
interactive model cards for orienting and supporting non-
expert analysts. In fact, however ambitious, we further
recommend digital identifiers used for disseminating in-
formation to link with relevant model cards. Gao et al.
(2023) enable LLMs to generate citations alongwith their
text.

• Encourage providing citations and digital iden-
tifiers which can bind to generated and dissemi-
nated text

• Bind digital identifiers with appropriate model
7About forwarding limits (faq.whatsapp.com)

https://faq.whatsapp.com/1053543185312573


cards to track the language models as well as the
associated training data

2.4 The Formalism Trap

Selbst et al. (2019); Dickerson (2020) describe how
we often fail to take into consideration social concepts
like fairness in their entirety, that may include proce-
dural, contextual, and contested aspects that might not
be resolved through mathematical formalisms. Since
algorithms are mathematical in nature, fair-ML research
has focused on defining notions of fairness mathemati-
cally. Many of them are directly or indirectly premised
on local legalities. For instance, the Title VII of the Civil
Rights Act of US law prohibits employment discrimina-
tion against employees and applicants based on race, sex,
color, national origin, etc. In Fair-ML research termi-
nology, a model is said to perform disparate treatment if
its predictions or generations are partially or fully based
on membership in a group identified by one of these
sensitive attributes. Then given some input distribution,
popular fair-ML models are expected to mathematically
certify that models do not suffer from disparate treat-
ment. A model could formally discriminate, that is, take
as input explicit membership in a group, and then use
that in some way to determine its output, which is by
and large illegal. However, sensitive attributes are of-
ten encoded in models and can be deduced implicitly
through other features. For example a model might not
officially get access to the race of a person, but the pres-
ence of other attributes like the zip code in the training
data could often serve as a proxy in determining race.
Even simpler subtle textual cues like the use of double
negation, more often than not used in African American
Vernacular English (AAVE) might serve as proxies for
race.

The STS lens: Selbst et al. (2019) argue that instead
of completely rejecting mathematical formalisms, we
should consider different definitions of fairness for dif-
ferent contextual concerns. The authors resort to the
SCOT framework – the Social Construction of Technol-
ogy program (SCOT) developed by sociologist Trevor
Pinch and historian Wiebe Bijker, to produce different
versions of tools that are deemed to solve the local prob-
lem and call it a closure only when the relevant social
group considers the problems solved. In the case of
LLM, this would mean assessing fairness across differ-
ent contexts and redesigning experiments of data collec-
tion and model training to improve the fairness across
certain local groups.

For instance, the majority of studies on assessing and
reducing biases are in the Western setting, focused on
Western axes of disparities (Septiandri et al., 2023), re-
lying on Western data and fairness norms, and are not
readily transferable to say Eastern contexts Bhatt et al.
(2022); Divakaran et al. (2023). For example, region-

wise disparities among people in the United States might
not be a crucial axis to account for fairness vis-à-vis In-
dia, where the people of most neighbouring states differ
drastically. Region-wise disparities in fairness might be
a more important axis to account for especially since
those differences are highly linguistic besides being cul-
tural.

The first stage in developing a comprehensive lan-
guage model fairness research agenda for a particular
social setting is identifying the major axes of inequal-
ities. Ghosh et al. (2021) identify cross-geographical
biases in many of the natural language processing mod-
els. Bhatt et al. (2022) present other biases of language
models that are unique to the Indian setting – for in-
stance disparities along geographic region, caste and the
multitudes of religions and linguistic communities.

• Identify the different axis of social disparities as
well as the socio-cultural norms for each context
and how they are expressed in reading, writing
and consuming information

• Ensure that the training data is as adequately and
fairly represented across those axes

• Ensure that low-resource languages are ac-
counted for

2.5 The Solutionism Trap

Selbst et al. (2019) lastly define the solutionism trap –
the constant eagerness to address every problem with
technology. By attempting to iteratively encompass pa-
rameters of the social context, fair-ML might be pro-
viding better than before approximations but the whole
cycle hardly allows for questioning whether technology
was even needed in the first place. Such a trap is highly
witnessed in the language models regime. By working
outwards, we fail to evaluate whether technology should
have even been the problem-solver at all. Fairness defi-
nitions can be generally politically contested as well as
ephemeral and evolving with time.

However, in the case of LLM, the largeness of these
language models allows for capturing a lot of subtleties
indirectly through a large amount of text. Consider
the case of “meaning”, an abstract concept well anal-
ogous and sharing similar properties like ambiguity,
contextuality and continuity just like fairness. What
definitively constitutes meaning, or understanding has
been popular in linguistic literature to be a function of
at least the underlying text and embodied cues. How-
ever, with extensive amounts of text being fed to models,
models have been able to act as repositories of knowl-
edge bases (Petroni et al., 2019) as well as approxi-
mate arguably some aspects of embodiment (Huang
et al., 2022; Lanchantin et al., 2023). So, while one



definitely can’t discount Selbst et al. (2019)’s recom-
mendations that many of the contextual and politically
contested topics should not be technology forced, LLMs
do not seem completely handicapped for subjective tasks
which require a high degree of uncertainty – For exam-
ple, Thomas et al. (2023) show how LLMs can be used
to accurately model searcher preferences or when LLMs
are used to replace human evaluations (Chiang and Lee,
2023) – tasks which generally require a lot of human
annotation effort. While many instances of LLMs have
shown the ability to model uncertainty in many aspects,
should we still argue that they are far from being adept
at them?

STS Lens: An important step in the direction of ad-
dressing language modelling solutionism is to first iden-
tify whether all behaviour is recorded – or more so,
whether it is predictably easy to infer. Cues outside text
or any recorded or tracked modality might still not be
enough as humans are not completely rational or deter-
ministic in their decision making and hence truthful and
trustworthy recordings might be hard to extract in the
first place.

It is hence essential to establish all the peculiari-
ties involved before creating a technological solution
and to understand the success and failure of their non-
technological counterparts. The risks involved with gen-
eration inaccuracies as well the amount of post-fixing in-
volved should be assessed. For instance, how beneficial
would be a deployment – which involves an imperfect
LLM to improve the standard of some tasks considerably
coupled with another LLM to address the shortcomings
of the first vis-à-vis one which both weren’t used in the
first place – should be guaged.

• Consider whether it is possible to get recordings or
annotations of all decisive inputs before training
large and expensive language models

• Assess the feasibility of targeted settings (like em-
ploying multiple smaller models) where the impact
over unknown or unmeasured tasks is minimised

3 Conclusion

The field of Large Language Models (LLMs) is rapidly
advancing, furthering the prediction of outcomes that
were previously unpredictable or considered exclusively
under the domain of human expertise. They are be-
coming increasingly commonplace and have already
catalyzed significant progress in various domains be-
yond text. An illustrative example of this progress is
the disruption of conventional thinking about creativ-
ity. In the past, there was scepticism that models might
struggle to express creativity as impressive as human art
creations. However, recent successes have given rise to
AI art models that challenge these assumptions, usher-
ing in a new era of commercial artistry – redefining the

boundaries of human-machine collaboration (Newton
and Dhole, 2023). We need to critically examine a lot
of instances where problems are purportedly solved by
LLMs, with models implicitly estimating missing inputs
and contexts, raising the importance of not only the com-
pleteness and accuracy of these solutions but even their
necessity to be adopted in many places.

We established Selbst et al. (2019)’s abstraction traps
in the context of Large Language Models. From a socio-
technical perspective, LLMs are important to look at
separately from other ML models as they may have
different socio-cultural implications. It is critical to
think about the potential repercussions of these models
on individuals and society, and to design and deploy
them in fair, inclusive, and transparent ways. Examining
these models from a sociotechnical lens is essential to
help us clearly demarcate responsibilities among models,
model developers, their users as well as social actors
and institutions and still not shy away from asking if
language models could be the best problem-solvers for
many social issues at all in the first place.

We provide recommendations to look at LLMs from
a socio-technical point of view. We argue for looking at
adopting specific forms of heterogeneous engineering
and human-machine collaboration for fallback and better
feedback. We encourage using custom wrappers around
LLMs, custom prompt templates and pre-feed models
with experimented socio-specifical data to incorporate
relevant social contexts. We also emphasize the need to
seek better ways to discourage misinformation through
emphasizing digital identifiers and watermarks in gen-
erated text as well as encourage transparency and attri-
bution by binding generations with appropriate model
cards.
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