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Abstract

Social media offers an accessible avenue for
individuals of diverse backgrounds and cir-
cumstances to share their unique perspec-
tives and experiences. Our study focuses
on the experience of low carbohydrate di-
ets, motivated by recent research and clin-
ical trials that elucidates the diet’s promis-
ing health benefits. Given the lack of any
suitable annotated dataset in this domain, we
first define an annotation schema that reflects
the interests of healthcare professionals and
then manually annotate data from the Red-
dit social network. Finally, we benchmark
the effectiveness of several classification ap-
proaches that are based on statistical Sup-
port Vector Machines (SVM) classifier, pre-
train-then-finetune RoBERTa classifier, and,
off-the-shelf ChatGPT API, on our annotated
dataset. Our annotations and scripts that are
used to download the Reddit posts are pub-
licly available at https://data.csiro.
au/collection/csiro:59208.

1 Introduction

Current practice and general perception recom-
mend carbohydrates as a major contributor to di-
etary energy intake—Acceptable Macronutrient
Distribution Ranges specify carbohydrates 45%−
65% of energy intake (eatforhealth, 2002). How-
ever, recent research spanning clinical trials, sys-
tematic reviews, and meta-analyses substantiates
the benefits of low-carb diets—< 26% of total en-
ergy intake from carbohydrate or less than 130g
of carbohydrate per day—especially for individu-
als with Type II Diabetes, including weight loss,
blood glucose control and reducing cardiovascu-
lar disease risk and remission of Type II Dia-
betes (Alzahrani et al., 2021; Goldenberg et al.,
2021). A low-carb diet typically involves reducing

∗This work was partially done when Skyler was a sum-
mer intern at CSIRO Data61.

the intake of carbohydrates and increasing the pro-
portion of dietary protein and fats (Feinman et al.,
2015). Whilst a large body of controlled clinical
trials has been conducted (Pavlidou et al., 2023),
there is limited research on the experience of cus-
tomers following a low-carb diet. The term experi-
ence entails health effects observed in practice, the
challenges or barriers that people may face, and
the extent of social support or advice, etc. Public
perception is another aspect to probe. By under-
standing commonly perceived health effects and
misconceptions of low-carb diets, health profes-
sionals can tailor strategies to educate and increase
the accessibility of low-carb diets.

We consider social media as a valuable poten-
tial source of real-world insight to support scien-
tific research and inform health professionals on
personal perspectives and experiences of low-carb
diets. Our aim is to quantify the extent of in-
sights that can be mined from social media first-
hand which could indirectly inform dietitians in
clinical health management. Given the lack of
similar studies in the NLP community, the first
step is to create a dataset that facilitates such re-
search. We create a dataset that reflects the inter-
ests of health professionals and focus on identify-
ing Reddit posts about health responses, barriers,
and advice. We manually annotate comments and
submissions from the low carbohydrate diet com-
munity on Reddit (r/lowcarb), ensuring reason-
able inter-annotator agreement. Finally, we bench-
mark the effectiveness of several classifiers, in-
cluding Support Vector Machine-based, pre-train-
then-finetune RoBERTa-based, and off-the-shelf
ChatGPT-based classifiers.

Related work Social media has been exten-
sively investigated to inform health care pro-
fessionals regarding epidemic intelligence (Joshi
et al., 2019), pharmacovigilance (Nikfarjam et al.,
2015; Karimi et al., 2015), or vaccination hesi-
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tancy (Dunn et al., 2015; Khoo et al., 2022). How-
ever, there are hardly any studies from the NLP
community paying attention to dietary practices.
Hansen and Hershcovich (2022) investigated min-
ing arguments for the transition to sustainable
dietary practices (plant-based diets) on Twitter
with crowd-sourced annotations. They focused on
identifying claims supported with sufficient evi-
dence, including anecdotal, expert, study, fact, or
normative. They also annotated their dataset for
stance. Their study highlighted the need for sus-
tainability aspects to be considered for design of
diet programs. They also mention a restriction in
their dataset being lack of context given the nature
of the tweets.

To our knowledge, however, there is no study
that focuses on identifying perspectives and expe-
riences of the low-carb diet and that is the focus of
our study.

2 Dataset

We explored two data sources—Twitter and
Reddit—in the early stages of our work. We
found that different from tweets that were re-
trieved through keyword searching and thus are
often off-topic, the low-carb subreddit (r/lowcarb)
exhibits longer posts with guided discussion and
richer information. Note that the subreddit fosters
a community for people interested in low-carb di-
ets, and may have a selection bias toward more
positive user experiences. However, there is still
ample conversation on the challenges and obsta-
cles of a low-carb diet. Thus, Reddit was selected
as the main data source as we believe its pros out-
weigh the cons. We leave the investigation of other
data sources for future work.

The Reddit data follows a tree-like structure.
Users can submit submissions with a title and an
optional body paragraph, which initiates discus-
sion on a defined topic relevant to low-carb diets.
Redditors may reply to submissions in the form of
comments, which can also be directly replied to.
We use the Pushshift API (https://github.
com/pushshift/api), which can be used to
search all publicly available comments and sub-
missions on Reddit, to collect data.1 When per-
forming the search, we specify only the name of
the subreddit (i.e., lowcarb), and the API will

1We note that this API has since been discontinued. We
therefore only share the annotations with post IDs. The orig-
inal posts can be directly obtained from Reddit.

search for the most recent comments and submis-
sions within the low-carb subreddit. The searches
were conducted several times in 2022-December
and 2023-January, and finally, we collect 1570
unique comments and 1210 unique submissions,
respectively.

Annotation schema Initial exploration of the
Reddit data provided a glimpse into its nature and
characteristics. We note that many posts are advi-
sory, responding with recommendations to a query
or experience, with low-carb recipes frequently
posted. Nutritionists are often interested in un-
derstanding what challenges impede the progres-
sion of the low-carb diet and what health response
users experience. Therefore, we defined three cat-
egories of interest: (1) health response, (2) barrier,
and (3) advice. Any remaining post is categorised
as “Other”. Table 1 provides a short description of
these categories.2

Annotation process The annotations were con-
ducted using the Label Studio interface (https:
//labelstud.io/). There were five annota-
tors: two are dietary experts and the remaining
three with computer science backgrounds. We
conducted a total of four annotation rounds: for
the first three rounds, the same set of exam-
ples/posts were annotated by all annotators, after
which the annotators met to discuss the disagree-
ment at the end of each round. In the main final
round, annotators were assigned different sets of
data. We frame the task as a multi-label classifica-
tion problem. That is, annotators were allowed to
assign more than one category to the post. How-
ever, Other category can not be annotated together
with other categories. In other words, only if an
example does not belong to any of the three cate-
gories of interest, it is annotated as Other.

Inter-annotator agreement There are in total
200 posts annotated by all five annotators, and we
measure inter-annotator agreement on these multi-
annotated examples. For each category of inter-
est, we compute pair-wise inter-annotator Cohen’s
kappa coefficient (Cohen, 1960; McHugh, 2012).
We observe that the Health Response category is
relatively straightforward to annotate and annota-
tors reach a moderate agreement level (averaged
Cohen’s kappa across annotator pairs: 0.59). In
contrast, Barrier is the most challenging category,

2Detailed annotation guidelines are available at https:
//data.csiro.au/collection/csiro:59208.
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Category Definition Example

Health Response Physiological or psychological response, perceived
or experienced. This includes changes in weight,
changes in body composition and body fat lev-
els, changes in blood sugar metrics (HbA1c, A1c,
glucose spikes and variability, post-prandial glu-
cose, hypoglycemia, etc.), changes in Blood lipid
(fat) levels, changes in Blood pressure, changes
in medication requirements, kidney health or func-
tion, risks or side effects (e.g., constipation, insom-
nia, hair loss, diseases), emotional responses (e.g.,
happy, sad, frustrated), mental health (e.g., experi-
encing anxiety or depression).

Since starting this diet last year lost 40 pounds. I
was about 280 in the first picture and weigh about
240 now. Goal weight is 190.

Barrier Circumstances or challenges impeding initiation or
progression of a low-carb diet. This includes lack
of support (e.g., professional or family), inaccessi-
bility of resources, lack of availability of desirable
food, lack of knowledge or understanding, craving
sugar or carbs, and mental health.

Cannot keep my diet if my partner buys fast food
for dinner every day!

Advice Recommended actions to take on the topic of low-
carb diets. This includes the suggestion of action
(i.e., how to, try this, or go to), seeking advice, im-
plicit or passive advice (e.g., providing a recipe or
mentioning a resource), and intention to assist.

Is there any tips and tricks you have found that
helped you with starting low carb for someone with
diabetes?/ My biggest tip is don’t try to find low
carb replacements for carby foods like low carb
pasta or low carb bread.

Other Posts that do not satisfy the criteria of the Health
Response, Barriers, and Advice categories fall un-
der “Other”. This embodies the texts containing
information that is not of interest to the research or
in a format suitable for effective NLP analysis.

Interesting. Thanks for sharing.

Table 1: Defined categories, their definitions, and examples.

where averaged Cohen’s kappa of 0.37 indicates
a fair level of agreement. The other observation
is that dietary experts tend to disagree with each
other more often than layman annotators. One rea-
son behind this scenario is that dietary experts may
use their domain knowledge to interpret users’ ex-
perience (e.g., pregnancy is considered a barrier,
as it may impede the progression of low-carb di-
ets), in contrast, layman annotators rely primarily
on language patterns without inferring any infor-
mation that is not explicitly stated.

3 Benchmark Results

To evaluate the viability of our annotated dataset,
we build several representative classifiers and test
their effectiveness on the dataset.

Train-validation-test split We split our dataset
into training, validation, and testing sets. The test-
ing set contains all examples that are annotated
by multiple annotators (200), and the remaining
examples are randomly split into training (85%,
2193) and validation (15%, 387) examples. The
label distribution is shown in Figure 1.

Evaluation metrics We first create the gold la-
bel for each test example via a simple majority
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Figure 1: Label distribution of our annotated dataset.
Note that one example can be assigned to multiple cat-
egories, the summed percentage over all categories in
each set can thus be larger than one.

rule. That is, each category (Health response, Bar-
rier, Advice) is added to the gold labels if more
than half annotators choose that category. If no
category has more than half votes, the Other cat-
egory is assigned. We then compute the Micro
F1 and Macro F1 scores of the model predictions
against these created gold labels. We call this eval-
uation approach Hard evaluation.

We also employ the Soft evaluation (Uma et al.,
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2021) via comparing model predictions against
each annotator’s annotations. That is, if one pre-
dicted label for the test example could be found in
one annotator’s annotations, it is counted as 1/5
true positive,3 otherwise, 1/5 false positive. Sim-
ilarly, if the annotated label by one annotator is
not found in the model predictions, it is counted
as 1/5 false negative. Finally, the Micro F1 and
Macro F1 scores are calculated.

Classifiers We test the effectiveness of three
representative classification approaches that are
based on statistical Support Vector Machines
(SVM), pre-train-then-finetune RoBERTa classi-
fier, and, off-the-shelf ChatGPT API.

• NB-SVM (Wang and Manning, 2012) is a
strong and efficient SVM variant that uses
Naive Bayes (NB) log-count ratios as fea-
ture values. We train three NB-SVM binary
classifiers for each category of interest on the
training set. During inference, these three
classifiers are applied separately, and, if no
positive label is predicted by any of these
three classifiers, ‘Other’ is assigned to the ex-
ample.

• RoBERTa (Liu et al., 2019) is a transformer-
based encoder that is pre-trained using a
masked language modeling objective. To
adapt RoBERTa for text classification, we
built a multi-label classification head on top
of the RoBERTa encoder. The additional
head takes the contextualized representations
generated by the encoder and maps them to
the target labels. During the fine-tuning pro-
cess, the parameters of the RoBERTa encoder
and the classification head are jointly opti-
mised using a binary cross-entropy loss on
the training set. We test both the base and
large versions of RoBERTa in our experi-
ments.

• ChatGPT (Ouyang et al., 2022) is a large
language model based on the GPT (Gener-
ative Pre-trained Transformer) architecture,
where the original GPT-3 model (Brown
et al., 2020) is further fine-tuned using
supervised learning on a dataset of demon-
strations of the desired model behavior,
and reinforcement learning from human

3One test example is annotated by 5 annotators.

Instruction: you are presented with a post, and the task is
to identify whether the post is talking about physiological
or psychological health responses. The answer should be
either yes or no.

Post: [POST]

Answer: [Answer]

...

Post: [POST]

Answer: [Answer]

Post: [TEST POST]

Answer:

In-context exemplars,
used in few-shot learning

Figure 2: An illustration of the prompt, consisting
of the instruction, a test example, and optionally in-
context exemplars.

Category Overall
Method H.R. B. A. Micro Macro

Hard evaluation

NB-SVM 60.0 48.0 80.7 73.5 62.9
RoBERTa-Base 86.4 66.7 76.4 77.0 76.5
RoBERTa-Large 82.4 68.8 81.0 79.9 77.4
ChatGPT (0-shot) 68.1 43.2 54.5 55.5 55.3
ChatGPT (5-shot) 47.6 33.8 66.3 55.3 49.2

Soft evaluation

NB-SVM 58.1 43.6 71.8 66.0 57.8
RoBERTa-Base 72.6 47.8 72.7 69.7 64.4
RoBERTa-Large 73.2 57.5 76.5 73.6 69.1
ChatGPT (0-shot) 59.8 44.7 50.2 51.2 51.6
ChatGPT (5-shot) 42.4 38.4 61.1 52.2 47.3

Majority rule 78.5 67.1 82.6 80.0 76.1

Table 2: Comparison of different classifiers in terms
of F1 scores. H.R. stands for Health Response; B. for
Barrier; and, A. for advice.

feedback. To use ChatGPT for text clas-
sification, we construct a prompt for each
test example (Figure 2) which is taken
as the input of the model, and the model
returns a free-text response, from which the
predicted label could be inferred. Similar to
NB-SVM, we build three binary classifiers
that use zero-shot or 5-shot learning—five
randomly selected exemplars from the train-
ing set—with OpenAI API (gpt-3.5-turbo,
https://platform.openai.com/
docs/models/gpt-3-5).

Classification results Table 2 shows the evalua-
tion results in terms of F1 scores of each category
as well as micro-averaged and macro-averaged
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Figure 3: The impact of temperate using ChatGPT (0-
shot). We repeat all experiments 10 times. The plot
shows an estimate of the central tendency and the con-
fidence interval.

scores. First, we observe that supervised fine-
tuned models (NB-SVM, RoBERTa) outperform
ChatGPT-based classifiers by a large margin in
both hard evaluation and soft evaluation results.
Secondly, we find that hard evaluation results tend
to overestimate the effectiveness of these classi-
fiers. We conjecture that creating a single set of
gold labels may reduce the task difficulty via tol-
erating more ‘Other’ predictions. For example,
if one example is annotated by two annotators as
‘Barrier’ and the other three as ‘Other’, the merged
gold label is ‘Other’ via simple majority rule, be-
cause there are no more than half votes on any cat-
egory of interest. A model prediction of ‘Other’
does not count as an error under hard evaluation,
but contributes 0.4 false negatives under soft eval-
uation.

Lastly, we observe that there is no clear benefit
of 5-shot over zero-shot with ChatGPT (except for
‘Advice’ category), showing that the classifier re-
lies primarily on semantic priors from pretraining
rather than in-context exemplars.

How stable are ChatGPT classifiers? One im-
portant feature of the ChatGPT-based classifier is
that it outputs a sequence of text rather than dis-
crete labels. Although we specify in the prompt
that “The answer should be either yes or no”,
the responses are still very diverse (e.g., “...not
enough information...”, “...unclear...”, “...cannot
be determined...”). To control the randomness of
sampling, we choose different temperature values
from a list of numbers: {0, 0.4, 0.7, 1} and ob-
serve its impact on zero-shot F1 scores. Figure 3
shows that lower values like 0 make the classifier
more effective and stable. Therefore, we choose a
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Figure 4: The impact of randomness—random weights
initialization in RoBERTa-based classifiers and random
sampling and in-context exemplars in ChatGPT-based
classifiers—on Macro F1 scores. We repeat all exper-
iments 10 times. The stick shows each experimental
result.

temperature of 0 for the following experiments.
Another factor that may cause instability in

ChatGPT-based few-shot classifiers is the selec-
tion of in-context exemplars (Zhang et al., 2022).
We test the impact of in-context exemplars by ran-
domly selecting different examples. From Fig-
ure 4, we find that although ChatGPT 5-shot is
indeed more unstable than zero-shot where only
instructions are provided in the prompt without in-
context exemplars, it is still more stable than su-
pervised training with RoBERTa-large. The latter
has been observed by Mosbach et al. (2021) where
training with multiple random seeds results in a
large variance of effectiveness.

4 Summary

We create a dataset that consists of Reddit posts
talking about low-carb diets. These posts contain
rich information about health responses relating to
low-carb diet consumption, barriers impeding the
progression, and suggested actions to take. Our
benchmark results on the annotated dataset show
that although ChatGPT is promising at classifying
Reddit posts into defined categories of interest, it
still underperforms supervised trained models by
a large margin.
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