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Abstract

Fine-tuning biomedical pre-trained language
models (BioPLMs) such as BioBERT has be-
come a common practice dominating leader-
boards across various natural language pro-
cessing tasks. Despite their success and wide
adoption, prevailing fine-tuning approaches for
named entity recognition (NER) naively train
BioPLMs on targeted datasets without con-
sidering class distributions. This is problem-
atic especially when dealing with imbalanced
biomedical gold-standard datasets for NER in
which most biomedical entities are underrep-
resented. In this paper, we address the class
imbalance problem and propose WeLT, a cost-
sensitive fine-tuning approach based on new re-
scaled class weights for the task of biomedical
NER. We evaluate WeLT’s fine-tuning perfor-
mance on mixed-domain and domain-specific
BioPLMs using eight biomedical gold-standard
datasets. We compare our approach against
vanilla fine-tuning and three other existing re-
weighting schemes. Our results show the pos-
itive impact of handling the class imbalance
problem. WeLT outperforms all the vanilla
fine-tuned models. Furthermore, our method
demonstrates advantages over other existing
weighting schemes in most experiments.

1 Introduction

Fine-tuning biomedical pre-trained language mod-
els has become a mainstream practice dominat-
ing leaderboards across various biomedical NLP
tasks. Despite major advancements and wide us-
age, recent work reported fine-tuning instabilities
for general-domain NLP tasks (Devlin et al., 2019;
Lee et al., 2019). Lee and colleagues reported
that small training datasets (i.e., less than 10,000
examples) is one of the potential reasons for fine-
tuning instabilities. Moreover, a few studies point
out the positive impact of handling the class im-
balance before fine-tuning (ValizadehAslani et al.,
2022). Most of the real-world biomedical datasets

are highly imbalanced (Akkasi et al., 2018). Never-
theless the impact of class imbalance before fine-
tuning biomedical datasets is often explored, espe-
cially not for named entity recognition.

The commonly used tagging scheme for biomed-
ical named entity recognition (BioNER) is the In-
side–outside–beginning (IOB) format (Shen and
Sarkar, 2005). It consists of three classes: (a) the
B tag represents the beginning or first token of a
biomedical entity, (b) the I tag denotes the continua-
tion of the first token as an inside biomedical entity,
and (c) the O tag represents a token that is not part
of a biomedical entity. Thus B and I classes are the
positive samples, while the O class is the negative
sample. Table 1 shows the imbalanced nature of
BioNER corpora for multiple entity types, includ-
ing chemical, disease, gene, and species entities. It
is clear to conclude that biomedical ground-truth
training datasets are highly skewed. Such high data
imbalance and scarcity make many BioNER mod-
els biased towards the O class, thus, they often
misclassify entities (B and I classes).

Dataset O B I
NCBI (Doğan et al., 2014) 74.44 12.67 12.89
BC5CDR-Disease (Li et al., 2016) 93.99 3.54 2.47
BC5CDR-Chemical (Li et al., 2016) 93.99 4.40 1.61
BC4CHEMD (Krallinger et al., 2015) 92.69 3.30 4.01
BC2GM (Smith et al., 2008) 89.50 4.28 6.22
BioRED-Chem (Luo et al., 2022) 96.72 2.34 0.94
BioRED-Disease (Luo et al., 2022) 94.78 3.00 2.22
Linnaeus (Gerner et al., 2010) 98.84 0.75 0.41

Table 1: Class distribution percentage for biomedical
ground-truth training datasets.

Since these gold-standard biomedical datasets
are curated by domain experts, we avoided using
traditional resampling approaches, as there might
be a possibility of information loss, and duplicat-
ing training examples leads to poor performance
of language models (Lee et al., 2021). On the
other hand, fine-tuning BioPLMs (Alrowili and
Shanker, 2021) naively on highly skewed datasets
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is problematic, since it can lead to a bias in the
trained models, which can negatively affect the per-
formance. Therefore, we investigate the impact
of handling the class imbalances while fine-tuning.
We develop a weighted loss trainer (WeLT) that
addresses class imbalances by introducing coeffi-
cients that penalize majority classes and give more
weight to the rare ones before fine-tuning.

To evaluate our approach, we conduct extensive
BioNER experiments on eight biomedical gold-
standard datasets. We fine-tune different variants of
biomedical BERT models (mixed/continual train-
ing and domain-specific) and BioELECTRA. We
do not only compare WeLT against vanilla fine-
tuning approach (i.e., it assumes that the misclas-
sification errors are equal for all class labels), but
also with three other existing comparable weight-
ing schemes. WeLT and other weighting schemes
outperform vanilla fine-tuned models. This proves
the hypothesis that class imbalance has a negative
impact on fine-tuning. We suggest that class imbal-
ance should be considered as an additional factor
for fine-tuning.

In summary, our main contributions are as fol-
lows:

1. We propose WeLT, a class-balanced re-
weighting scheme added to a trainer’s loss
function before fine-tuning models.

2. We compare WeLT to vanilla fine-tuning
approach, and existing cost-sensitive class
weighting methods, including Inverse Num-
ber of Samples, Inverse of Square Root of
Number of Samples, and Effective Number
of Samples (Suri, 2022; Cui et al., 2019). We
conduct our experiments on several transform-
ers such as BERT and ELECTRA.

3. We publicly release the code and hyper-
parameters to reproduce our research results1.
We also release all the fine-tuned models on
the Hugging Face Hub2 (Wolf et al., 2020).

2 Related Work

Large pre-trained language models have been the
state-of-the-art across a variety of tasks in natural
language processing (Devlin et al., 2019; Clark
et al., 2020). However, direct application of these
models to biomedical text mining applications

1https://github.com/mobashgr/WeLT
2https://huggingface.co/mobashgr

yields unsatisfactory results, since the word dis-
tributions of general domain and biomedical cor-
pora are very diverse (Lee et al., 2020). Therefore,
Lee and colleagues adapted BERT for biomedical
applications and pre-trained BERT on PubMed ab-
stracts and PubMed Central full-text articles. How-
ever, BioBERT is a mixed-domain pre-training ap-
proach, as authors used the original vocabulary of
BERT (i.e., Wikipedia and BookCorpus). Blue-
BERT (Peng et al., 2019) is pre-trained on PubMed
abstracts and clinical notes. SciBERT (Beltagy
et al., 2019) generates the vocabulary and pretrains
from scratch, using biomedical and computer sci-
ence literature. Subsequent work has been devoted
to train the model from scratch on a biomedical
vocabulary only, such as PubMedBERT (Gu et al.,
2021). Their results show that domain-specific
pretraining from scratch can substantially outper-
form the traditional mixed-domain approach. Bio-
ELECTRA is pre-trained on PubMed and PubMed
Central (Kanakarajan et al., 2021). Biomedical
BERT variants and BioELECTRA require mini-
mal modification of the architecture. Leaman and
colleagues developed various ensemble methods
for the chemical identification task (Leaman et al.,
2023) mostly focusing on fine-tuning Biomedical
BERT variants. The fine-tuning instability of BERT
has been pointed out in various studies. The ob-
served instabilities are identified due to the follow-
ing potential reasons: (a) catastrophic forgetting,
(b) small size of the fine-tuning datasets (Devlin
et al., 2019; Lee et al., 2019; Dodge et al., 2020),
and (c) optimization difficulties early in training
(vanishing gradients) (Mosbach et al., 2020). One
of the possible reasons for poor fine-tuning results
is using an imbalanced dataset even if the training
dataset is large. Most of the biomedical datasets
are skewed (Zhao et al., 2018).

Most existing algorithms for learning imbal-
anced datasets can be divided in to two cate-
gories: (a) re-sampling, and (b) re-weighting. In
the biomedical domain, Akkasi and colleagues di-
rectly investigated the class imbalance problem
for biomedical datasets. They propose a balanced
undersampling approach for sequence data and en-
hance the classification performance by systemati-
cally removing negative samples from training data
(Akkasi et al., 2018). Re-weighting approaches al-
low minority samples to contribute more to the loss
function. One of the earliest approaches introduced
a factor that can be multiplied by a certain thresh-
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old, resulting in higher weights for misclassifica-
tion of minority classes (Elkan, 2001). However,
this factor assumes that one deals with a binary clas-
sification problem. Recent work addresses class
imbalance when applying BERT for sentence clas-
sification. For example, Madabushi and colleagues
(Madabushi et al., 2020) applied cost-weighting for
a binary classification problem on which the exact
weight is related to the dissimilarity of training,
development, and test datasets. They report that
the weights are obtained experimentally through
a hyper-parameter search. Weighting by inverse
class frequency or a smoothed version of inverse
square root of class frequency are often adopted
(Suri, 2022). Cui and colleagues proposed a re-
weighting loss by using the inverse effective num-
ber of samples for addressing class imbalance (Cui
et al., 2019).

Handling class imbalance for different NLP
downstream tasks is challenging, due to the fol-
lowing reasons:

• Most of the training data are part of gold stan-
dard datasets that are annotated and curated
by domain experts. The human annotation
and curation of biomedical data are tedious
tasks that require manpower and time, there-
fore, there are only limited biomedical gold-
standard datasets. Consequently, undersam-
pling is not the appropriate solution to address
class imbalance.

• Even if the training data is not a gold standard,
transformers are powerful enough to mem-
orize duplicate instances. Moreover, recent
research proves that de-duplicating training
data makes the language models better and
allows faster training (Lee et al., 2021).

• Removing some instances from the majority
classes can result in information loss.

• Running multiple experiments to acquire new
class weights by applying cost-learning ap-
proaches is a tedious task that does not provide
a generic method that can be used to acquire
new weights for both majority and minority
classes.

Based on the extensive literature survey related
to the existing class imbalance research, we con-
clude that the cost-sensitive learning approaches
for biomedical BERT-based models have been ne-
glected for BioNER.

3 WeLT - Weighted Loss Trainer

Vanilla fine-tuned models assume that misclassi-
fication errors and cost, respectively, contribute
equally to all class labels. However, in many real-
world applications, such as BioNER, the differ-
ences between different misclassification errors can
be quite large and thus critical. In other words, the
error costs for rare classes in a trainer’s loss func-
tion should be higher. This can be achieved by
re-weighting the instances of each class according
to their misclassification costs. For this, we pro-
posed WeLT, a cost-sensitive fine-tuning approach
for BioNER as depicted in Figure 1.

Figure 1: WeLT: A class-balanced re-weighting loss
function applied before fine-tuning on BioNER targeted
datasets.

WeLT sets a higher class weight for the minority
classes and a lower weight for the majority classes.
Based on the context of our work with the IOB
tagging scheme, O is the majority class. While B
and I are the minority classes as shown in Figure
2. We present a generic way of calculating the
re-scaled class weights for the IOB tags without
having hyper-parameter search factors. The new
class weights are calculated using the inverse ratio
of each corresponding class distribution over the
total class distributions of the training datasets, as
shown in Equation (1).

wx = 1− Ix
It
, with x ∈ {o, b, i} (1)

We illustrate the computation based on the NCBI
dataset. Let TDncbi be the training data of NCBI,
consisting of It = 5,868,591 instances of the three
classes o, b, and i. The number of instances per
class in TDncbi is denoted Io, Ib and Ii for the O,
B, and I classes, respectively.
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The three class instances are as follows:

• Io = 4,262,718

• Ib = 389,892

• Ii = 1,215,981

The new weight for each of the three classes is
computed using Equation (1), leading to the follow-
ing values :

• wo ≈ 0.27

• wb ≈ 0.79

• wi ≈ 0.93

Let W⃗V be the vector that has three elements, i.e.

WV =





wo

wb

wi




. Then, W⃗V is normalized using

Softmax, as shown in Equation (2).

σ ⃗(WV )i =
eWVi

∑t
c=1 e

WVc
(2)

where W⃗V is the input vector to Softmax. WVi are
the elements of W⃗V , so WVi of TDncbi contains
three elements.

The standard exponential function, denoted
eWVi , is applied to each element of the input vector
W⃗V .

The normalization term, denoted
∑t

c=1 e
WVc ,

ensures that all the output values of the function
will sum to 1, where t = 3.

Thus, the values for normalized vector of

TDncbi denoted, σ ⃗(WV ), are ≈






0.2167
0.4192
0.3641






As previously mentioned vanilla fine-tuned train-
ers use cross-entropy loss. Cross-entropy loss as
shown in Equation (3) minimizes the training error
by assuming that individual samples and classes
are equally important as if the class frequencies are
sufficiently balanced.

Lce = −
c∑

i=1

yi log ŷi (3)

where c = 3 represents the different classes to be
predicted, yi ∈ [0, 1] denotes the ground truth class,
and ŷi ∈ [0, 1] is the model’s estimated probability
for each class with ground truth. Since the biomed-
ical gold standard training datasets are highly im-
balanced, we use the weighted cross-entropy loss.

Figure 2: Calculation of normalized re-scaled class
weights in WeLT.

The normalized vector σ ⃗(WV )i is passed to the
weighted cross-entropy loss function, as illustrated
in Equation (4), after extending the class trainer
and overriding the compute_loss function (Paszke
et al., 2017).

Lwce = σ ⃗(WV )i Lce (4)

Subsequently, the models are fine-tuned using
WeLT with the exact training cost as the vanilla
fine-tuned approach.

4 Experiments

We empirically demonstrate the performance of
our method through various experiments on eight
biomedical gold-standard datasets focusing on the
BioNER task. We evaluate WeLT on both mixed-
domain and domain-specific pre-trained models.
We compared WeLT to their corresponding vanilla
fine-tuning approach and three existing weight-
ing schemes. We assess the behaviour of WeLT
when being fine-tuned while dealing with different
dataset sizes and a variety of class distributions. In
addition to the experimental analysis, we further
share the implementation details and evaluation
metrics.
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4.1 Evaluation Datasets

NCBI Disease The American National Institutes
of Health released the NCBI disease corpus to pro-
mote disease NER research. The public release of
the NCBI disease corpus contains 6,892 disease
mentions, which are mapped to 790 unique disease
concepts.

BC5CDR-Disease and BC5CDR-Chemical
The BioCreative V Chemical Disease Relation
(CDR) corpus was created for the Chemical Dis-
ease Relation (CDR) Task. It consists of human
annotations of all chemicals, diseases, and their
interactions in 1,500 PubMed articles.

BC4CHEMD The BioCreative IV Chemical and
Drug (BC4CHEMD) named entity recognition task
corpus. It contains 10,000 abstracts annotated for
mentions of chemical and drug names.

BC2GM The BioCreative II Gene Mention task
corpus. It consists of 20,000 sentences from
biomedical publication abstracts, annotated genes,
and proteins.

Linnaeus Linnaeus corpus has 100 full-text doc-
uments for species annotations.

BioRED-Disease and BioRED-Chemical The
BioRED corpus was created for multiple biomedi-
cal relations. It consists of human annotations of all
different biomedical entities and their interactions
in 600 PubMed abstracts. In this work, we only
focus on chemical and disease instances.

4.2 Evaluation Metrics

Regarding the evaluation metrics, we report the
entity-level precision, recall, and F1 scores. How-
ever, we assess the performance based on the entity-
level F1 score. Due to the nature of our work that
investigates the impact of addressing the class im-
balance before fine-tuning, we do not compete with
the state-of-the-art BioNER baselines. However,
we compare the vanilla fine-tuning approach to
WeLT and three existing weighting schemes using
the same hyper-parameters.

Besides the overall assessment of the aforemen-
tioned fine-tuned models, we evaluate the annota-
tion quality for species entities on the Linnaeus
dataset. Thus, we used two sequence labeling
metrics: (a) seqeval (Nakayama, 2018), and (b)
FairEval (Ortmann, 2022). FairEval is one of the
latest metrics on which Ortmann argues that the tra-
ditional evaluation metric causes double penalties
for close-to-correct annotations. Therefore, Ort-
mann developed FairEval, which ensures that every

error is counted only once.

4.3 Implementation

We adapt the BioBERT (Lee et al., 2020) PyTorch
named entity recognition code to develop WeLT.
In our experiments, we used the five following
pre-trained model variants (a) BioBERT, (b) Blue-
BERT, (c) PubMedBERT, (d) SciBERT, and (e)
BioELECTRA. For more details on the hyper-
parameters, see Appendix A. All the experiments
were carried out using two Tesla P40 GPUs with
24GB memory.

4.4 Compared Methods

As previously mentioned, we avoid using tradi-
tional resampling approaches, as there might be
a possibility of information loss, and duplicating
training examples leads to poor performance of lan-
guage models (Lee et al., 2021). Therefore, in this
paper, we focus on existing weighting schemes.

We compare WeLT to a vanilla fine-tuned ap-
proach (i.e., without handling class imbalance). We
also evaluate WeLT with other weighting schemes:
(a) Inverse of Number of Samples (INS), (b) In-
verse of Square Root of Number of Samples (ISNS)
, and (c) Effective Number of Samples (ENS) (Suri,
2022; Cui et al., 2019). Regarding the ENS ap-
proach, we used different values for β as follows:
(a) 0.3, (b) 0.5, and (c) 0.9. For more details about
the aforementioned weighting schemes, see Ap-
pendix B.

5 Results and Discussion

We present the results of seven fine-tuning exper-
iments that include (a) INS, (b) ISNS, (c) ENS
with β = 0.3, (d) ENS with β = 0.5, (e) ENS
with β = 0.9, (f) vanilla, and (g) WeLT. For a fair
comparison of all eight biomedical datasets, we
applied the same experimental settings for all the
fine-tuning approaches. We fine-tuned five Bio-
PLMs using six weighting schemes and a vanilla
approach on eight targeted datasets. Thus, we have
280 experimental results as presented in Tables
(2)-(9).

At first glance, addressing the class imbalance
enhances the performance. WeLT, different vari-
ants of ENS, and ISNS have the highest F1-score
compared to their corresponding vanilla fine-tuning
approach.

We extensively report the results based on the
three following criteria: (a) size of training datasets,
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Model Metrics INS ISNS ENS (0.3) ENS (0.5) ENS(0.9) Vanilla WeLT

BioBERT
P 92.52 90.10 89.32 91.81 92.17 91.81 91.21
R 78.57 83.87 86.39 85.34 86.25 85.34 86.25
F 84.98 86.88 87.83 88.46 89.11 88.46 88.66

PubMedBERT
P 88.49 85.47 85.31 85.63 85.15 85.63 86.98
R 79.41 77.59 76.62 79.48 80.87 79.48 80.66
F 83.70 81.34 80.73 82.44 82.96 82.44 83.70

BlueBERT
P 91.23 91.10 90.73 91.15 90.24 90.97 91.35
R 50.87 64.34 65.59 64.41 64.54 85.83 86.25
F 65.32 75.41 76.14 75.47 75.26 88.33 88.72

SciBERT
P 88.43 91.41 91.02 90.51 90.65 90.51 92.44
R 46.96 62.38 65.80 64.61 66.36 64.61 66.57
F 61.34 74.16 76.38 75.40 76.63 75.40 77.40

BioELECTRA
P 79.07 82.38 80.56 82.82 82.39 82.82 84.15
R 70.41 75.71 79.83 81.08 81.99 81.08 82.62
F 74.49 78.90 80.19 81.94 82.19 81.94 83.38

Table 2: Linnaeus fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The best scores
are shown in bold and the second best ones are underlined.

Model Metrics INS ISNS ENS (0.3) ENS (0.5) ENS(0.9) Vanilla WeLT

BioBERT
P 84.38 84.46 83.91 81.52 84.03 81.52 83.79
R 84.57 85.66 86.21 84.46 84.68 84.46 86.54
F 84.48 85.06 85.05 82.96 84.35 82.96 85.14

PubMedBERT
P 58.57 66.77 71.77 68.92 69.79 68.92 67.95
R 43.32 64.87 68.70 65.75 67.50 65.75 67.50
F 49.81 65.81 70.20 67.30 68.63 67.30 67.72

BlueBERT
P 65.56 68.88 67.16 65.10 66.56 65.10 69.32
R 56.67 64.44 68.27 66.95 68.38 66.95 66.52
F 60.79 66.59 67.71 66.01 67.45 66.01 67.89

SciBERT
P 68.98 73.75 71.91 71.68 72.33 69.29 72.34
R 60.83 66.41 64.98 68.70 67.50 68.16 67.83
F 64.65 69.89 68.27 70.16 69.83 68.72 70.01

BioELECTRA
P 83.88 85.54 83.97 84.02 83.97 84.02 84.95
R 85.44 87.41 88.29 88.07 88.29 88.07 89.60
F 84.66 86.47 86.08 86.00 86.08 86.00 87.22

Table 3: BioRed-Disease fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The best
scores are shown in bold and the second best ones are underlined.

Model Metrics INS ISNS ENS (0.3) ENS (0.5) ENS(0.9) Vanilla WeLT

BioBERT
P 87.93 88.73 90.56 88.37 89.54 85.00 88.57
R 80.77 84.11 87.18 87.31 86.91 84.77 86.91
F 84.20 86.36 88.84 87.84 88.21 84.89 87.73

PubMedBERT
P 89.03 88.30 88.72 89.55 89.04 89.55 90.57
R 82.37 87.71 86.11 85.84 85.71 85.84 85.98
F 85.57 88.01 87.39 87.66 87.34 87.66 88.21

BlueBERT
P 86.63 87.18 87.29 89.05 88.36 86.42 88.80
R 86.51 88.11 90.78 90.12 88.25 90.12 88.91
F 86.57 87.64 89.00 89.58 88.30 88.23 88.85

SciBERT
P 73.86 80.88 79.84 82.37 81.60 82.53 81.48
R 49.79 58.74 67.69 66.75 63.95 64.35 67.55
F 59.48 68.05 73.26 73.74 71.70 72.31 73.86

BioELECTRA
P 89.64 86.27 88.11 61.55 85.97 61.55 89.43
R 77.43 85.58 84.11 53.00 86.78 53.00 84.77
F 83.09 85.92 86.06 56.95 86.37 56.95 87.04

Table 4: BioRed-Chemical fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The
best scores are shown in bold and the second best ones are underlined.
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Model Metrics INS ISNS ENS (θ = 0.3) ENS (θ = 0.5) ENS(θ = 0.9) Vanilla WeLT

BioBERT
P 93.39 92.59 92.56 93.09 92.79 92.71 92.83
R 90.64 92.94 92.72 92.88 93.31 92.92 93.63
F 91.99 92.77 92.64 92.99 93.05 92.82 93.23

PubMedBERT
P 93.39 92.59 92.32 92.83 92.79 79.68 93.31
R 90.64 92.94 89.74 90.99 89.93 80.10 91.19
F 91.99 92.77 91.01 91.90 91.34 79.89 92.24

BlueBERT
P 89.45 88.10 86.72 86.28 86.98 86.28 87.68
R 73.53 79.62 80.94 81.65 81.16 81.65 80.68
F 80.71 83.65 83.73 83.90 83.97 83.90 84.04

SciBERT
P 87.95 89.28 88.82 90.03 89.51 87.01 89.22
R 79.62 81.89 82.95 83.93 83.67 84.62 83.06
F 83.58 85.43 85.78 86.88 86.49 85.80 86.03

BioELECTRA
P 95.11 94.66 94.28 94.00 94.28 94.00 94.07
R 91.92 93.92 94.33 94.26 94.33 94.26 94.65
F 93.49 94.29 94.30 94.13 94.30 94.13 94.36

Table 5: BC5CDR-Chemical fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The
best scores are shown in bold and the second best ones are underlined.

(b) pre-training approach, and (c) class imbalance
percentage.

According to the statistics in Table (11), BioRED
is the smallest dataset. WeLT has the best perfor-
mance for fine-tuning experiments except for Pub-
MedBERT on BioRED-Disease, as shown in Table
(3). The same applies to BioRED-Chemical in Ta-
ble (4) except for BioBERT and BlueBERT. On
the other hand, BC4CHEMD is the largest dataset.
WeLT achieves the second-best score for all the
experiments in Table (7), except for BioBERT.

Regarding the class distribution percentage in
Table (1), Linnaeus is the highest skewed dataset,
and NCBI is the least imbalanced one. WeLT has
the highest score for the experiments related to Lin-
naeus as shown in Table (2), except for the second-
best score while fine-tuning BioBERT. Similarly,
WeLT has the best score for all the experiments us-
ing NCBI except for BlueBERT, as shown in Table
(9).

WeLT has the best score for the BC5CDR-
Chemical experiments in Table (5) except for fine-
tuning SciBERT and the second-best score for Pub-
MedBERT. BC5CDR-Disease experiments in Ta-
ble (6) show that WeLT has the best score for all
the experiments, except fine-tuning SciBERT, and
got the second-best score for BioBERT. Finally,
BC2GM experiments in Table (8) show that WeLT
outperformed except for being second-best score
for fine-tuning SciBERT.

We believe that WeLT shows advantages over the
chosen existing weighting schemes, because it con-
siders the overall dataset class distribution. None
of these weighting schemes considers the overall

class distribution while calculating the re-scaled
weights. WeLT presents a generic approach to cal-
culate re-scaled weights based on their normalized
inverse effect in the dataset. In other words, major
and minor classes have smaller and higher weights,
respectively, in WeLT. This gives higher loss costs
for minor classes while fine-tuning.

We highlight special patterns and give some intu-
itions about the successful and failed cases related
to the performance of WeLT:

1. Fine-tuning WeLT on the largest dataset
(BC4CHEMD) has shown the second-best
score for all the experiments but failed for fine-
tuning BioBERT. Based on our observation,
ENS variants have the best performance. We
believe that considering the overall class dis-
tribution for calculating the re-scaled weights
degrades the performance. Further investiga-
tions should be considered by adding data size
as an additional factor. Despite ENS variants
outperformance, we emphasize that adding
extra hyper-parameters in ENS is problematic
and expensive since the appropriate β factor
is unknown.

2. WeLT has the best fine-tuning scores for the
highly skewed dataset (Linnaeus) on all the
experiments, except for BioBERT. We believe
that the calculation of new re-scaled weights
has a positive impact on performance. The
rest of the other weighting schemes focus only
the number of class samples and not on the
overall class distribution.

3. Fine-tuning BioELECTRA using WeLT has
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the best scores except for BC4CHEMD.
BioELECTRA is the biomedical version of
ELECTRA. ELECTRA’s pre-training strat-
egy uses a more efficient approach called "re-
placed token detection". It learns from all
input tokens rather than just the small subset
that was masked out like in BERT models. It
uses another neural network that aims to trick
the model by replacing random tokens with
fake tokens.

4. Regarding fine-tuning PubMedBERT as
domain-specific pre-trained language model,
WeLT has the best score for these four
datasets as follows: (a) Linnaeus, (b) BioRED-
Chemical, (c) BC5CDR-Disease, and (d)
BC2GM. ENS variants has the best score for
fine-tuning BioRED-Disease dataset. For the
three other remaining datasets, WeLT has the
second-best score. We believe that WeLT
and different variants of ENS should be con-
sidered when fine-tuning PubMedBERT. The
same applies for SciBERT experiments.

6 Error Analysis

We have further analyzed different types of
BioNER mismatches for error analysis. Based
on our observations, we noticed that still trivial
BioNER errors occur. Yet, addressing the class im-
balance before fine-tuning has a positive impact on
the overall performance and the sequence labeling
evaluation as shown in Table (10). As a proof-of-
concept, we further evaluated the tagging quality
outputs of each fine-tuning approach on the Lin-
naeus datasets. We report the F1-scores using seqe-
val with strict mode and FairEval with fair mode.
WeLT has the best score for fine-tuning BlueBERT,
SciBERT and BioELECTRA fine-tuned models
and got the second best score for BioBERT and
PubMedBERT.

The observed mismatches occur due to the fol-
lowing three types of errors:

• Type-1: an entity predicted by the NER model
but not annotated in the gold-standard datasets.
For instance, “S“ is detected by BioPLMs
since it is an abbreviation for “Sulphur“.
However, it was not annotated by human ex-
perts in the BC5CDR gold standard dataset.

• Type-2: an entity annotated in the gold-
standard datasets but not predicted by the

NER model. The main issue behind the mis-
classification are abbreviated entities. For ex-
ample, “PAN“, which is an abbreviation for

“Peroxyacetyl nitrate“, is not recognized as a
chemical entity.

• Type-3: an entity correctly predicted but
has overlapping spans errors. For exam-
ple, BioPLMs recognizes two chemical en-
tities separately such as “amphotericin B-“
and “sodium deoxycholate“. However, the
gold-standard annotation is “amphotericin B-
sodium deoxycholate“.

We believe that the first two mismatch error types
require knowledge enrichment and usage of Active
Learning approaches to tackle such semantic anno-
tation issues. The third mismatch error can be fixed
by enhancing the post-processing method to better
merge tokens that are part of a recognized entity.

7 Conclusion and Future Directions

In this work, we propose a weighted loss trainer
(WeLT) as a cost-sensitive approach that addresses
the class imbalance problem of Biomedical gold-
standard datasets before fine-tuning models. We
have evaluated WeLT using five different Bio-
PLMs, including general-domain and domain-
specific pre-training. We do not only focus on
Biomedical BERT variants, but also BioELECTRA.
We have conducted 280 experiments in total (8
datasets, 5 BioPLMs, and 7 different fine-tuning
approaches). Furthermore, we have extensively
evaluated WeLT’s performance against other fine-
tuning approaches. Moreover, we present a thor-
ough error analysis. We only focus on BioNER as
a downstream task but we believe that WeLT can be
adapted to other tasks with a class imbalance prob-
lem. WeLT can also be applied to non-biomedical
domain applications. In the future, we plan to eval-
uate WeLT’s performance for fine-tuning larger
datasets (i.e., more than 30,683 training examples).
More precisely, in this work, BC4CHEMD is the
largest dataset with 30,683 training instances.

Limitations

We propose WeLT as an approach to address the
class imbalance problem. We have only evaluated
WeLT for BioNER tasks, although we hypothesize
that it can be adapted to any application / domain
that has skewed dataset. We further want to point
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out that our method was only evaluated on En-
glish datasets. Yet, we argue that it can be applied
to other languages as well. Finally, we have not
assessed WELT’s performance on larger training
datasets (i.e., more than 30,683 training examples).
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A Hyper-parameters

We report all the hyper-parameters that were used
to train the 280 models in the WeLT GitHub Repos-
itory.

B Comparable Weighting Schemes

Inverse of Number of Samples (INS)

weight[class] =
1

nc
(5)

where nc is the corresponding number of samples
in the class.

Inverse of Square Root of Number of Samples
(ISNS)

weight[class] =
1√
nc

(6)

The main difference between INS and ISNS
is that INS increases the recall by decreasing
the values of false negatives while having low
precision as the weights of majority class has been
diminished. Therefore, ISNS overcomes this by
taking the square root of class frequencies so that
the class weights would be larger than INS.

Effective Number of Samples (ENS)

weight[class] =
1− β

1− βnc
(7)

where β is a hyper-parameter ∈ [0, 1].

C Dataset statistics and other results

Due to page limitations, we report the rest of our
experimental results and the gold-standard datasets
statistics here.
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Model Metrics INS ISNS ENS (θ = 0.3) ENS (θ = 0.5) ENS(θ = 0.9) Original WeLT

BioBERT
P 85.13 84.14 85.14 84.70 84.91 84.70 85.61
R 85.03 86.25 86.18 86.12 85.37 86.12 85.53
F 85.08 85.18 85.66 85.40 85.14 85.40 85.57

PubMedBERT
P 78.05 79.05 80.22 79.32 79.99 79.32 80.67
R 74.68 77.28 77.41 78.05 77.89 78.05 77.28
F 76.33 78.15 78.79 78.68 78.92 78.68 78.94

BlueBERT
P 77.13 77.39 76.97 77.00 75.72 77.00 78.12
R 70.32 75.15 76.76 77.19 76.92 77.19 76.67
F 73.57 76.26 76.86 77.09 76.31 77.09 77.38

SciBERT
P 79.45 78.50 79.45 78.49 79.04 78.49 79.19
R 69.75 74.95 76.58 76.74 77.35 76.74 76.55
F 74.28 76.68 77.99 77.60 78.19 77.60 77.85

BioELECTRA
P 86.35 86.97 85.83 85.15 85.62 85.15 87.58
R 86.55 87.20 87.81 87.74 89.01 87.74 87.68
F 86.45 87.08 86.81 86.42 87.28 86.42 87.63

Table 6: BC5CDR-Disease fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The
best scores are shown in bold and the second best ones are underlined.

Model Metrics INS ISNS ENS (θ = 0.3) ENS (θ = 0.5) ENS(θ = 0.9) Vanilla WeLT

BioBERT
P 92.49 91.97 91.84 91.78 91.48 91.78 91.70
R 88.14 89.80 90.54 90.21 90.93 90.21 90.45
F 90.26 90.88 91.18 90.99 91.20 90.99 91.07

PubMedBERT
P 91.69 81.36 91.21 90.75 90.06 90.75 91.36
R 85.59 80.52 88.63 88.43 88.87 88.43 88.38
F 88.54 80.94 89.90 89.57 89.46 89.57 89.84

BlueBERT
P 89.55 89.21 89.07 88.67 88.88 88.67 89.22
R 82.81 84.62 85.68 85.85 85.85 85.85 85.46
F 86.05 86.85 87.34 87.24 87.34 87.24 87.30

SciBERT
P 81.17 80.18 80.05 80.20 80.90 79.71 79.71
R 68.13 72.88 75.03 74.43 73.67 74.35 74.99
F 74.08 76.36 77.46 77.21 77.12 76.93 77.28

BioELECTRA
P 93.19 92.71 92.87 92.57 92.70 92.57 93.01
R 89.80 91.02 91.70 91.85 92.00 91.85 91.61
F 91.46 91.86 92.28 92.21 92.35 92.21 92.30

Table 7: BC4Chem fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The best
scores are shown in bold and the second best ones are underlined.

Model Metrics INS ISNS ENS (θ = 0.3) ENS (θ = 0.5) ENS(θ = 0.9) Vanilla WeLT

BioBERT
P 83.09 82.89 82.95 82.62 82.57 82.62 83.34
R 82.43 82.51 83.35 83.44 83.47 83.44 83.30
F 82.76 82.70 83.15 83.03 83.02 83.03 83.32

PubMedBERT
P 84.72 84.32 74.27 73.74 73.66 83.47 83.99
R 83.46 84.60 73.96 74.30 73.80 84.90 85.48
F 84.08 84.46 74.11 74.02 73.73 84.18 84.73

BlueBERT
P 83.66 83.63 83.96 83.92 83.36 83.92 84.56
R 82.67 83.60 84.42 84.14 84.45 84.14 83.93
F 83.16 83.61 84.19 84.03 83.90 84.03 84.24

SciBERT
P 72.31 72.96 73.15 72.55 73.61 72.98 73.05
R 71.60 73.09 75.08 75.35 75.77 74.86 75.35
F 71.95 73.02 74.10 73.92 74.68 73.90 74.18

BioELECTRA
P 83.89 83.28 83.34 83.25 83.47 83.25 83.73
R 83.58 84.77 85.13 84.79 85.05 84.79 85.29
F 83.74 84.02 84.23 84.01 84.25 84.01 84.50

Table 8: BC2GM-Gene fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The best
scores are shown in bold and the second best ones are underlined.
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Model Metrics INS ISNS ENS (θ = 0.3) ENS (θ = 0.5) ENS(θ = 0.9) Original WELT(ours)

BioBERT
P 85.75 85.41 86.74 85.23 85.33 86.12 86.87
R 87.81 88.43 88.64 87.81 87.91 87.91 88.95
F 86.77 86.89 87.68 86.50 86.60 87.01 87.90

PubMedBERT
P 80.73 81.36 79.70 79.68 81.58 79.68 82.45
R 77.70 80.52 79.79 80.10 80.31 80.10 79.79
F 79.19 80.94 79.75 79.89 80.94 79.89 81.10

BlueBERT
P 86.76 86.47 86.52 86.17 86.36 86.17 86.40
R 88.75 89.27 90.31 88.95 91.04 88.95 90.00
F 87.74 87.85 88.37 87.54 88.64 87.54 88.16

SciBERT
P 86.38 85.77 84.96 85.95 86.73 85.95 86.34
R 88.54 89.16 88.33 89.27 88.54 89.27 89.58
F 87.44 87.43 86.61 87.58 87.62 87.58 87.93

BioELECTRA
P 86.55 87.26 85.74 85.65 85.65 85.65 87.66
R 83.85 87.81 88.33 88.33 88.33 88.33 88.85
F 85.18 87.53 87.01 86.97 86.97 86.97 88.25

Table 9: NCBI fine-tuning scores. Precision (P), Recall (R), and F1-score (F) evaluation metrics. The best scores
are shown in bold and the second best ones are underlined.

Model Metrics INS ISNS ENS (0.3) ENS (0.5) ENS(0.9) Vanilla WeLT

BioBERT Seqeval 85.01 86.88 87.86 88.49 89.15 88.49 88.70
FairEval 86.76 88.37 89.16 89.72 90.08 89.72 89.92

PubMedBERT Seqeval 82.04 84.89 86.79 88.79 86.98 84.89 86.45
FairEval 84.36 86.62 88.17 89.19 88.17 86.62 88.18

BlueBERT Seqeval 65.56 75.42 76.14 76.14 76.14 88.33 88.73
FairEval 66.33 76.25 76.52 76.52 76.52 89.58 89.74

SciBERT Seqeval 61.35 74.16 76.39 75.41 76.63 75.41 77.40
FairEval 63.02 74.83 76.84 76.06 76.85 76.06 77.55

BioELECTRA Seqeval 74.49 78.91 80.20 81.95 82.20 81.95 83.38
FairEval 78.27 81.32 82.21 84.06 84.33 84.06 85.64

Table 10: Sequence labeling evaluation F1-score for species entities in Linnaeus using seqeval with strict mode and
FairEval with fair mode. The best scores are in bold and second best ones ae underlined.

Dataset num_training num_validation num_test
NCBI 5433 924 941
BC5CDR-Disease 4561 4582 4798
BC5CDR-Chemical 4561 4582 4798
BC4CHEMD 30683 30640 26365
BC2GM 12575 2520 5039
BioRED-Chemical 4432 1140 1108
BioRED-Disease 4432 1140 1108
Linnaeus 11936 4079 7143

Table 11: Number of sentences in biomedical ground-truth datasets for training, development, and test data.
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