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Abstract

A recent body of work has demonstrated that
Transformer embeddings can be linearly de-
composed into well-defined sums of factors,
that can in turn be related to specific net-
work inputs or components. There is however
still a dearth of work studying whether these
mathematical reformulations are empirically
meaningful. In the present work, we study
representations from machine-translation de-
coders using two of such embedding decompo-
sition methods. Our results indicate that, while
decomposition-derived indicators effectively
correlate with model performance, variation
across different runs suggests a more nuanced
take on this question. The high variability of
our measurements indicate that geometry re-
flects model-specific characteristics more than
it does sentence-specific computations, and that
similar training conditions do not guarantee
similar vector spaces.

1 Introduction

It stands to reason that important research efforts
are being devoted to explaining the behavior and
understanding the mechanics of Transformer-based
NLP models: Most models that are currently dis-
cussed within the NLP community are based on this
architecture, and they have achieved resounding
successes. One trend of work in particular attempts
to characterize Transformer models by means of
their geometry (Rogers et al., 2020; Ethayarajh,
2019; Timkey and van Schijndel, 2021, e.g.,).

However, most studies focus on a single hand-
ful of ‘foundation’ models or fine-tuned variants
thereof, and explicitly or implicitly assume that the
reported results generalize on to other models—yet
the effects of random initialization, training data
or variation in the definition of objective functions
are left unstudied. Moreover, and perhaps more
crucially, there is no guarantee that Transformer-
embeddings geometry is indicative of model qual-
ity: That embeddings are arranged in a certain fash-

ion in hyperspace says little of what downstream
performance we should expect.

Taken together, these two assumptions—that re-
sults applicable to one model will apply to many,
and that geometry can provide explanations—call
into question the validity of geometry-based ap-
proaches. We focus on two linear decomposition
approaches for Transformer embeddings (Mickus
et al., 2022; Oh and Schuler, 2023): works attempt-
ing to summarize model computation through their
effects on the resulting output embedding spaces.
By construction, these decompositions reflect topo-
logical features of the Transformer architecture.

Our goal is to verify whether these two assump-
tions are in fact supported. One would hope, for
instance, that the geometry a model settles on dif-
fers along training data but not random initializa-
tion. Another natural expectation to have is that
different uses of the model, such as forcing the
production of a given sentence or searching for a
plausible generation would yield distinct computa-
tions and therefore distinct geometric arrangements.
Lastly, if we intend to explain model performance
via embedding geometry, then we should observe
consistent differences in geometry whenever we
see differences in quality metrics.

To answer whether all three of these expectations
are met, we experiment with machine-translation
decoder embeddings and study how their geome-
try evolves over training and multilingualism. In
a nutshell, our experiments suggest a nuanced out-
look on the usefulness of linear decompositions.
Decomposition-derived indicators tend to correlate
well with corpus-level model performance, but are
less appropriate when it comes to sentence-level
performance. We also observe that variation in
geometry across different runs for a same transla-
tion task can exceed what we observe for models
trained for different translation tasks.

Our findings question the relevance of geometry-
based approaches for Transformer model explain-
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ability. As our measurements display high variabil-
ity across different model training runs, this work
suggests that geometry reflects model-specific char-
acteristics more than it does sentence-specific com-
putations: Models trained in similar conditions
need not yield similar vector spaces.

2 Related works

There is a rich literature that connects the objective
of static embedding models such as word2vec to
characteristics of the resulting vector space. In par-
ticular, Allen and Hospedales (2019) worked out
how the linguistic regularities found by Mikolov
et al. (2013) result from the exact loss landscape.

As for contextual embeddings, research has been
more commonly limited to empirical observations
(Ethayarajh, 2019; Timkey and van Schijndel, 2021,
e.g.). Recently, Ferrando et al. (2022b,a); Modar-
ressi et al. (2022); Mickus et al. (2022); Oh and
Schuler (2023); Yang et al. (2023) and others have
developed methods to provide mechanistic inter-
pretations of Transformer outputs: These works
rely on linear algebra to derive mathematically ex-
act attributions, where a contextual embedding is
decomposed as a sum of interpretable vector terms.

These approaches build upon two peculiarities
of the Transformer architecture. Perhaps the most
famous one—at least, one that has found signif-
icant traction more generally across explainable
NLP—is that of the scaled dot attention mecha-
nism. Transformers were presented by Vaswani
et al. (2017) as attention-only models. Attention
mechanisms can be seen as weighted sums over
value vectors (Kobayashi et al., 2020), where the
attention weights are derived non-linearly. This
observation was first brought forth within the sus-
tained and ongoing discussion about the relevance
of attention weights, and whether they are efficient
means of explaining Transformer behaviors—a sub-
ject hotly debated (Jain and Wallace, 2019; Wiegr-
effe and Pinter, 2019; Pruthi et al., 2020). In par-
ticular, Serrano and Smith (2019); Kobayashi et al.
(2020) highlight the importance of considering the
full embedding space geometry.

The second characteristic of importance to Trans-
former decomposition approaches is the systematic
use of residual connections throughout a Trans-
former models, only interrupted by layer normal-
ization operations. This fact, often described as a
residual stream of information, has been leveraged
to interpret the behavior of feed-forward sub-layers

(Geva et al., 2021; Ferrando et al., 2023; Dar et al.,
2023) or layer commutativity (Zhao et al., 2021).
Given that on the one hand a layer norm is a linear
map, and on the other hand a residual connection
simply consists on adding a sub-network’s input to
its output, this entails that most of the computations
done in a Transformer are distributive.

3 Methodology

Our focus here is on sequence-to-sequence encoder-
decoder architectures (Vaswani et al., 2017). Trans-
former embeddings can be decomposed into a lin-
ear combination of nonlinear transformations using
properties of the residual connections and attention
mechanisms. Here, we focus on whether these de-
compositions do provide meaningful explanations,
or whether they merely reflect topological charac-
teristics of the Transformer architecture.1

3.1 Models & Data

Connecting with previous literature (Voita et al.,
2021; Ferrando et al., 2022a; Vázquez et al., 2022,
e.g.), our focus in this work is on decoder embed-
dings from Transformers trained on machine trans-
lation (MT) objectives, with varying degrees of
multilinguality. NMT systems provide a useful
framework to study the validity of explainability
methodologies. First, significant efforts have been
devoted to the creation of MT evaluation metrics
that correlate well with human intuitions. Empiri-
cal investigations of what drives phenomena such
as hallucinations also abound. Lastly, translation
as a task has the advantage that is straightforward
for humans to relate input to output.

Our models are trained on different subsets of
the Tatoeba Challenge corpus (Tiedemann, 2020),
each of them sampling up to 5M sentences per
language pair. We train models with sources of
different degrees of multilinguality: multilingual-
to-English, with 76M sentences; Indo-European-
to-English, with 58M sentences; Slavic-to-English,
with 33M sentences; and Russian-to-English with
5M sentences. For the bilingual dataset (Ru–En),
we train three different model seeds. All models
are trained using the marian-MT library (Junczys-
Dowmunt et al., 2018) for 72 hours on 4 V100
GPUs. We saved checkpoints every 1000 training
steps to compare decompositions at different train-
ing stages. Hyperparameters and training details
are listed in appendix A. We systematically run all

1Code at github.com/TimotheeMickus/seq2seq-splat.

https://github.com/TimotheeMickus/seq2seq-splat
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of our experiments on the same held out test set of
19,425 Russian and English paired sentences.

3.2 Decomposition approaches

Z matrix
(Z)i ith row of Z
z (row) vector
k, κ, K scalars
y ⊕ z concatenation of vectors y and z⊕
n

zn z1 ⊕ z2 ⊕ · · · ⊕ zn

y ⊙ z element-wise multiplication of y and z⊙
n

zn z1 ⊙ z2 ⊙ · · · ⊙ zn

1⃗ vector with all components set to 1
0⃗ vector with all components set to 0
0m,n null matrix of shape m× n
In identity matrix of shape n× n

(a) General notations

Λ total number of sub-layers
λ sub-layer index
L total number of layers, i.e., Λ/3
l layer index
d dimension of representations
H number of heads
W

(m)
λ sub-module m in sub-layer λ weight matrix

b
(m)
λ bias for sub-module m in sub-layer λ

g
(ln)
λ layer-norm gain parameter in sub-layer λ

Eλ output of sub-layer λ (all embeddings)
eλ,t output of sub-layer λ at position t
ėλ,t output of sub-layer λ at position t before

layer-norm and residual connection
ëλ,t output of sub-layer λ at position t before

layer-norm
Xλ target-side input to sub-layer λ, Eλ−1

xλ,t tth target-side input of sub-layer λ, eλ−1

Xenc memory bank, i.e., output of the encoder
Aλ,h attention weight matrix for hth head of the

multi-head attention at sublayer λ
aλhtt′ Attention weight for head h, sub-layer λ

query t, value t′

ϕ non-linear activation function
mλt mean from the layer-norm of sub-layer λ
sλt standard deviation from λth layer-norm

(b) Transformer-specific notations

Table 1: Notations

We consider two approaches: a sub-layer-wise
decomposition, and a token-wise decomposition.
They are inspired by Mickus et al. (2022) and Oh
and Schuler (2023) and illustrated in fig. 1. In ta-
ble 1, we list the notations used throughout this
work. See appendix B for a primer on the Trans-
former architecture.

Sub-layer-wise decomposition. The first ap-
proach is a sub-layer-level decomposition in five
terms. That is, we decompose embedding e into
a linear combination of functions that refer to the
target-side input (i), the source attention (s), the

ma1

+

norm1

ma2

+

norm2

ff3

+

norm3

. . .

e = i+ s+ t+ f + c

X0 Xenc

(a) Sub-layer-wise decom-
position Dcpsl

ma1

+

norm1

ma2

+

norm2

ff3

+

norm3

. . .

e = s+ t+ c

X0 Xenc

(b) Token-wise decomposi-
tion Dcptok

Figure 1: Overview of decomposition methods, focus-
ing on the first three sublayers of the decoder. Colors
indicate what a decomposition term is imputed to.

target attention (t), the feed-forwards (f ), or the
models’ biases (c). We note it as Dcpsl. As can be
seen in fig. 1a, it essentially entails that we break
down embeddings depending on where in the net-
work a specific term comes from. Hence, for token
position t:

et = it + st + tt + ft + ct (1)

where

it = f
(ln)
1 (x0,t) (2)

tt =

Λ/3−1∑
l=0

f
(ln)
3l+1

((
f
(ma)
3l+1 (X3l+1)

)
t

)
(3)

st =

Λ/3−1∑
l=0

f
(ln)
3l+2

((
f
(ma)
3l+2 (Xenc)

)
t

)
(4)

ft =

Λ/3−1∑
l=0

f
(ln)
3l+3

(
f
(ff)
3l+3 (x3l+3,t)

)
(5)



130

ct = b
(ln)
Λ + f

(ln)
1 (−m11⃗) +

Λ∑
λ=2

f
(ln)
λ

(
b
(ln)
λ−1 −mλ1⃗

)

+

Λ/3−1∑
l=0

f
(ln)
λ+1

(
b
(ma,O)
λ+1 +

H∑
h=1

Hλ+1,hb
(ma,V)
λ+1

)

+

Λ/3−1∑
l=0

f
(ln)
λ+2

(
b
(ma,O)
λ+2 +

H∑
h=1

Hλ+2,hb
(ma,V)
λ+2

)

+

Λ/3−1∑
l=0

f
(ln)
λ+3

(
b
(ff,out)
λ+3

)
(6)

The cumulative effects of the layer-norms after
sub-layer λ, f (ln)

λ (x), the unbiased outputs of a
feed-forward layer, f (ff)

λ (x), and of a multi-head
attention layer, f (ma)

λ (X), are defined as follows:

f
(ln)
λ (x) =

1
Λ∏

λ′=λ

sλ′

Λ⊙
λ′=λ

gλ′ ⊙ x

f
(ff)
λ (x) = W

(ff,out)
λ ϕ

(
W

(ff,in)
λ x+ b

(ff,in)
λ

)
f
(ma)
λ (X) = W

(ma,O)
λ

(
H⊕

h=1

Aλ,hW
(ma,V)
λ,h X

)

For convenience we also define the linear map asso-
ciated with going from a given head h to the output
of sub-layer λ:

Hλ,h = W
(ma,O)
λ Sh

Sh =
[
0 d

H
,
d(h−1)

H

I d
H

0 d
H
,
d(H−h)

H

]
Token-wise decomposition. A major issue that
stands in the way of linear decomposition ap-
proaches is the use of a non-linear activation func-
tion in feed-forward sub-layers. This has prompted
different approaches: side-stepping the problem
altogether and leaving this component unanalyzed
(Mickus et al., 2022; Ferrando et al., 2022b; Modar-
ressi et al., 2022); relying on local linear approxi-
mations of the activation function (Oh and Schuler,
2023); or limiting the scope of inquiry to activation
functions with the desired mathematical properties
(Yang et al., 2023).

The second decomposition we study, which we
note Dcptok, uses the locally linear approximation
of Oh and Schuler (2023) to distribute the feed-
forward sub-layer outputs to the input decompo-
sition. We then group all inputs into three terms
s, t, c, depending on whether a vector term ulti-
mately comes from the encoder, from the target
input (t) or model biases (c), as shown in fig. 1b.

Unlike Dcpsl, this entails grouping terms based
on what they originally were. More formally, we
define it as:

eλ,t = sλ,t + tλ,t + cλ,t (7)

and compute these operands by recurrence.
If we start by setting aside layer normalization

and residual connection for simplicity, we can get
a first approximation of what should be attributed
to the source-side input at a given sub-layer, given
prior computations:

ṡλ,t =



t∑
t′=1

aλhtt′Hλ,hW
(ma,V)
λ,h sλ−1,t′

if λ ≡ 1 mod 3∑
n

(
f
(ma)
λ (Xenc)

)
n

if λ ≡ 2 mod 3

Fλ,tsλ−1,t if λ ≡ 0 mod 3

(8)

given the local linear approximation of the feed-
forward, Fλ,t = W

(ff,out)
λ Lλ,eλ,tW

(ff,in)
λ . The lo-

cal linear approximation itself Lλ,x of the activa-
tion function ϕ for sub-layer λ is defined as:

Lλ,x = Id ⊙ ϕ′
(
W

(ff,in)
λ x+ b

(ff,in)
λ

)
We can also remark that in the initial stages, the
source-side input is not used, meaning that:

s0,t = 0⃗

With an analogous line of thought, we can char-
acterize what in a given sub-layer hidden represen-
tation is owed to the target-side input as:

ṫλ,t =



t∑
t′=1

aλhtt′Hλ,hW
(ma,V)
λ,h tλ−1,t′

if λ ≡ 1 mod 3

0⃗ if λ ≡ 2 mod 3

Fλ,ttλ−1,t if λ ≡ 0 mod 3

(9)

t0,t = x0,t

And similarly, we can keep track of all biases
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and offsets thus far ignored:

ċλ,t =



b
(ma,O)
λ +

H∑
h=1

Hλ,hb
(ma,V)
λ,h

+
t∑

t′=1

aλhtt′Hλ,hW
(ma,V)
λ,h cλ−1,t′

if λ ≡ 1 mod 3

b
(ma,O)
λ +

H∑
h=1

Hλ,hb
(ma,V)
λ,h

if λ ≡ 2 mod 3

b
(ff,out)
λ +W

(ff,out)
λ lλ,eλ,t

+W
(ff,out)
λ Lλ,eλ,tb

(ff,in)
λ

+ Fλ,tcλ−1,t

if λ ≡ 0 mod 3

(10)

c0,t = 0⃗

where the intercept of the local linear approxima-
tion of the feed-forward activation is defined as:

lλ,eλ,t = ϕ (êλ,t)− Lλ,eλ,t êλ,t

êλ,t = W
(ff,in)
λ eλ,t + b

(ff,in)
λ

Finally, we need to account for residual connec-
tions and layer normalisation so as to obtain the
exact decomposition for the next layer: 2

sλ,t =
1

sλ,t
gλ ⊙ (ṡλ,t + sλ−1,t) (11)

tλ,t =
1

sλ,t
gλ ⊙

(
ṫλ,t + tλ−1,t

)
(12)

cλ,t =
1

sλ,t
gλ ⊙

(
ċλ,t + cλ−1,t −mλ,t1⃗

)
+ b

(ln)
λ (13)

3.3 Scalar indicators
Linear decomposition approaches, by design, yield
sums of high-dimensional vectors. To reduce these
vectors to comprehendable scalars, we consider
two scalar-valued indicator metrics: one that eval-
uates the relative magnitude magnitude of a term
in a linear decomposition with respect to the total
embedding; and a cosine-based one as an indicator

2As our interest lies in disentangling source and target-
side contributions, the decomposition above does not properly
attribute weights to individual tokens, i.e., all inputs are not
disentangled. Also remark that the local linear approxima-
tion Lλ,x is defined with respect to the hidden state eλ,t: As
such, the computations it describes are specific to a particu-
lar contextualized embedding, which obfuscates token-level
attribution.

of co-directionality. We choose these indicators
due to their simplicity and interpretability.

We define the norm ratio as the ratio of l2 norms
so as to capture a sense of scale, and the cosine
similarity as:

nr (z, e) =
∥z∥2
∥e∥2

(14)

cos (z, e) =
z · e

∥z∥2∥e∥2
(15)

Intuitively, if a term z in some decomposition
Dcp of a contextual embedding e has a small norm,
then we should expect this term z to be unimpor-
tant as it effectively contributes little to the total
embedding e, resulting in a small norm ratio. On
the other hand, when a term z has a large norm,
this measure assigns importance to it, regardless
of its orientation with respect to the total embed-
ding e. This is instead captured through cosine
similarity: Co-directionality indicates whether a
term z is pointing in the same direction as the total
embedding e (when cos (z, e) = 1) or in the op-
posite direction (when cos (z, e) = −1). Cosine
similarity has long been used in IR and embedding
research (Singhal, 2001). Taken together, the two
indicators provide a more complete picture, allow-
ing interpretations while retaining simplicity.3

4 What is geometry indicative of?

Given our experimental protocol described in sec-
tion 3, we now explore what is encoded in linear
decomposition terms.

Do the decoding algorithms affect the geometry
of embeddings? The first element we consider
is whether forced inference, where we feed the
gold target to the model, and a beam-search de-
coding produce different embeddings, as far as a
linear decomposition would capture it. We consider
these two decoding algorithms, as they are com-
monly used in MT studies; moreover we strongly
expect that they should entail different behaviors
and information flows through the network: Forced
decoding uses a gold reference translation in ad-
dition to the source sentence, while beam search
doesn’t receive this input but instead is a mode

3In preliminary experiments, we also experimented with
Euclidean distance as well as the scalar product importance
metric µ of Mickus et al. (2022), eq. 6. We do not include
them in the present article for simplicity. Also remark that for
all decomposition term z of a given embedding e, we have
cos(z, e)nr(z, e) = µ(z, e)
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searching heuristic. It is sensible to expect that the
decomposition of embeddings from both decoding
algorithms differ.

In particular, it makes sense to consider how
forced inference and beam-search decoding evolve
across training. Models are trained to optimize
the likelihood on iid. data: As such, differences
between these two decoding algorithms—if any
are to be found—should become less important
as training progresses. Hence, for each of our six
models detailed in section 3.1, we consider the
embeddings obtained at intervals of 1000 updates:
i.e., we compute output decoder embeddings af-
ter 1000, 2000, . . . , 1000N updates. We can then
measure whether scalar indicators defined in sec-
tion 3.3 differ across updates when using forced
inference or beam-search.

In other words, we define series of paired scalar
observations for each model, depending on which
decomposition (Dcp ∈ {Dcptok,Dcpsl}), term
(viz., z ∈ {i, s, t, f , c} for Dcpsl or z ∈ {c, s, t}
for Dcptok) and indicator used (f ∈ {nr, cos}).
We pair, checkpoint by checkpoint, the average of
the scalar indicator f across our held-out test set
when using either beam-search or forced inference,
before computing correlation measures.

Remarkably, we find both Spearman’s ρ and
Pearson’s r to be very highly correlated (ρ > 0.986
and r > 0.901) in all cases that we test.4 This ex-
treme correlation indicates that, across training,
embeddings derived through beam-search and em-
beddings derived through forced inference always
exhibit the same geometric structures: For instance,
if for a given checkpoint, decomposition and term,
we observe a low average cosine average between
the said terms and the full embeddings as obtained
through beam-search, then we are almost certain to
obtain a similarly low cosine with forced inference
as well. In other words, corpus-level scalar indi-
cators derived from linear decompositions do not
appear to be sensitive to which decoding algorithm
is used to compute embeddings.

Is geometry indicative of model performance at
the corpus level? We have just established that

4Only 7 setups yield Pearson correlation coefficient below
0.99, all but one involving the i term of the Dcpsl decompo-
sition: both cosine (r > 0.944) and norm-ratio (r > 0.977)
for the Indo-European-to-English model; the norm-ratio of
the multilingual-to-English model (r > 0.954); and the co-
sine for the three Russian-to-English models (with r > 0.901,
r > 0.974 and r > 0.979); the lowest of these Russian
models also yield r > 0.968 for the t term in Dcptok.

linear decompositions appear stable across differ-
ent means of decoding. This is broadly compatible
with two interpretations: either linear decomposi-
tions only capture idiosyncrasies of Transformer
geometries; or there are other factors that could
influence our scalar indicators. One likely candi-
date would be model performances: We expect the
embeddings of a highly performing model to differ
significantly from that of a randomly initialized one
or an under-trained one. By extension, differences
in quality, as measured through automated metrics,
should entail differences in geometry and in scalar
indicators derived thereof.

For simplicity, let f̄(M) denote the average of
applying function f across our held-out dataset D
using model M , i.e.

f̄(M) =
1

|D|
∑
x∈D

f(M(x))

To assess whether differences in geometry and qual-
ity are commensurate, we:

i) sample pairs of models Mi,Mi+1

ii) compute differences in scalar indicators
f̄z(Mi)− f̄z(Mi+1), for fz ∈ {nr, cos} from
eqs. (14) and (15);

iii) compute f̄s(Mi)−f̄s(Mi+1) for some scoring
function fs such as BLEU;

iv) compute the absolute value of Spearman corre-
lation between these two series |ρ (Sfz , Sfs )|5

We experiment with BLEU, COMET and chrF++
(Papineni et al., 2002; Rei et al., 2020; Popović,
2017) as scoring functions. Corresponding results
for BLEU are presented in fig. 2. We defer results
with COMET and chrF++ to appendix C.1, figs. 5
and 6, as they are in line with BLEU. The notations
s0, s1 and s2 refer to our three different runs for
Russian-to-English; sla, ine and mul correspond
to the Slavic-to-English, Indo-European-to-English
and multilingual-to-English model.

There are several trends that we can observe.
First, correlation magnitudes tend to be high: This

5This is similar to performing a representational similarity
analysis (Kriegeskorte et al., 2008) with the exception that we
are looking at signed differences and computing the magnitude
of the (anti-) correlations. Our aim is to capture whether
scalar indicators and scoring functions are consistent with one
another rather than determine what the optimal geometry is.
As such, the directionality of a given effect is irrelevant (i.e.,
we do not care whether the cosine for a specific term has to be
low or high for the model to perform well).
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Figure 2: Corpus-level correlation magnitudes (Spear-
man’s |ρ|, in %) between scalar indicators (cos, nr) and
BLEU. Remark the high variability across models, hint-
ing at a lack of systematicity.

indicates that, on the whole, scalar indicators de-
rived from linear decompositions tend to reflect
model quality well (as captured by automatic met-
rics such as BLEU). Second, and perhaps most
importantly, we remark that results across the three
seeds for Russian-to-English can display a high
degree of variation, both in Dcptok and Dcpsl—for
instance, in Dcpsl, correlations between changes in
cosines and changes in BLEU range from |ρ| = 9.5
(in s1) to |ρ| = 41.3 (s2) for the c term. Third and
last, the two decomposition approaches Dcptok and
Dcpsl suggest different interpretations as to how
the decoders behave. For instance, compare target-
side input tokens (t in Dcptok) and target-side self-
attention sub-layer outputs (t in Dcpsl): While both
terms aim to explain how the target-side input re-
lates to the output embedding, the correlations we
derive from the scalar indicators differ between
decompositions. We find a surprisingly small cor-
relation magnitude between cos and BLEU for the
t term under Dcpsl in the ine model whereas the
s0 model presents the second highest magnitude—
but turning to the same measurements for the t
term under Dcptok, we find the exact opposite sit-
uation, with s0 being noteworthily lower than all
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Figure 3: Sentence-level correlation magnitudes (Spear-
man’s |ρ|, in %) between scalar indicators (cos, nr) and
COMET. Magnitudes are often much lower than their
counterparts in fig. 2, suggesting a poorer fit.

other models, and ine being the second highest.
In sum, while embedding geometry seems to

be shaped in part by how effective a model is—as
attested by the often high correlation scores we can
observe—the relation between the two is neither
straightforward nor systematic across models.

Is geometry indicative of model performance at
the sentence level? We have thus far focused on
corpus-level measurements. To test whether em-
bedding geometry can provide useful explanations
for specific inputs, it is important that we verify
whether our observations also hold at the sentence
level.

To broach this question, we consider the fol-
lowing methodology: We first select a subset of
k = 3000 sentences; then for each sentence in said
subset, we randomly select two checkpoints per
seed. We then compute the correlation magnitude
between the signed differences in COMET scores
and the signed differences in scalar indicators. 6

Corresponding results are provided in fig. 3. We

6We only focus on COMET as it has been suggested to be
more appropriate for sentence-level quality estimation. We
also conduct supplementary experiments in appendix C.2 with
a slight modification of this methodology.
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can make two important remarks. First, we can see
that correlation scores are often much lower than
what we observed at the corpus level.7 Nonetheless,
some setups still perform reliably well—in particu-
lar, norm ratio is found to yield higher correlation
magnitudes than cosine n Dcptok. This would en-
tail that model quality factors in the results we
obtain at the sentence level—if to a lesser extent.
Second, we still observe important variation across
all three seeds for Russian—often comparable to
variation attested across training conditions.

This result suggests that geometry-based expla-
nations are more in line with corpus-level statistics
than with sentence-level observations. This nat-
urally questions their usefulness as far as model
explainability is concerned, and echoes our previ-
ous findings about decoding algorithms: We estab-
lished that forced inference and beam search did
not entail different geometries, we now observe
that sentence-level quality is often less appropri-
ate than corpus-level quality when attempting to
account for the geometry a model settles on.

Is geometry indicative of training conditions?
Throughout our previous experiments, we have
seen that variation across our three Russian models
was often comparable to variation across differ-
ent training datasets. We now turn as to whether
this fact can be established more firmly: Is there
evidence that models that are trained in similar
circumstances develop similar geometry? One im-
portant aspect of this question consists in assessing
the evolution across training, rather than focusing
on individual checkpoints as we have thus far.

Thus, we now consider the time-series described
by our scalar indicators in eqs. (14) and (15) for
each term z of a given decomposition Dcp, through
the entire training. For each term and indicator, we
compare the time series of all different models us-
ing the dynamic time warping algorithm (DTW,
Bellman and Kalaba, 1959; Sakoe and Chiba,
1978). Our interest in doing this comparison resides
in being able to understand how distant the time
series of the different models are between them.
The DTW algorithm is especially suitable to our
use case, as it measures similarity in a manner that
is invariant to shifts and length differences between
two time series. In other words, it allows us to
measure how similar the series nrM1(z, e)|1,...,N1

and nrM2(z, e)|1,...,N2 are, disregarding the differ-

7In fact the p-value provided by scipy for these correlation
scores suggests that many of these correlations are spurious.

ent speed of convergence of both models M1 and
M2 at training time.

Corresponding results are provided in fig. 4.
Each of the heatmap corresponds to the time-series
relating to a given term. The upper triangle of each
heatmap relates to cosine, and the lower triangle
to norm-ratio time series. Individual cells indicate
the distance between the time series derived for the
models listed in row and column. For instance, the
cell in row 2, column 4 of the third plot in fig. 4a
corresponds to the distance measured between co-
sine measurements of the c term under Dcptok in
the s1 and sla models. Results are z-normalized,
as our interest lies in verifying whether Russian
models are distinct from other models rather than
establish the absolute difference.

The three Russian seeds correspond to the top
three rows and columns in each heatmap. A natural
expectation would be that comparisons between
Russian seeds should lead to more similar time
series, and thus lower (z-normalized) distances. In-
stead, what we observe is consistent with previous
experiments: Comparisons between two Russian
seeds may or may not yield lower distances. In
particular, s1 and s2 often yield very distinct time-
series, i.e., the models develop very different ge-
ometries despite their similar training conditions.

term
i s t f c

cos 0.002 0.367 0.352 0.108 0.022
nr 0.020 0.002 0.002 0.002 0.297

(a) Dcpsl

term
s t c

cos 0.503 0.316 0.380
nr 0.222 0.422 0.231

(b) Dcptok

Table 2: p-values derived from Pitman permutation tests

To provide a more thorough outlook on this ques-
tion, we conduct Pitman permutation tests (Dror
et al., 2018) to establish whether comparisons be-
tween two Russian models are statistically lower
than others. Corresponding results are provided in
table 2. As we can see, while select setups using
Dcpsl yield p-values beyond the commonly used
0.05 threshold, only half of the setup we experi-
ment with yield the expected result. In particular,
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Figure 4: Dynamic time warping distance measurements, z-normalized. Remark that distances between seed
replications (s0, s1, s0) do not differ from distances between models with different inputs.

all setups based on Dcptok are insignificant.
We therefore conclude that different decompo-

sition approaches lead to different interpretations
of what Transformer geometry encodes. Had we
only focused on Dcptok, we would have been lead
to a much firmer rejection of the notion that decom-
positions are stable across random initializations.
The inclusion of Dcpsl in our experiments forces
us to adopt a more nuanced approach: viz., that
the evidence in favor of geometry-based explain-
ability approaches is thin; and that results derived
from such approaches appear very brittle—the ex-
act methodology used brings about variations in
p-value of up to two orders of magnitude.

5 Conclusions

We have presented a series of statistical studies
questioning the usefulness of linear decomposi-
tion approaches. In particular, we have highlighted
that straightforward vector space characteristics,
such as angle and norm of the derived vector terms,
imply the following three points: (i) decomposi-
tions are invariant to the decoding algorithm em-
ployed; (ii) they are more in line with corpus-level
performance than sentence-level performance, and
(iii) variance across random seeds for the same
training conditions is often comparable to variance
across models trained on different corpora. Taken

together, our experiments suggest that Transformer
geometry is often highly model-specific. Observa-
tions about a specific model need not generalize.

As such, some of the assumptions underlying
geometry-based explanations of Transformer be-
haviors are not borne out. While it is true that the
geometry of successful models differs from that of
unsuccessful ones, our work puts forth evidence
that this difference is mostly trivial—geometry be-
ing model-specific necessarily entails that any par-
tition of models, be it based on performance or else,
will naturally highlight differences.

While our focus has been limited to linear de-
compositions and straightforward vector charac-
teristics, our experiments more broadly call into
question the validity of many related approaches,
which we hope to investigate in future work. That
straightforward vector characteristics do not yield
a coherent picture a minima entails that linear
decomposition approaches have to rely on non-
straightforward, high-dimensional relationships.
That similar training conditions cannot guarantee
similar vector spaces naturally leads us to doubt the
generalization power of methodologies that probe
a handful of foundational models: If we are unable
to ensure that our approaches would generalize to
other similar models, can we truthfully say that the
explanations we provide are indeed reasonable?
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abk ace ach ada aka alt alz amh ami ara arq
ary arz ava aze azz bak bas bbc bci bcl bem
bhw bin bod brx bts btx bug bum cab cak ceb
cha chk chr chv cjk cmn cnh cop crh ctu dhv
dik din dje dua dyu dzo efi epo est eus ewe
fas fij fil fin fon ful fuv gil grn guc gug
guw gym heb her hil hmn hne hun iba ibg ibo
ido ilo ish iso ixl jav jbo jpn kab kac kal
kam kan kat kau kaz kbp kek khm kik kin kmb
kon koo kqn kss ksw kua kwn lam lao lfn lin
loz lua lub lue lug lun luo lus lzh mah mal
mam mau meh men mgr mhr mlg mlt mon mos mri
mrj mxv mya nan naq nav nba nbl nch ncj ncx
ndc nde ndo ngl ngu nia nij niu nso nya nyk
nyn nyu nzi oke orm pag plt pon quc rar rnd
run sag sat seh ses sid sme smo sna som sop
sot ssw sun swa sxn syr tah tam tat tcf tdt
tel tgl tha tir tiv tll tmh tog toh toi toj
ton trs tsc tsn tso ttj tuk tum tur tvl twi
tyv tzh tzo udm uig umb urh uzb ven vie vmw
wal war wls wol wuu xho xmf yao yap yor yua
yue zai zam zne zpa zul

Table 3: List of language sources for multilingual mod-
els. More multilingual sources also contain languages
from less multilingual models. All models also contain
Russian.

A Model training details

As noted in the main text, we use the Tatoeba Chal-
lenge corpus (Tiedemann, 2020) and the marian-
MT library (Junczys-Dowmunt et al., 2018). Mod-
els were trained using four V100 nVidia GPUs.

Models use sources of different degrees of
multilinguality: multilingual-to-English (mul);
Indo-European-to-English (ine); Slavic-to-English
(sla) and three different seeds for Russian-to-
English (s0, s1 and s2). All languages included in
a more specific model are also present in all more
multilingual models. For instance, there are data-
points in the mul model’s training data for each of
the Slavic languages used to train the sla model. A
complete list of the languages used for multilingual
models in this study can be found in table 3; all
models also contain Russian.

Detailed hyperparameters is provided in table 4.
We refer the reader to Junczys-Dowmunt et al.
(2018) and the associated documentation8 for fur-
ther explanations. Models s0, sla, ine and mul
used the first of the three listed seeds, whereas s1
used the second and s2 the third. In practice, none
of the six models fulfilled the early stopping crite-
rion in the allocated runtime (72h).

B Supplementary details on
decompositions

Notation details. table 1 lists the notations used
throughout this work. Remark that, aside from
row-selection (marked (Z)i), symbol typesetting
indicates the type of mathematical object denoted:
i.e., aλhtt′ is a scalar and not a tensor of rank 4.

Presentation of the Transformer decoder archi-
tecture. The remainder of this appendix consists
in a general introduction to a Transformer decoder
architecture. We refer the reader to Vaswani et al.
(2017) for a more thorough overview.

A Transformer decoder is a stack of L layers,
each containing 3 sub-layers. Sub-layers are de-
fined by means of specific sub-layer components:
either multi-head attention mechanisms (ma) or
feed-forwards (ff).

The latter are multi-layer perceptrons of the
form:

ėλ,t = W
(ff,out)
λ ϕ

(
W

(ff,in)
λ xλ,t + b

(ff,in)
λ

)
+ b

(ff,out)
λ

where ϕ is a non-linear activation function (e.g.,
ReLU, SiLU, GELU...).

Multi-head attention mechanisms consist in
attention-based weighted average computations:

Ėλ = W
(ma,O)
λ

H⊕
h=1

Aλ,h

(
W

(ma,V)
λ,h X+ b

(ma,V)
λ,h

)
+ b

(ma,O)
λ

where the input X is either the previous sub-layer

output, up to token t included (i.e.,

[ xλ,1

...
xλ,t

]
) or the

output of the Transformer encoder (Xenc). The
attention weights Aλ,h are computed as:

Aλ,h = softmax

(
Qλ,hK

⊤
λ,h√

d/H

)
Qλ,h = W

(ma,Q)
λ,h Xλ + b

(ma,Q)
λ,h

Kλ,h = W
(ma,K)
λ,h X+ b

(ma,K)
λ,h

8https://marian-nmt.github.io/docs/

https://marian-nmt.github.io/docs/
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H-param. Value

type transformer
quiet-translation true
max-length 500
mini-batch-fit true
workspace 24000
maxi-batch 500
valid-mini-batch 16
valid-freq 5000
save-freq 1000
disp-freq 5000

valid-metrics
perplexity
cross-entropy
bleu chrf

beam-size 12
normalize 1
allow-unk true
enc-depth 6
dec-depth 6
transformer-heads 8
transformer-
postprocess-emb d

transformer-
postprocess dan

transformer-ffn-
activation swish

transformer-
dropout 0.1

label-smoothing 0.1
learn-rate 0.0003
lr-warmup 16000
lr-decay-inv-sqrt 16000
lr-report true
optimizer-params 0.9 0.98 1e-09
clip-norm 5
fp16 true
tied-embeddings-
all true

early-stopping 150
cost-type ce-mean
exponential-
smoothing true

devices 0 1 2 3
sync-sgd true
seed 1111 1989 20232

Table 4: Hyperparameters for models

Remark that the matrix Aλ,h has size q × k, with
q the number of rows in Xλ and k the number of
rows in the input X. Specific cell values aλhij of
this attention matrix Aλ,h, also known as atten-
tion weights, can be seen as computing a similarity
score for the ith (linearly transformed) input contex-
tual embedding and the jth (linearly transformed)
attended vector.

Lastly, around each sub-layer, a residual connec-
tion and a layer-norm are applied:

eλ,t = g
(ln)
λ ⊙

ëλ,t −mλ,t1⃗

sλ,t
+ b

(ln)
λ

ëλ,t = ėλ,t + xλ,t

where mλ,t is the mean of the components of ëλ,t,
and sλ,t the corresponding standard deviation.

C Supplementary results

Numerical stability. Acros all experiments, all
decomposed embeddings were tested for numerical
stability: We ensure an absolute tolerance of tola =
10−8 and a relative tolerance of tolr = 10−5, or
more formally that the following is true:

∀Dcp ∀e

∣∣∣∣∣ e −
∑

z∈Dcp(e)

z

∣∣∣∣∣ ≤ tola + tolr

∣∣∣∣∣ ∑
z∈Dcp(e)

z

∣∣∣∣∣
In practice, doing so requires 64-bit float precision,
despite the models having been trained with fp16.

C.1 Performance at the corpus level
In addition to the BLEU results presented in the
main text, we also compute correlation magnitudes
using COMET and chrF++ as scoring functions.
Corresponding results are presented in fig. 5 and
fig. 6.

Overall, results are similar to what we observed
with BLEU in fig. 2: Setups that yield low or
insignificant correlation magnitudes do so across
scoring functions. We nonetheless also attest varia-
tion across the different scoring functions, as some
specific setups can switch by ≈ 10% depending on
the scoring function.

C.2 Performance at the sentence level
In the main body of this article, we measure corre-
lations of sentence-level performance and scalair
indicators. One debatable methodological choice
is that we decide to compute signed differences for
observations corresponding to the same sentence.

On the one hand, this allows us to factor out
some intrinsic variation in scalar indicators that
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Figure 5: Corpus-level correlation magnitudes (Spear-
man’s |ρ|, in %) between scalar indicators (cos, nr) and
COMET.
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Figure 6: Corpus-level correlation magnitudes (Spear-
man’s |ρ|, in %) between scalar indicators (cos, nr) and
chrF++.
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Figure 7: Sentence-level correlation magnitudes (Spear-
man’s |ρ|, in %) between scalar indicators (cos, nr) and
COMET, without sentence-level pairing.

we expect to arise from sheer difference of inputs:
Differences owed to sentence length, idiomaticity,
and so on might influence observations—which
is why the main results we present do control for
input.

On the other hand, one can argue that some in-
puts will be inherently poorly handled by a model,
regardless of its geometry, simply due to training
conditions. Consider for instance a model that
would have been solely trained on a bi-text derived
from subtitles: Its performances on data derived
from parliamentary debates will likely remain low
regardless of whether it converges on an efficient
set of parameters for its training data. More suc-
cinctly put, one can argue that distributional shifts
may impact a sentence-paired approach such as the
one we proposed earlier.

We therefore present in fig. 7 correlation mag-
nitudes derived on unpaired inputs—i.e., we sam-
ple two sentences and two checkpoints at random,
and compute the corresponding absolute value of
the correlation between signed differences. One
can broadly observe two facts: First, correlation
magnitudes are indeed often higher than what we
previously reported in fig. 3—however, do recall
that one can argue that more variance is expected
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as we do not control for input variations. Second,
and perhaps more interestingly, we see that whether
high correlation magnitudes emerge or not appears
highly specific to a given model: in particular, s0
and mul almost systematically yields very high cor-
relation magnitudes, whereas other models tend to
produce often insignificant scores.

Overall, this supplementary experiment offers
an interesting angle: We find evidence that some
models’ geometry can reflect sentence-level perfor-
mance, but this does not generalize across different
random initializations under the same training con-
ditions.


