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Abstract

The ubiquity of complex machine learning has
raised the importance of model-agnostic ex-
planation algorithms. These methods create
artificial instances by slightly perturbing real
instances, capturing shifts in model decisions.
However, such methods rely on initial data and
only provide explanations of the decision for
these. To tackle these problems, we propose
Therapy, the first global and model-agnostic
explanation method adapted to text which re-
quires no input dataset. Therapy generates texts
following the distribution learned by a classi-
fier through cooperative generation. Because
it does not rely on initial samples, it allows to
generate explanations even when data is absent
(e.g., for confidentiality reasons). Moreover,
conversely to existing methods that combine
multiple local explanations into a global one,
Therapy offers a global overview of the model
behavior on the input space. Our experiments
show that although using no input data to gen-
erate samples, Therapy provides insightful in-
formation about features used by the classifier
that is competitive with the ones from meth-
ods relying on input samples and outperforms
them when input samples are not specific to the
studied model.

1 Introduction

The emergence of machine learning models has led
to their adoption in domains spanning from mere
recommendations to critical areas such as health-
care (Buch et al., 2018; Karatza et al., 2021) and
law (Araszkiewicz et al., 2022). These already com-
plex models keep becoming larger, emphasizing
their black-box denomination. This lack of trans-
parency however slows their adoption in various
areas since we witness a notable rise of deployed
models suffering from bias. For example, some
chatbots biased toward religious (Abid et al., 2021)
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and gender (Lucy and Bamman, 2021) minorities
have been released and explaining their inner mech-
anisms is still an ongoing problem.

Among the methods proposed to tackle these
problems, model-agnostic approaches are favored
since applicable to any machine learning model.
Among these, local explanations have obtained
strong success by maintaining a good trade-off
between accuracy and transparency. These expla-
nations are generated in the proximity of a target
instance by tampering this input to create neighbors
and study how the model reacts to these changes.
This allows them to highlight which features are
important for the model and to provide explana-
tions on the decision for this input (e.g., the most
important words for each class). According to a
recent study (Jacovi, 2023), LIME (Ribeiro et al.,
2016), while being the first model-agnostic local
explanation method is still the most widely used.
However, local explanations have three main flaws
when trying to explain a model. First, it obviously
requires to have inputs to explain, which might
not be possible due to confidentiality or privacy
reasons (Amin-Nejad et al., 2020). Second, select-
ing inputs that are representative of the model or
the downstream data distribution is difficult. Fi-
nally, it will explain the decision for this input and
for this input only. This only provides very local
information on the model behavior, which repre-
sents only a very small piece of the input domain
of the model. Therefore, LIME and other local
explanation methods have proposed to aggregate
the information from multiple samples to provide
global explanations. However, these explanations
are strongly tied to the input samples and only pro-
vide cues about the samples’ neighborhood. These
methods thus require samples that cover as much
of the space as possible.

To relax this sample dependency and generate
global explanations of the model, we propose Ther-
apy, a method that leverages cooperative genera-
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tion (Holtzman et al., 2018; Scialom et al., 2020;
Bakhtin et al., 2021; Chaffin et al., 2022) to gen-
erate texts following the distribution of a classifier.
The distribution of the resulting samples can then
be used to study which features are important for
the model, providing global information on its be-
havior.

In this paper, we first introduce the related work
in Section 2 and cooperative text generation in
Section 3. We then present Therapy in Section 4
and the experiments conducted to compare its per-
formance to standard explanation methods in Sec-
tion 5.

2 Related work

Generating explanations for textual data is challeng-
ing since it requires considering both the text se-
mantics and task domains. Moreover, it is frequent
that models are already deployed and further eval-
uations are required (e.g., fairness, bias detection)
but the training data is not accessible. This may be
caused by data privacy, security, or simply because
the dataset is too large to be analyzed. Thus, to
fulfil this objective, researchers have focused on
post-hoc explanations (Jacovi, 2023). Following
the categorization by Bodria et al. (Bodria et al.,
2021), we distinguish between example-based and
feature-attribution explanations.

2.1 Example-Based Explanations

Taking roots from social science (Miller, 2019),
the example-based explanations indicate either the
minimum change required to modify the predic-
tion –counterfactual– or illustrate class by showing
representative instances –prototypes–. Counterfac-
tual methods answer "what if" questions and have
gained interest since being close to human reason-
ing, perturbing document until the model predic-
tion differs (Wachter et al., 2017). Conversely, pro-
totype methods select or generate representative
instances for the target class. Among the example-
based methods, some leverage on control codes to
perturb the input text while others generate realistic
sentences based on perturbation in a latent space.
Polyjuice (Wu et al., 2021) and GYC (Madaan
et al., 2021) belong to the former and propose con-
trol codes varying from changing the sentiment and
tense of the sentence to adding or replacing words.
On the other hand, xSPELLS (S. Punla et al., 2022)
and CounterfactualGAN (Robeer et al., 2021) are
methods that train respectively a Variational Au-

toencoder and a Generative Adversarial Network
to convert input text to a latent space and return
realistic sentences from this latent space. These
methods hence convert the input document into a
latent space and slightly perturb it until the closest
counterfactual is found.

2.2 Feature-Attribution Explanations

Feature-attribution methods assign weights to input
words, indicating the positive or negative impact on
the final prediction. Methods such as SHAP (Lund-
berg and Lee, 2017), LIME (Ribeiro et al., 2016),
and their variants (Gaudel et al., 2022; Zafar and
Khan, 2019; Visani et al., 2020; ElShawi et al.,
2019; Bramhall et al., 2020) are the most com-
monly used (Jacovi, 2023). They are local since
they perturb an input instance by slightly modify-
ing it and studying the complex model in a given
locality. For textual data, LIME randomly masks
the words of the input document and trains a linear
model on the collection of perturbed documents to
predict the decisions of the complex model. The
most important coefficients of the linear model as-
sociated with the input words are then returned
as the explanation. While most explainability sur-
veys (Arrieta et al., 2020; Bodria et al., 2021) dif-
ferentiated between local and global explanations,
LIME also introduced LIME-SP (for submodular
pick), a global method that generates n local expla-
nations for a set of individual instances. These n
instances are selected to cover as much of the input
domain as possible and avoid redundancy.

3 Text generation

3.1 Cooperative Generation

Language Models (LM) such as the GPT fam-
ily (Radford et al., 2018, 2019; Brown et al., 2020)
learn the probability distribution of sequences of
symbols x1, x2, · · · , xT (most often tokens) taken
from a vocabulary V , with variable lengths T . The
probability of one sample x (also called likelihood)
is defined as the joint probabilities over each of
its tokens, which can be factorized using the chain
rule: p(x1:T ) =

∏T
t=1 p(xt | x1:t−1). The LM is

trained to output a probability distribution over the
dictionary for the next token given the input ones
i.e. p(xt | x1:t−1) at a given time step t. This re-
sults in an auto-regressive LM that can generate
sequences by iteratively using those distributions
to emit a token xt, and append it to the context
x1:t−1 for the next iteration. The generation pro-
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cess –or decoding– is often started using a small
initial sequence: the prompt. Large LMs learn an
excellent approximation of the true distribution of
their training data, so generating samples that max-
imize the model likelihood p(x) allows to generate
plausible texts. However, this approach offers very
little control over the text being generated besides
the initial prompt.

Cooperative generation approaches (Holtzman
et al., 2018; Scialom et al., 2020; Bakhtin et al.,
2021), where discriminative models are used to
guide the LM during the generation, offer more
control. They use the information from the exter-
nal model to guide the LM to generate texts that
have a property it recognizes. In situations where
the model is a classifier which learns to output the
probability D(c | x) of a sequence x to belong
to a class c, the goal is to generate text that max-
imizes the probability of belonging to the target
class. Evaluating D(c | x) for every sequence pos-
sible is intractable due to the size of the space (|V|n
for a sequence of length n). Thus, these methods
leverage the distribution of the LM to restrict the
exploration to plausible sequences. This results in
a sequence that is both well written and belongs to
the target class since the produced sequence maxi-
mizes p(x) ∗D(c | x) ∝ p(x | c).

3.2 Monte Carlo Tree Seach Guided Decoding

Among cooperative approaches, the ones that lever-
age the Monte Carlo Tree Search (MCTS) to guide
the decoding of the LM exhibited very strong re-
sults (Scialom et al., 2021a; Chaffin et al., 2022;
Leblond et al., 2021; Lamprier et al., 2022). MCTS
is an iterative algorithm that seeks solutions in a
tree space too large to be exhaustively searched. It
is applicable to text generation because the search
space created during decoding corresponds to a
tree: the prompt is the root and the children of a
node are its parents’ sequence with one additional
token. MCTS loop is composed of four steps: selec-
tion, expansion, simulation and back-propagation.

1. Selection An exploration from the root of the
tree to an unexplored leaf. The path to the
leaf is defined by selecting, at each node, the
children that maximize the Polynomial Up-
per Confidence Trees (PUCT) (Rosin, 2011;
Silver et al., 2017), which is, for a node i:

PUCT (i) =
si
ni

+cpuct p(xi | x1:t−1)

√
Ni

1 + ni

with ni the number of simulations played af-
ter the node i, si its aggregated score, Ni the
number of simulations played after its parent,
and cpuct a constant defining the compromise
between exploitation (focusing on nodes with
already good scores) and exploration (explor-
ing promising nodes).

2. Expansion. The creation of the selected node
children if it is not terminal (i.e., correspond-
ing to the end-of-sequence token).

3. Simulation (roll-out). The sampling of addi-
tional tokens (using the LM distribution) until
a terminal node.

4. Back-propagation. The evaluation of the se-
quence x associated with the terminal node
and aggregation of its score to each parent
until root. In order to guide the generation to-
wards texts that belong to a given class accord-
ing to a classifier, the score of the sequence
x associated with a given leaf can be defined
as D(c | x) given by the classifier. Differ-
ent aggregation strategies can be used, such
as computing the average of the actual score
of the node and the terminal node one as in
(Chaffin et al., 2022) or taking the maximum
of the two as in (Scialom et al., 2021b; Lam-
prier et al., 2022).

This loop is repeated a given number of times
(defining the compute budget) and the tree pro-
duced is then used to select the token to add for
the current decoding step. It can be selected as
the most played node among the root’s children
nodes, or the one with the highest aggregated score.
Since we are interested in generating sequences
that are as stereotypical of classes of the discrimi-
native model as possible, we choose the node with
the highest score. The selected node then becomes
the new root and the process is repeated until the
final sequence is produced.

Contrary to traditional left-to-right decoding
strategies that can miss sequences that gets bet-
ter after some steps or be trapped in sub-optimal
sequences, MCTS breaks the myopic decoding by
defining the score of a token based on possible
continuations of the sequence. In addition to being
plug-and-play, i.e, any type of (auto-regressive) lan-
guage model can be guided during decoding by any
type of classifier using MCTS, this approach exhib-
ited state-of-the-art results in the task of constraint
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Figure 1: Illustration of the Therapy method. Texts from different classes are cooperatively generated using the
guidance of the studied model. A logistic regression is then trained to predict the label of the generated texts. The
weights of the model associated with each word are then returned as importance weights.

generation, that is, generating texts that maximize
D(c | x) while maintaining a high quality of writ-
ing. We thus experiment with MCTS decoding for
Therapy, but the proposed method is compatible
with any cooperative generation approach.

4 Method

In this paper, we introduce Therapy, a global and
model-agnostic explanation method that does not
require input data. In place of these input data,
Therapy employs an LM guided by the model to
explain. This cooperation generates texts that are
representative of the classes learned by the stud-
ied discriminative model. To do so, Therapy ex-
tracts the most important words for the classifier
by employing it to steer an LM through coopera-
tive generation. Texts generated using cooperative
generation follow the distribution p(x) ∗D(c | x).
Their distribution can thus be used to study the
classifier D: words with high frequencies are likely
to be important for the classifier. A logistic re-
gression is then learned on tf-idf representations
of generated samples and the weights associated
with each term are returned as the explanation. An
illustration of the method is proposed in Figure 1.
Because p(x) is the same for every class, by using
tf-idf on the whole corpus (i.e., samples from every
class), words that are frequent because of p(x) or
in multiple classes will be filtered out. Hence, the
logistic regression model learned on the tf-idf score
of each feature allows Therapy to study their rela-
tive importance and to extract the most important
ones for each class. The method thus offers the
level of explainability of n-grams based on logistic
regression models to any classifier. Indeed, since
any type of (auto-regressive) LM can be guided
during decoding by any classifier using MCTS, the

proposed approach is totally model-agnostic.
We call this approach Therapy because its func-

tioning is similar to that of a therapist. This ther-
apist (the LM) queries its patient (the classifier)
to understand its behavior and eventually discover
pathologic behaviors (some biases).

In essence, the method is similar to using LIME
jointly with a masked LM to generate neighbors
when the number of replaced tokens grows a lot
but with two benefits. First, the method does not
rely on input examples but creates samples out
of nothing using the LM. This is useful for cases
where the data cannot be shared because it contains
confidential information (Amin-Nejad et al., 2020).
Moreover, rather than exploring the neighborhood
of these examples (and so conditioning the expla-
nations on these examples’ context), the domain
of the exploration is defined by the domain of the
LM, which is significantly broader. Besides, ei-
ther a general LM can be used to study the model
behavior on generic data or an LM specific to the
downstream domain to make sure it works well on
this specific type of data.

Second, the method does not generate before
classifying the text but employs the classifier dur-
ing the generation. Hence, instead of "randomly"
generating texts and hoping for important features
to appear, we explicitly query the model for stereo-
typic features by maximizing D(c | x). This makes
the method more efficient and reduces the probabil-
ity of generating rare features that are not important
for the model while reducing the odds of generat-
ing "in the middle" texts containing features from
various classes that are misleading. Besides, our
method directly relies on the distribution learned by
the studied model to guide the generation, unlike
methods like Polyjuice and GYC, which, in addi-
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tion to requiring input data, count on a distribution
learned by the LM to bias the generation towards
the desired property (using control codes).

Finally, Therapy is distinctive from methods an-
alyzing the frequency of input terms in the training
data such as sensitivity analysis since it does not re-
quire access to (training) data and directly exploits
the distribution effectively learned by the model,
whereas nothing guarantees that a model is actu-
ally using the terms extracted from training data
to make a prediction. Furthermore, our method
differs from existing example-based and feature
attribution methods since to the best of our knowl-
edge, there exists no global and model-agnostic
explanation methods that do not require any input
data.

5 Experiments

In this section, we first give technical details on the
experiments conducted to evaluate Therapy (Sec-
tion 5.1). We then evaluate Therapy through three
experiments. The first one (Section 5.2), measures
the Spearman correlation of the explanations and
the weights of a glass box and studies the influence
of the number of generated texts on the quality
of the explanation returned by the linear model.
We then compare the capacity of the method to
correctly identify the most important words of the
glass box to the one of LIME and SHAP using
precision/recall curves in Section 5.3. Finally, we
test whether the terms returned by the different ap-
proaches are sufficient to modify the prediction of
the classifier in Section 5.4. The code of Therapy
and our experiments will be made available upon
acceptance.

5.1 Experimental setup
Glass-box explanation Since there are no
ground truth explanations available to be used as
a goal for evaluated methods, we use a glass-box
model, that is, a model explainable by design but
used as a black box (i.e., without being able to
use its inner workings to generate explanations).
Following prior work (Guidotti, 2021), we train a
logistic regression using sklearn (Pedregosa et al.,
2011) and use its weights as tokens importance
scores.

Therapy implementation To evaluate the pro-
posed method, we use the available implementation
of PPL-MCTS (Chaffin et al., 2022) and simply
plug the glass-box by defining the function that

takes a sequence and returns its score. The choice
of the LM to guide defines the domain on which we
want to explain the behavior of the model. Thus, it
is best to choose a language model that is as close
as the domain on which the discriminator will be
used. However, to show that the proposed approach
works well, even on a general domain, we use OPT-
125m (Zhang et al., 2022). A logistic regression is
then learned on generated texts and its scores are
used as token importance.

Datasets Experiments are conducted on two dif-
ferent classification datasets from (Zhang et al.,
2015). The first one, amazon_polarity is a binary
classification dataset of Amazon reviews labelled
as positive or negative. The reviews are rather
small and have highly caricatural lexical fields. The
second one, ag_news, is a thematic classification
dataset with 4 classes: (world, sport, business
and sci/tech). Texts in this dataset are longer
and more diverse but include distinctive indicators
because they are extracted from online news arti-
cles. Samples generated by Therapy along with
top words returned by the method for each class of
both datasets are given in Appendix A.

Compared methods In our experiments, we
compare the results of Therapy to the two most
widely used post-hoc methods: LIME (Ribeiro
et al., 2016) and SHAP (Lundberg and Lee, 2017).
We employed publicly available implementations
of these traditional methods instead of their exten-
sions mentioned in Section 2. This decision was
made because, to the best of our knowledge, these
extensions either do not prioritize the generation of
global explanations or do not enhance the textual
versions of these methods. The main difference be-
tween LIME and SHAP is that the former generates
samples by modifying input data and then learns a
linear regression model whereas the latter benefits
from game theory to compute the weight of each
term. We use the global version of these methods
on 500 texts of the datasets test set. For SHAP,
we keep the 10 000 most important words for each
dataset whereas, for LIME, we computed 500 lo-
cal explanations with the 35 most important words
and merged every term-weights pair into dictionar-
ies of length 4592 for amazon_polarity and 5770
for ag_news. Finally, to highlight the benefits of
cooperative generation in Therapy, we also report
the results obtained by a simple baseline. Rather
than using cooperatively generated texts to train

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://github.com/NohTow/PPL-MCTS
https://huggingface.co/facebook/opt-125m
https://huggingface.co/facebook/opt-125m
https://huggingface.co/datasets/amazon_polarity
https://huggingface.co/datasets/ag_news
https://github.com/marcotcr/lime
https://shap.readthedocs.io/en/latest/
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Figure 2: Spearman correlation w.r.t number of generated text per class for amazon_polarity and ag_news.

Dataset AMAZON_POLARITY AG_NEWS

Class Positive Negative World Sports Business Sci/Tech

Baseline 0.49 (6.24e-08) 0.31 (9.25e-05) 0.25 (1.67e-06) 0.32 (6.58e-09) 0.35 (1.88e-11) 0.12 (2.33e-02)

Therapy - most played 0.52 (5.79e-09) 0.32 (7.83e-05) 0.22 (1.57e-05) 0.27 (7.66e-07) 0.32 (2.04e-09) 0.22 (1.93e-05)

Therapy - highest score 0.49 (3.3e-08) 0.31 (1.0e-04) 0.27 (1.6e-07) 0.37 (4.0e-12) 0.38 (5.6e-13) 0.3 (8.9e-09)

Table 1: Spearman correlation (p-value) between the top words of a logistic regression glass-box and explanation
methods learning a logistic regression over generated texts. Baseline uses unconstrained samples while Therapy
generates samples using the MCTS, either selecting the most played or highest scored node. Results are shown per
class and dataset.

the logistic regression, the baseline generates texts
without constraining the LM and uses the glass-box
after the generation is done to get the target labels.

5.2 Spearman correlation

A good explanation of the glass box is a list of
features that contains both its important features
(i.e., has good coverage) and links them to a similar
relative weight. Hence, we compute the Spearman
correlation between the top words of the glass box
(having a weight > 1) and their scores attributed
by the explainer. We selected Spearman correlation
over Pearson because the score returned by LIME
and SHAP can be very different from logistic re-
gression weights and so rank correlation results in
a fairer comparison.

5.2.1 Influence of the number of generated
texts

One critical parameter of the proposed method is
the number of texts to generate since more tokens
allow a larger coverage but require more computa-
tion. We report the Spearman correlation against
the number of generated texts per class in Figure 2.
We observe that the correlation quickly rises until
plateauing, meaning that only a small amount of
text offers a great overview of the model behavior
and that the method does not require a lot of com-
puting to perform. We thus fixed the number of

generated texts for Therapy to 3000 for each class
for the rest of our experiments.

5.2.2 Importance of the classifier guidance
Cooperative generation allows Therapy to guide
the LM during the decoding process and to move
away from its distribution toward that of the model
studied. To study the importance of this guidance,
we report, in addition to the baseline, the results ob-
tained when selecting the most played token during
MCTS generation. As mentioned in Section 3.2,
the token added to the current context can be se-
lected as the most played node or the one obtain-
ing the highest score. Selecting the highest-scored
node generates texts that are the most stereotyp-
ical of the studied model, while the most played
node is closer to the LM a priori. Results reported
in Table 1 show that both the baseline and using
the most played node exhibit competitive results
on amazon_polarity but struggle more on ag_news.
This can be explained by the fact that the LM tends
to not generate positive and negative terms at the
same time, so the classes are clearly defined even
in unconstrained samples. On ag_news, however,
there is more overlap between classes, and so us-
ing cooperative generation helps to generate texts
that are more distinctive of a given class. These
results both highlight the contribution of the coop-
erative generation and motivate the token selection
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Dataset AMAZON_POLARITY AG_NEWS

Class Positive Negative World Sports Business Sci/Tech

Baseline 0.49 (6.24e-08) 0.31 (9.25e-05) 0.25 (1.67e-06) 0.32 (6.58e-09) 0.35 (1.88e-11) 0.12 (2.33e-02)

LIME 0.64 (5.0e-7) 0.44 (1.5e-3) 0.09 (0.53) 0.16 (0.27) 0.20 (0.16) 0.19 (0.19)

LIME-other 0.21 (0.14) 0.18 (0.21) -0.03 (0.85) 0.23 (0.12) 0.09 (0.52) 0.29 (0.04)

SHAP 0.71 (7.6e-9) 0.76 (1.6e-10) 0.47 (6.2e-4) 0.62 (1.7e-06) 0.53 (8.0e-5) 0.61 (2.4e-6)

SHAP-other 0.02 (0.87) 0.26 (0.06) -0.05 (0.71) 0.04 (0.77) 0.15 (0.31) 0.12 (0.41)

Therapy 0.49 (3.3e-08) 0.31 (1.0e-04) 0.27 (1.6e-07) 0.37 (4.0e-12) 0.38 (5.6e-13) 0.3 (8.9e-09)

Table 2: Spearman correlation (p-value) between the top words of a logistic regression glass-box and the four
explanation methods. ‘other’ indicates that the explanations are generated using the other dataset. Results are shown
per class and dataset.

method.

5.2.3 Comparison with other methods
The Spearman correlations of all the evaluated ap-
proaches can be found in Table 2. Results yielded
by Therapy are better than those of LIME on
ag_news but worse on amazon_polarity whereas
SHAP yields better results than both methods on
both datasets. Counterintuitively, these are positive
results for Therapy because other methods have ac-
cess to the test set of the studied dataset, ensuring
that the target features are found in the input exam-
ples. To test the performance when this assumption
no longer holds, we resort to two variants of LIME
and SHAP, denoted by -other. The key distinction
between these methods lies in the dataset employed
as input data. We use amazon_polarity texts as in-
put to find features in ag_news and vice-versa. The
findings from these experiments reveal that existing
methods fail to find important features, leading to a
significant drop in correlations, substantially lower
than those of Therapy.

5.3 Precision Recall

Besides assigning correct scores to important fea-
tures of the model, we also want to make sure that
Therapy gives an informative output in practice.
That is, making sure that most features returned
by the explainer (i.e., its highest-scored features)
are indeed important features of the original model
and that most of its important features are found.
Thus, we report precision/recall curves averaged
over every class in Figure 3. Precision is obtained
by computing, for different numbers of words re-
turned, the proportion that is in the most important
features of the original model. Conversely, recall
is the proportion of the original model’s top words
retrieved. The number of words returned ranges

from 10 to 1500.
Therapy yields worse results than LIME (al-

though achieving better recall on ag_news) and
SHAP on both datasets. Again, when the input
data does not necessarily contain the important fea-
tures for the model (-other), the results collapse
and Therapy outperforms both approaches. This
limitation is visible by the plateau in recall scores
for these methods: they indeed find the important
features present in the data, but are limited to
these only, setting the upper limit of features that
can be found. In practice, biases contained in the
model can be subtle enough not to be present in
the available data, in which case LIME and SHAP
will not be able to detect it. Therapy, on the other
hand, obtains good results while using the same
generic LM for both datasets, without using any
a priori. The method thus provides a very good
overview of the model’s behavior when no data, or
more broadly, when no data representative of the
important features of the model is available. In the
latter case, Therapy offers a broader search than the
one based on existing texts, offering higher recalls.
Again, the baseline is competitive against Therapy
on amazon_polarity but is significantly worse on
ag_news. This illustrates that the cooperative gen-
eration allows Therapy to better highlight distinct
classes when they are more mixed in the LM.

5.4 Insertion/deletion of keywords

A strategy to validate the correctness of the expla-
nation is to remove the features that the explanation
method found important and see how the prediction
of the model evolves. The intuition behind deletion
is that removing the “cause” will force the model
to change its decision (Petsiuk et al., 2018). Simi-
larly, adding a word returned by the explanation as
important for another class should lower the con-
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Figure 3: Precision/recall curves of the glass-box top words for the different explanation methods.

Figure 4: Proportion of texts whose glass-box prediction changes w.r.t the number of important words from the
original class replaced by important words from other classes.

fidence of the model. Thus, we compute an inser-
tion/deletion metric that measures the proportion
of texts whose glass-box decision changes when
a word listed as important for the original class is
removed and replaced by an important word from
another class. Figure 4 shows the results on both
datasets for Therapy, the baseline method, LIME,
SHAP, and their version using the other dataset
as input (-other) on 1000 texts. Replacements are
done by iterating over the list of the top 250 words
returned by each method for the original class until
the decision of the model changes. Replacement
can only occur if the word is present within the
text and multiple replacements of the same word in
a given text are counted as multiple replacements.
This explains why each method has a different max-
imum number of words replaced. Methods that
leverage generative models seem to achieve more
replacements. We hypothesize that this is because
they are designed to globally explain the model on
the input domain, unlike local methods that can
return words that are specific to a given input and
not generalize well.

We observe that Therapy achieves very simi-
lar results to those of LIME and SHAP on ama-
zon_polarity but significantly worse than both on
ag_news. However, when compared to the -other

versions, Therapy achieves very convincing results
showing once again that these methods require very
specific data while Therapy is able to find impor-
tant words without accessing any data nor using
any a priori on the model. In this experiment as
well, Therapy outperforms the baseline on both
datasets, although the difference is more noticeable
on ag_news.

6 Conclusion

Usual explainability methods heavily rely on input
data, which is not necessarily available and might
not contain model biases or important features. We
propose Therapy, a method that leverages coop-
erative textual generation to create synthetic data
that follow the studied model distribution. Thus,
the search is driven by a pre-trained LM rather
than input samples. The pre-trained LM allows a
broader exploration than being restricted to input
data neighborhood, relaxing most of the constraints
and a priori induced by examples-driven methods.
In the extreme case where extremely representa-
tive data (such as the test set of a given dataset) of
important features of the model is available, Ther-
apy lacks a bit behind state-of-the-art SHAP while
being competitive. However, when considering
more realistic cases where we do not explicitly
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give the important features to the explainer or do
not have any available data, its performances are
very good whereas the other methods are collaps-
ing when even applicable. Comparisons with a
generate-then-classify baseline highlight the bene-
fits of the cooperative generation when the LM does
not generate texts that are representative of a single
specific class by itself. Therefore, Therapy is a
useful tool to explore the model behavior on a large
domain when collecting data that exactly match
the downstream distribution is not feasible. Finally,
we opposed the proposed approach to LIME and
SHAP to highlight the interest of generating repre-
sentative texts using cooperative generation when
input data is lacking. However, an interesting av-
enue of research would be to use these established
explainability methods on cooperatively generated
texts, replacing the proposed logistic regression
on the tf-idf representation. This potential combi-
nation might allow to leverage their performance
while alleviating the input data dependency.
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A Qualitative results

In this appendix, we provide samples generated by
Therapy as well as the first 20 top words returned by
the method for the different classes of both datasets.
Please note that some "words" correspond to sub-
words, due to the breakdown into unigrams (ve,
ll, ...). The proposed approach allows Therapy to
study the impact of n-grams, but this is not possible
with LIME and SHAP (using available code), so
we restricted the study to unigrams.

A.1 amazon_polarity, "positive" class

Samples:

• "The amount of support they gave was
amazing. I’m so happy with the game
and it’s a great way for me to play
my favorite role! Also, I love that
they’re giving us a new character
every week, which is awesome :)I think
they’ve been pretty good lately too.
It’s nice when we see someone who
really loves their team and has fun
doing things"

• "The whole point of this post is to
show people what a great job you’ve
put in. You are doing an excellent
job, I love this sub. Keep going.
:)I’m so happy for all those people
that have helped! It’s amazing to be
here and it was fun being the one that
got the most attention on the other
day :). Thank you so much <3You’re
very welcome :) And yes... I am glad
you enjoyed this subreddit - it is a
great place"

Top-words: great, love, good, ve, years, people,
lot, friends, fun, life, world, works, easy, things,
happy, heard, including, awesome, nice, family

A.2 amazon_polarity, "negative" class

Samples:

• "I guess you could say it has to be the
most boring thing ever.It is a very
boring experienceI don’t think they
have any idea how to make money off
this, so they will probably just do
what you say they will if it doesn’t
work. They may try to sell you on the
fact that it isn’t working and then
try and get you to buy back into it
when they are done making money. If I
was them, would they not want to pay
me?"

• "It might be a bug, but it doesn’t
work on my phoneYeah that sucks! I
was hoping the same thing happened.I
don’t think you can get a refund
without having to buy a new one...You
have no idea what they would be like
without the warranty. They wouldn’t
know how much money is left if they
didn’t do it properly or at all and
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they would probably just give it back
as soon as they found out it was
defective (or something)"

Top-words: don, money, bad, doesn, didn, idea,
work, device, isn, thing, guess, wrong, back, buy,
fact, time, phone, point, problem, thought

A.3 ag_news, "world" class
Samples:

• The world’s most popular and sought
after luxury home in Dubai, the Al
Khaleel International Airport (ALI),
is a city that is renowned as the hub
of the Middle East and North Africa
region. It is also the capital city of
Abu Dhabi, United Arab Emirates with a
population over 2 billion people and
a GDP per person.Al-Khaliel airport
is an important gateway into Europe
to the north east and west of Europe,
Asia, and Australia

• In the last month, the US government
has been accused of using a “secret”
military intelligence agency in Iraq
and Afghanistan for spying on its
allies, including Pakistan, Turkey,
Iran, Russia, Syria, Sudan, Lebanon,
Libya, Egypt, Nigeria. . . and even
Saudi Arabia!According to a new
report published today, the Pentagon
is now investigating the alleged
use by the US military Intelligence
Community (IUC), which was created by
President Bush after the 9/11 terror
attack that killed over

Top-words: people, man, country, city, party,
killed, family, agree, wrong, general, children, sex,
president, police, working, military, dead, missing,
woman, days

A.4 ag_news, "sport" class
Samples:

• I think it’s pretty safe to assume
that the guy has a lot of experience
with the game. He played in the
NHL, and he was a top 10 player on
the team for most games last season
(he had a goal in his final three
playoff series), and he won a Stanley

Cup as a rookie this past season (he
finished third in the league in points
scored, which was good for second in
the league) and is still one of the
best players in hockey at this stage
in the year

• We’ve got to keep playing this game.
This team needs to win games and
we need to play the best basketball
that’s been in our league all season,
every night. And it is time to get
out there and do that.""The Warriors
have won three straight games at home
and are 2-0 against the NBA’s best
team on both sides of the ball this
season with a record of 21-1 (13.7
points per game)

Top-words: time, game, back, season, play, didn,
team, guy, field, night, games, left, 12, title, won,
saturday, playing, great, day, wasn

A.5 ag_news, "business" class

Samples:

• I am still in shock after hearing
of that.It’s a pretty big deal. It
happened last month. They are trying
to get the money out of the company
by selling their stock for profit so
they can sell more shares and buy
more shares at higher prices (which
I think would have helped with the
stock market) and it was reported as
an ""investment fraud"" by the SEC
which has been going on all over this
subreddit for months, but no one ever
seems to care much

• Biden is planning to spend millions
of dollars to buy a new home, but the
real estate market in America is still
struggling with the housing shortage.
The average house sale cost $1 billion
and was up by nearly 50 percent from
the previous year’s price of about
$800 million — according to the Real
Estate Board of New York (RBE).The
RBE estimates that the average house
sales prices are expected to rise
1,000 per month this fiscal year as
the economy continues its rebound
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Top-words: money, buy, care, doesn, things, deal,
pay, worth, business, car, biggest, interested, month,
trade, don, compagny, happened, store, kind, price

A.6 ag_news, "sci/tech" class
Samples:

• 2K Games’ Dark Souls 3 is coming to PC,
Mac & Linux in the near future.The new
game will launch for free on PC, Mac
& Linux and Xbox One, PlayStation 5
and Microsoft Windows, as well. It’ll
come out sometime during this week,
with an official release expected
soon thereafter, though we don’t yet
know what it will be called or where
exactly you’re getting the title. We
also have some news from Sony that’s
not quite so surprisingetc...

• In this new age of technology, the
world needs more people. We have a lot
in our hands. The internet can help
us connect to others through video
chat and online games.""The company
will launch a mobile game called
’Gangster’, where it plans to offer
""an interactive experience"" with
its users, according to the company.
The game has been developed for the
Apple iPad and Android phones that
use Apple TV, which also uses Google
Chromecast, according to a release.

Top-words: ve, ll, idea, phone, internet, make, sys-
tem, video, online, life, understand, version, pc,
found, 13, thing, computer, lot, hard, issue, people,
work, information, future


