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Abstract

Approaches to bias assessment usually re-
quire such technical skills that, by design,
they leave discrimination experts out. In
this paper we present EDIA, a tool that fa-
cilitates that experts in discrimination ex-
plore social biases in word embeddings and
masked language models. Experts can then
characterize those biases so that their pres-
ence can be assessed more systematically,
and actions can be planned to address them.
They can work interactively to assess the ef-
fects of different characterizations of bias in
a given word embedding or language model,
which helps to specify informal intuitions in
concrete resources for systematic testing.

1 Introduction

Machine learning models and data-driven systems
are increasingly being used to support decision-
making processes. Such processes may affect fun-
damental rights, like the right to receive an edu-
cation or the right to non-discrimination. It is im-
portant that models can be assessed and audited to
guarantee that such rights are not compromised.
Ideally, a wider range of actors should be able to
carry out those audits, especially those that are
knowledgeable of the context where systems are
deployed or those that would be affected.

Several studies found that linguistic represen-
tations learned from corpora contain associations
that produce harmful effects when brought into
practice, like invisibilization, self-censorship or
simply as deterrents (Blodgett et al., 2020). The
effects of these associations on downstream appli-
cations have been treated as bias, that is, as sys-
tematic errors that affect some populations more
than others, more than could be attributed to a ran-
dom distribution of errors. This biased distribution
of errors results in discrimination of those popula-
tions. Unsurprisingly, such discrimination often

affects negatively populations that have been his-
torically marginalized.

To detect and possibly reduce such harmful be-
haviour, many techniques for measuring and mit-
igating the bias encoded in word embeddings and
Large Language Models (LLMs) have been pro-
posed by NLP researchers and machine learn-
ing practitioners (Bolukbasi et al., 2016; Caliskan
et al., 2017). In such works social scientists have
been mainly reduced to the ancillary role of pro-
viding data for labeling, rather than being consid-
ered as core team (Kapoor and Narayanan, 2022).
Current audits of data-driven systems often require
technical skills that are beyond the capabilities of
most of the people with knowledge on discrimi-
nation. The technical barrier has become a major
hindrance to engaging experts and communities in
the assessment of automated systems.

Moreover, we think approaching social risk mit-
igation through algorithmic calculations or adjust-
ments is reductionist. We believe the part of the
process that can most contribute to bias assess-
ment are not subtle differences in metrics or tech-
nical complexities incrementally added to existing
approaches, as is the case of a good portion of aca-
demic work in the area. Instead, we believe what
can most contribute to an effective assessment of
bias in NLP is precisely the linguistic characteri-
zation of the discrimination phenomena (Antoniak
and Mimno, 2021).

That is why our aim with this work is to open up
the participation of experts both on the complex-
ities of the social world and on communities that
are being directly affected by AI systems. Partici-
pation would allow processes to become transpar-
ent, accountable, and responsive to the needs of
those directly affected by them.

The rest of this paper is organized as follows.
In the next section we state the principles for in-
tegrating discrimination experts in the bias assess-
ment process. We then review the shortcomings of
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some approaches to bias assessment, and argue for
the need for a tool specifically targeted to facilitate
the integration of non-technical persons in the pro-
cess of bias assessment. Then, we describe EDIA,
the tool we developed to address this need. We fin-
ish with a discussion of our experiences in hands-
on sessions with discrimination experts using the
tool. Appendices with more extensive descriptions
of the tool and a user story are also provided.

A demo of EDIA can be used at
https://huggingface.co/spaces/
vialibre/edia, allowing to explore the
Word2Vec from Spanish Billion Word Cor-
pus embedding (Cardellino, 2019) and BETO
(Cañete et al., 2020) as the default language
model. The tool is available at https:
//github.com/fvialibre/edia, and
can be instantiated to explore different word
embeddings and language models, independently
of language, as is showcased in the Colab jupyter
notebook illustrating the functionalities of EDIA1.

2 Principles for integrating experts in
discrimination in bias assessment

2.1 Interaction with discrimination experts
to obtain an adequate tool

To create a tool that is truly useful for discrimina-
tion experts, we carried out hands-on workshops
with diverse experts. In these workshops we de-
clared our assumptions and motivations for the
bias assessment process, observed their interaction
with the methodology and obtained their feedback
on the experience.

We carried out two workshops before the graph-
ical interface was developed, then developed the
interface integrating the requests and observations
from those experiences and carried out two more
workshops. We used a pre-survey and a post-
survey to register the participants expertise and to
record their experience with the tool, their sugges-
tions for improvement and their requests for fea-
tures. In particular we designed a questionnaire to
collect the principles that they valued in the differ-
ent versions of the prototype. During our work-
shops we also registered the workflow that the ex-
perts followed and we developed a user story that
they reviewed that is published in (Benotti et al.,
2023).

1https://colab.research.google.com/
drive/1bSo9oXpB7fHjPB5UZGKJAcyA0zXHGjZO?
usp=sharing

2.2 The principles

With our initial motivations and the insights gath-
ered in these workshops, we developed EDIA, a
tool for bias assessment in NLP artifacts, that fol-
lows the following design principles:

Focus on expertise on discrimination, substi-
tuting highly technical concepts by more intuitive
concepts whenever possible and making technical
complexities transparent in the process of explo-
ration. More concretely, by hiding concepts like
"vector", "cosine", etc. whenever possible, for
example, substituting them for the more intuitive
"word", "contexts of occurrence", "similar".

Qualitative characterization of bias, instead of
metric-based diagnosis or mitigation.

Integrate information about diverse aspects
of linguistic constructs and their contexts.

• provide context: which corpora, concrete
contexts of occurrence (concordances), to get
a more accurate idea of actual uses or mean-
ings, even those that may have not been taken
into account.

• provide information on statistical properties
of words (mostly number of occurrences in
the corpus, and relative frequency in differ-
ent subcorpora), that may account for unsus-
pected behavior, like infrequent words being
strongly associated to other words merely by
chance occurrences.

• position with respect to other words in the
embedding space, and most similar words.

More complex representation of linguistic phe-
nomena word-based approaches are oversim-
plistic, and cannot deal with polysemy (the am-
biguity or vagueness of words with respect to the
meanings they may convey) or multiword expres-
sions. That is why we need more context. Inspect-
ing LLMs instead of word embeddings allows to
account for those aspects of words. This has the
added advantage of being able to inspect LLMs.

In designing these principles, we prioritized the
specific needs of the Latin American region. In
Latin America, we need domain experts to be able
to carry out these analyses with autonomy, not re-
lying on an interdisciplinary team or on training,
since both are usually not available.
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Figure 1: A list of 16 words in English (left) and a translation to Spanish (right) and the similarity of their word
embeddings with respect to the list of words “woman, girl, she, mother, daughter, feminine” representing the
concept "feminine", the list “man, boy, he, father, son, masculine” representing "masculine", and translations for
both to Spanish. The English word embedding data and training is described in Bolukbasi et al. (2016) and the
Spanish in by (Cañete et al., 2020). From the 16 words of interest, in English, 8 are more associated to the concept
of "feminine", while in Spanish only 5 of them are. In particular, "nurse" in Spanish is morphologically marked
with masculine gender in the word “enfermero” so, there is some degree of gender bias that needs to be taken into
account to fully account for the behavior of the word. This figure illustrates that methodologies for bias detection
developed for English are not directly applicable to other languages. Also, the figure illustrates that the observed
biases depend completely on the list of words chosen.

3 A critical perspective on methods for
bias assessment

In the last years the academic study of biases in
language technology has been gaining growing
relevance, with a variety of approaches accompa-
nied by insightful critiques.

Early work on bias focused on finding metrics
that allowed to adequately assess bias in word em-
beddings (i.e. Bolukbasi et al. (2016); Gonen and
Goldberg (2019)). Most of the following work fo-
cused on technical subtleties about metrics, exten-
sions to other languages or contexts, application
to language models, evaluation on downstream
tasks or automating the whole process, from as-
sessment to mitigation (Guo and Caliskan, 2021;
Guo et al., 2022; An et al., 2022; Kaneko and Bol-
legala, 2021).

3.1 On the importance of the linguistic
representation of bias

Approaches to assess biases in word embeddings
or large language models heavily rely on lists of
words or lists of sentences to define the space of
bias to be explored (Badilla et al., 2021). These
resources have a crucial impact on how and which

biases are detected and mitigated (Antoniak and
Mimno, 2021), but they are not central in the ef-
forts devoted to this task. The methodologies for
choosing the words to make these lists are var-
ied: sometimes lists are crowd-sourced, some-
times hand-selected by researchers, and some-
times drawn from prior work in the social sci-
ences. Most of them are developed in one spe-
cific context and then used in others without reflec-
tion on the domain or context shift. They are even
translated to other languages, disregarding linguis-
tic and cultural differences that result in very dif-
ferent behaviors of the same word lists (Garg et al.,
2018), as shown in Figure 1.

Most of the published work on biases explo-
ration and mitigation has been produced by com-
puter scientists based on the northern hemisphere,
in big labs which have access to large amounts
of funding, computing power and data. Unsur-
prisingly, most of the work has been carried out
the English language and for gender and race bi-
ases (Garg et al., 2018; Blodgett et al., 2020; Field
et al., 2021). Lauscher and Glavaš (2019) make a
comparison on biases across different languages,
embedding techniques, and texts. Zhou et al.
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(2019) and Gonen et al. (2019) develop 2 differ-
ent detection and mitigation techniques for lan-
guages with grammatical gender that are applied
as a post processing technique. Even if they are
targeting more diverse biases and languages, these
approaches add many technical barriers that re-
quire extensive machine learning knowledge from
the person that applies these techniques. Therefore
they fail to engage interactively with relevant ex-
pertise outside the field of computer science, and
with domain experts from particular NLP applica-
tions.

3.2 Criticisms to metric-centered approaches

Nissim et al. (2020) argue that the underlying as-
sumptions for some of the metrics are inadequate.
Jia et al. (2020) provide evidence that a reduction
of bias shown in metrics does not correlate with a
reduction of bias in downstream tasks. Even more
worryingly, Antoniak and Mimno (2021) showed
that metrics for bias assessment are very sensitive
to changes in the word lists that are used as a ba-
sis for the diagnosis. They conclude that word
lists are probably unavoidable, but that no tech-
nical tool can absolve researchers from the duty to
choose seeds carefully and intentionally.

Blodgett et al. (2021) examine four sets of con-
trastive sentences to evaluate bias in language
models and apply a method —originating from the
social sciences— to inventory a range of pitfalls
that threaten these benchmarks’ validity as mea-
surement models for stereotyping. They find that
these benchmarks frequently lack clear articula-
tions of what is being measured, and they highlight
a range of ambiguities and unstated assumptions
that affect how these benchmarks conceptualize
and operationalize stereotyping. Névéol et al.
(2022) propose how to overcome some of these
challenges by taking a culturally aware standpoint
and a curation methodology when designing such
benchmarks.

With respect to mitigation, Brunet et al. (2019)
show that debiasing techniques are more effec-
tive when applied to the texts wherefrom embed-
dings are induced, rather than applying them di-
rectly in the already induced word embeddings.
Prost et al. (2019) show that overly simplistic mit-
igation strategies actually worsen fairness met-
rics in downstream tasks. More insightful mitiga-
tion strategies are required to actually debias the
whole embedding and not only those words used

to diagnose bias. However, debiasing input texts
works best. Curating texts can be done automati-
cally (Gonen et al., 2019) but this has yet to prove
that it does not make matters worse. It is better
that domain experts devise curation strategies for
each particular case.

In spite of these well-founded critiques, work
on bias in word embeddings and language models
still revolves mainly around metrics and methods,
and not so much on the participation of experts
in the process of diagnosis. That is why we feel
the need to facilitate the involvement of experts in
bias assessment processes, so that the focus can be
moved from technicalities to the problem itself.

In recent years, with the consolidation of bias
assessment techniques, multiple frameworks have
been developed to facilitate access to those tech-
niques. We provide a description of some frame-
works in Appendix B, and an overview of those
with a graphical interface in Table 1.

Even in the case of those with a graphical inter-
face, the design principles of those frameworks are
still metric-centric, and most of them require mas-
tery of machine learning methods and program-
ming skills. Such requirements are usually bar-
riers for non-technical profiles. As an alternative,
we have developed EDIA, a no-code, no-statistics
tool for experts to explore biases, which we de-
scribe in the following Section.

4 An intuitive tool to explore bias

This section provides a description of EDIA
(acronym for the Spanish of Stereotypes and Dis-
crimination in Artificial Intelligence), a visual in-
terface framework for the analysis of bias in word
embeddings and in LLMs2. A more detailed de-
scription of the tool can be seen in Benotti et al.
(2023).

EDIA follows the design principles stated in 2,
trying to fill a gap in the landscape of existing
frameworks for bias assessment. It provides four
main functionalities: exploring the learning data,
exploring the distribution of words in an embed-
ding space, systematizing biases in words and ex-
ploring biases in sentences. In what follows we de-
scribe these functionalities. In Appendix A we de-
scribe a user story showcasing how this tool may
be used.

2EDIA is currently available at https:
//huggingface.co/spaces/vialibre/edia
and https://github.com/fvialibre/edia.
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Framework Reference Word Language Requieres Mitigation Counterfactuals
Embeddings Models NLP Techniques Analysis

Analysis Analysis Knowledge Implemented

WordBias Ghai et al. (2021) ✓ ✗ ✗ ✗ ✗
VERB Rathore et al. (2021) ✓ ✗ ✓ ✓ ✗
LIT Tenney et al. (2020) ✓ ✓ ✓ ✗ ✓
EDIA Benotti et al. (2023) ✓ ✓ ✗ ✗ ✗

Table 1: Description of frameworks with graphical interfaces available for bias analysis of embeddings or language
models. The What-if Tool is not included in the table because it does not specifically target text data.

Figure 2: The Data tab of EDIA. The word of interest, selected in (A), is situated within the frequency plot of all
of the words in the vocabulary in (B), and its relative frequency in different subcorpora is shown in (C). The user
can retrieve contexts of occurrence of the word of interest in (D).

4.1 Exploration of the learning data

In hands-on experiences with discrimination ex-
perts, it was found that it was a huge priority for
them to identify and study the origin of the data in
detail. Indeed,

As can be seen in Figure 2, EDIA allows to ex-
plore the frequency of appearance of a word in the
corpus used to train embeddings, as well as to ac-
cess contexts of occurrence of those words. This
allows for a more situated analysis of the word, to
detect ambiguities and possible inadequate repre-
sentations due to low frequencies.

4.2 Exploring the distribution of words in an
embedding

This functionality, displayed in Figure 3, enables
the visualization of a list of words of interest in
a 2-dimensional space. This space is a more in-
tuitive rendering of the original embedding space,
obtained using PCA projection.

This visualization allows to assess the close-

ness (similarity) of the representations of different
words, obtained from their contexts of occurrence
in the training data.

Note that this assessment does not require any
understanding of the methods used to obtain this
visualization, such as vector space, cosine similar-
ity, Principal Component Analysis or even embbe-
ding. Without resorting to those concepts, users
can obtain an intuitive notion of the potential be-
havior of words in applications using that embed-
ding. Indeed, when working with users, we found
that they could obtain very valuable insights from
this visualization, which impacted in a more pow-
erful usage of the functionality of bias in words.

We include a functionality to retrieve words that
are similar to the words of interest. This is useful
to detect unsuspected senses associated to a given
token, and also to enlarge an initial word list.
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Figure 3: The Explore Words tab of EDIA. In (B), the lists of words of interest given in (A) are situated in
a 2-dimensional projection of the original embedding space, obtained using PCA. Different colors are used to
distinguish different lists of words. The interface also provides words that are close in the space, as suggestions.

4.3 Systematization of bias in words
The graphical interface to systematize the study of
bias in words can be seen in Figure 4 for the case
of two-bias space systematization, with a detail of
the single-bias systematization shown in Figure 1.

Our core methodology to assess biases in word
embeddings is iterative, relying on the feedback
that the discrimination expert obtains from seeing
how different words get represented in the embed-
ding, and the adequacy of different word lists, or
modifications on those word lists, to characterize
the bias of interest.

The methodology is as follows:

1. Defining a bias space, usually binary, by
defining pairs of opposed extremes, as in
male – female, young – old or high – low.
Each of the extremes of the bias space is
characterized by a list of words. This list of
words, shown in (A) in Figure 4 and at the
top of the diagrams in Figure 1, characterizes
each of the extremes of the bias, and thus the
bias space. If further refinement is needed, an
additional bias space can be defined, that can
be then combined with the first one in a space
with four extremes, as shown in Figure 4.

2. Assessing the behaviour of words of inter-
est in this bias space, finding how close they
are to each of the extremes of the bias space.
Closeness is calculated with the metric pro-
posed by Bolukbasi et al. (2016), but can
be substituted by another similarity metric in
the deployment of the tool. This assessment
shows whether a given word is more strongly
associated to any of the two extremes of bias,
and how strong that association is. In Fig-
ure 1 it can be seen that the word "nurse"
is more strongly associated to the "female"
extreme of the bias space, while the word
"leader" is more strongly associated with the
"male" extreme. Such assessment allows ex-
perts to state whether a given model is biased,
in this case, they would state that it is biased
with respect to professions as related to gen-
der.

3. After seeing how words of interest distribute
in the 2-way (Figure 1) or 4-way (Figure 4)
bias space, and looking for an adequate repre-
sentation of their bias of interest, experts may
decide to:
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Figure 4: The "Biases in Words" tab in EDIA. The words in (A.2) shape the bias space in (B), in this case, with
four extremes: one with words related to feminine, another for masculine, for old and for young. The words listed
in (A.1) are positioned in (B) with closeness relative to their cosine similarity to the words in each extreme.

(a) modify some words of interest or some
words in the definition of the bias ex-
tremes, possibly by resorting to explor-
ing the distribution of words in an em-
bedding, or exploring the training data,
and going back to 2.

(b) consolidate the lists of words as a good
representation of the bias of interest.

After this iterative process is finished, an assess-
ment of bias can be produced, describing the bias
in a given word embedding. This is valuable infor-
mation to take informed decisions like using that
embedding or looking for another one, curating
the training data and retraining the embedding, or
others. Moreover, the consolidated lists of words
can also be used to assess that kind of bias in any
other embedding.

This form of bias assessment may be useful,
but in hands-on workshops discrimination experts
found that it was insufficient to characterize:

• words that were highly ambiguous, like
"rico" (rich), that can refer to economic sta-
tus, flavor or part of the name of a country
(Puerto Rico, Costa Rica).

• biases that were non-binary, as in gender, age,
geographical origin, and many others.

• biases where one of the extremes is un-
marked, as in indigenous - ??.

These limitations are mainly due to the fact that,
in word embeddings, words are characterized in
isolation. To address this limitation, the context of
words needs to come into play. Thus, while the
exploration of word embeddings may be useful,
the exploration of language models, which is car-
ried out via full utterances that provide context for
words, is able to overcome these limitations.

4.4 Systematization of bias in language
models

Large Language Models (LLMs) represent con-
textual meaning. This meaning cannot be ana-
lyzed in the analytical fashion that we have seen
for word embeddings. However, LLMs can be
queried in terms of preferences, that is, how prob-
able it is that an LLM will produce a given sen-
tence. Thus, we can assess the tendency of a given
LLM to produce racist, sexist language or, in fact,
language that invisibilizes or reinforces any given
stereotype, as long as it can be represented in con-
trasting sequences of words.

Methodologies to explore bias in LLMs are
proposed by Zhao et al. (2019); Nangia et al.
(2020); Sedoc and Ungar (2019); Névéol et al.
(2022).They are based on manually produced con-
trasting pairs of utterances that represent two ver-
sions of a scene, one that reinforces a stereo-
type and the other contrasting with the stereotype
(what they call antistereotype). Then, the LLM is
queried to assess whether it has more preference
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Figure 5: The "Biases in Sentences" tab in EDIA. The sentence in (A) contains a blank, represented by a "*",
which is filled by each word of interest. The preferences of the model for each of the variants of the sentence are
displayed in (B).

for one or the other, and how much. Such prefer-
ence is calculated following the metric proposed
by Nangia et al. (2020). This allows to assess how
probable it is that the LLM will produce language
reinforcing the stereotype, that is, how biased it is
for or against the encoded stereotype.

To explore bias in sentences, EDIA provides the
functionality displayed in Figure 5. The user pro-
vides a sentence with a blank (in the prototype,
the blank is represented with a *). Then, the sen-
tence is completed by filling the blank with differ-
ent words, also provided by the user, that describe
the different stereotypes or antistereotypes to be
compared. Then, the preferences of the model
to generate each of the sentences are showed. If
the model shows uniform preferences, then we can
state that the model has no bias with respect to the
stereotypes and antistereotypes represented by the
variants of the sentence. If preferences are not uni-
form, then some kind of bias can be assessed.

As with the exploration of word embeddings,
experts can modify their lists of words and the
words in the sentences, observing their probabil-
ities in a given model, until they obtain a repre-
sentation of their bias of interest that they deem
adequate. The result of this iterative and interac-
tive process is both an assessment of the model
and a list of sentences that can be used to assess
that same bias in other models, given that they are
masked language models.

In Appendix A a detailed user story is provided,
showcasing how this framework may be used.

5 Discussion

We have argued that bias is a complex phe-
nomenon that needs to be addressed with spe-
cific expertise, or else risk a reductionist approach.
Such approaches have been shown to produce in-
adequate results. To our knowledge, existing tools
to address bias require technical expertise of dif-
ferent kinds. Such requirement will probably hin-
der the involvement of discrimination experts in
the bias assessment problem, specially those ex-
perts belonging to minorized communities or in
the Global South.

We have developed a tool, EDIA, that elimi-
nates unnecessary technicalities. The main aim
of EDIA is to facilitate that discrimination experts
can build the linguistic resources (word lists and
word sentences) that are the keystone of bias as-
sessment by interacting with the relevant word em-
beddings and language models.

We have worked with a variety of discrimina-
tion experts in four hands-on workshops, two be-
fore the development of the graphical interface of
the tool, and two after an initial prototype, involv-
ing 70 and 30 experts on diverse fields and aspects
of discrimination. Experts worked in their area of
expertise, and successfully modeled different bi-
ases, including ageism, fatphobia, ableism or apo-
rafobia. They also explored stereotypes associated
to the province of origin within Argentina, gen-
der violence, the young or different psychologi-
cal features. Participants were satisfied and we are
planning to carry out a second phase of the project
where we expect them to produce linguistic re-
sources resulting from their systematic exploration
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of those biases.
We have also carried out hands-on sessions with

general public, not discrimination experts, and
they have been able to use EDIA to intuitively ex-
plore biases in language models and consolidate a
critical perspective on those technologies.

The work presented here is just the starting
point of a much longer endeavor. Our vision is that
firms and institutions integrate this kind of explo-
ration within the development of language tech-
nologies, engaging discrimination experts as a per-
manent asset in their teams, well before deploying
any product. We would also like the general popu-
lation to carry out this kind of audits, and that this
is part of a more aware, empowering technology
education for all.

We are also working toward building a reposi-
tory of linguistic resources that represent different
biases, as characterized by different communities
and in different contexts.

6 Limitations

For the development of our tool EDIA we de-
signed three workshops with 50 people each in
which we received feedback about its usability.
We based our decisions on the feedback we re-
ceived from different experts in discrimination in
hands-on experiences using early prototypes of the
tool. Most of the experts worked on gender dis-
crimination and other kinds of discrimination are
less represented in our workshops. For more detail
on the workshops we conducted with users to as-
sess design decisions and the overall accessibility
of the methodology, see (Benotti et al., 2023).

We did not ensure that the participants in our
workshops were representative of the intended
population, although we did our best efforts to
have people with diverse backgrounds in social
and objectives. Although we did our best to have a
diverse team, including social scientists, commu-
nicators, linguists and computer scientists, of di-
verse backgrounds, ages and geographical origins,
we could not manage to integrate people with dis-
abilities, or without university education.

Our workshops were conducted in Spanish. Our
tool works for English too but the evaluation and
the design was only evaluated for Spanish. We do
not provide mitigation strategies in our tool, we
only make bias assessment available for not ex-
perts.

Our assessment of bias in word embeddings is

limited to a binary representations of bias. We al-
low for a more nuanced analysis of biases by com-
bining two binary biases, characterized by four ex-
tremes (feminine vs masculine, old vs young, etc),
as displayed in Figure 4. The assessment of bias
in large language models, through sentences, over-
comes this limitation.

7 Ethical Considerations

Our tool can benefit researchers from social sci-
ences that want to study biases in word embed-
dings or language models. It can also be used by
small companies that cannot train their own lan-
guage models and that want to study the biases
present in different pre trained language models
when deciding which to use in their products.

The metrics we use to measure bias are known
to have limitations (Badilla et al., 2021) and the
benchmarks existing in the area (Blodgett et al.,
2021). A potential risk of our tool is that users
assume that our tool can be used to show that a
model is not biased in a particular dimension with-
out considering the limitations of the metrics and
the benchmarks.

Finally, this work discusses how to involve dis-
crimination experts in the exploration of biases in
NLP and argues that this is important. This might
discourage researchers in NLP working on bias
analysis and mitigation to keep working in this
area because they do not have access to interdisci-
plinary experts. In this way, we could discourage
work in an area we believe is important. We think
different approaches are valuable in this area and
studying in more detail the metrics of the area is
very important and needs deeper technical exper-
tise. This might not require discrimination experts
if reliable benchmarks are available in the area.

Participation in our workshops involved an-
swering a pre-survey, a post-survey, and a 3-hour
hands-on in-person workshop. Participants were
volunteers and did not receive compensation.

EDIA does not censor the models, so words
that might be censored by other tools can be ex-
plored. In one of our workshops the participants
explored words associated to feminine sexuality
vs words associated with masculine sexuality and
found that feminine words were associated with
disease while sexual masculine words were asso-
ciated with health in the language model (Cañete
et al., 2020).
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A A user story showcasing how this tool
may be used

In this Section we describe a user story that
presents a paradigmatic process of bias explo-
ration and assessment.

We would like to note that this user story was
originally developed to be situated in Argentina,
the local context of this project. It was distilled
from experiences with data scientists and experts
in discrimination that are described in (Benotti
et al., 2023). However, in order to make under-
standing easier for non-Spanish speaking readers,
we adapted the case to work with English, and
consequently localized the use case as if it had
happened in the United States.

The users. Marilina is a data scientist working
on a project to develop an application that helps
the public administration to classify citizens’ re-
quests and route them to the most adequate de-
partment in the public administration office she
works for. Tomás is a social worker within the
non-discrimination office, and wants to assess the
possible discriminatory behaviours of such soft-
ware.

The context. Marilina addresses the project as a
supervised text classification problem. To classify
new texts from citizens, they are compared to doc-
uments that were manually classified in the past.
New texts are assigned the same label as the doc-
ument that is most similar. Calculating similar-
ity is a key point in this process, and can be done
in many ways: programming rules explicitly, via
machine learning with manual feature engineer-
ing or by deep learning, where a key component
is word embeddings. Marilina observes that the
latter approach has the least classification errors
on the past data she separated for evaluation (the
so called test set). Moreover, deep learning seems
to be the preferred solution these days, it is of-
ten presented as a breakthrough for many natural
language processing tasks. So Marilina decides to
pursue that option.

An important component of the deep learning
approach she uses are word embeddings. Marilina
decides to try a well-known word embedding, pre-
trained on Wikipedia content. When she integrates
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it in the pipeline, there is a boost in the perfor-
mance of the system: more texts are classified cor-
rectly in her test set.

Looking for bias. Marilina decides to look at
the classification results beyond the figures of clas-
sification precision. Being a descendant of Latin
American immigrants, she looks at documents re-
lated to this societal group. She finds that applica-
tions for small business grants presented by Latin
American immigrants or citizens of Latin Ameri-
can descent are sometimes erroneously classified
as immigration issues and routed to the wrong de-
partment. These errors imply a longer process to
address these requests in average, and sometimes
misclassified requests get lost. In some cases, this
mishap makes the applicant drop the process.

Finding systematic errors. Intrigued by this
behaviour of the automatic pipeline, she makes
a more thorough research into how requests by
immigrants are classified, in comparison with re-
quests by non-immigrants. As she did for Latin
American requests, she finds that documents pre-
sented by other immigrants have a higher error rate
than the non immigrants requests. She suspects
that other societal groups may suffer from higher
error rates, but she focuses on Latin American im-
migrants because she has a better understanding
of the idiosyncrasy of that group, and it can help
her establish a basis for further inquiry. She finds
some patterns in the misclassifications. In partic-
ular, she finds that some particular business, like
hairdressers or bakeries, accumulate more errors
than others.

Finding the component responsible for bias.
She traces the detail of how such documents are
processed by the pipeline and finds that they are
considered most similar to other documents that
are not related to professional activities, but to im-
migration. The word embedding is the pipeline
component that determines similarities, so she
looks into the embedding with the EDIA toolkit3.
She defines a bias space with "Latin American" in
one extreme and "North American" in the other,
and checks the relative position of some profes-
sions with respect to those two extremes, as can
be seen in Figure 6, on the left. This graph is
generated using the button called "Find 2 stereo-
types" in the tab. She finds that, as she suspected,
some of the words related to the professional field

3https://github.com/fvialibre/edia

are more strongly related to words related to Latin
American than to words related to North Ameri-
can, that is, words like "hairdresser" and "bakery"
are closer to Latin American. However, the words
more strongly associated to North American do
not correspond to her intuitions. She is at a loss
as to how to proceed with this inspection beyond
the anecdotal findings, and how to take action with
respect to the findings. That is when she calls for
help to the non-discrimination office.

Assessing harm. The non-discrimination office
appoints Tomás for the task of assessing the dis-
criminatory behavior of the software. Briefed by
Marilina about her findings, he finds that misclas-
sifications do involve some harm to the affected
people that is typified among the discriminatory
practices that the office tries to prevent. Misclassi-
fication implies that the process takes longer than
for other people, because they need to be reclas-
sified manually before they can actually be taken
care of. Sometimes, they are simply dismissed by
the wrong civil servant, resulting in unequal denial
of benefits. In many cases, the mistake itself has a
negative effect on the self-perception of the issuer,
making them feel less deserving and discouraging
the pursuit of the grant or even the business initia-
tive. Tomás can look at the output of the system,
but he cannot see a rationale for the system’s mis-
classifications, he doesn’t know how the automatic
classification works.

Detecting the technical barrier. Tomás under-
stands that there is an underlying component of the
software that is impacting in the behaviour of clas-
sification. Marilina explains to him that it is a pre-
trained word embedding, and that a word embed-
ding is a projection of words from a sparse space
where each context of co-occurrence is one of
thousands of dimensions into a dense space where
there are less dimensions, obtained with a neural
network. She says that each word is a vector with
numbers in each of those dimensions. Tomás feels
that understanding the embedding is beyond his
capabilities. Then Marilina explains to him that
words are represented as a summary of their con-
texts of occurrence in a corpus of texts, but this
cannot be directly seen, but explored using simi-
larity between words, so that more similar words
are closer.

Finding an intuitive tool for bias exploration.
She shows him some of the tools available to as-
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Figure 6: Different characterizations of the space of bias "Latin American" vs "North American", with different
word lists created by a data scientist (left) and a social scientist (right), and the different effect to define the bias
space as reflected in the position of the words of interest (column in the left).

sess bias in the EDIA demo4, which do not require
Tomás to handle any programming or seeing any
code. Marilina resorts to the available introductary
materials for our tool to explain bias definition and
exploration easily to Tomás using the "Biases in
words" tab. He quickly grasps the concepts of bias
space, definition of the space by lists of words, as-
sessment by observing how words are positioned
within that space, and exploration by modifying
lists of words, both defining the space and posi-
tioned in the space using the "explore words" tab
with words that he know are representative for
their domain. He gets more insights on the pos-
sibilities of the techniques and on possible mis-
understandings by reading examples and watching
the short tutorials that can be found with the tool.
He then understands that word ambiguity may ob-
scure the phenomena that one wants to study if
exploring single words, that word frequency has
a big impact, and that language-specific phenom-
ena, like grammatical gender or levels of formal-
ity, need to be carefully taken into account. He
uses the tab "biases in sentences" when words are
highly ambiguous or when he needs to express
a concept using multiword expressions such as
in "Latin America". After some toying with the
demo, Tomás believes this tool allows him to ade-
quately explore biases, so Marilina deploys a local
instance of the tool, which will allow Tomás to as-

4https://huggingface.co/spaces/
vialibre/edia

sess the embedding that she is actually using in her
development, and the corpus it has been trained
on.

Explore the corpus behind the embeddings.
To begin with, Tomás wants to explore the words
that are deemed similar to "Latin American",
because he wants to see which words may be
strongly associated to the concept, besides what
Marilina already observed. He uses the "data tab"
of EDIA, described in Section 4 to explore the data
over which the embedding used by Marilina has
been inferred. He finds that the embedding has
been trained with texts from newspapers. Most
of the news containing the word Latin American
deal with catastrophes, troubles and other negative
news from Latin American countries, or else por-
tray stereotyped Latin Americans, referring to the
typical customs of their countries of origin rather
than to their facets as citizens in the United States.
With respect to business and professions, Latin
Americans tend to be depicted in accordance with
the prevailing stereotypes and historic occupations
of that societal group in the States, like construc-
tion workers, waiters, farm hands, etc. He con-
cludes that this corpus, and, as a consequence,
the word embedding obtained from it, contains
many stereotypes about Latin Americans which
are then related to the behaviour of the classifi-
cation software, associating certain professional
activities and demographic groups more strongly
with immigration than with business. Marilina
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says that possibly they will have to find another
word embedding, but he wants to characterize the
biases first so that he can compare to other word
embeddings.

Formalize a starting point for bias exploration.
Tomás builds lists of relevant words, with the fi-
nal objective to make a report and take informed
action to prevent discriminatory behavior. First,
he builds the sets of words that will be represent-
ing each of the relevant extremes of the bias space.
He realizes that Marilina’s approach with only one
word in each extreme is not quite robust, because
it may be heavily influenced by properties of that
single word. That is why he defines each of the
extremes of the bias space with longer word lists,
and experiments with different lists and how they
determine the relative position of his words of in-
terest. Words of interest are the words being posi-
tioned in the bias space, words that Tomás wants
to characterize with respect to this bias because
he suspects that their characterization is one of the
causes for the discriminatory behavior of the clas-
sification software.

To find words to include in the word lists for
the extremes, Tomás resorts to the functionality of
finding the closest words in the embedding. Using
"Latin American" as a starting point, he finds other
similar words like "latino", and also nationalities
of Latin America using the "Explore Words" tab.

He also explores the contexts of his words of
interest. Doing this, he finds that "shop" occurs in
many more contexts than he had originally imag-
ined, many with different meanings, for example,
short for Photoshop. This makes him think that
this word is probably not a very good indicator
of the kind of behavior in words that he is trying
to characterize. He also finds that some profes-
sions that were initially interesting for him, like
"capoeira trainer" are very infrequent and their
characterization does not have a correspondence
with his intuition about the meaning and use of
the word, so he discards them.

Finally, he is satisfied with the definition pro-
vided by the word lists that can be seen in Fig-
ure 6, right. With that list of words, the character-
ization of the words of interest shows tendencies
that have a correspondence with the misclassifica-
tions of the final system: applications from hair-
dressers, bakers, dressmakers of latino origin or
descent are misclassified more often than applica-
tions for other kinds of businesses.

Even though they are assessing biases in a word
embedding, that represents words in isolation, col-
lapsing all senses of a word, Tomás believes that
once they are characterizing this bias, they may
best take advantage of the effort and also build a
list of sentences characterizing the same bias, to
be used when assessing this same bias in a lan-
guage model, for example, to assess the behav-
ior of a chatbot. To provide him with inspiration,
Marilina offers Tomás a benchmark for bias explo-
ration developed for English and French (Névéol
et al., 2022) and Tomás uses that dataset partially
to define his own list of sentences to explore rele-
vant biases in this domain.

Report biases and propose a mitigation strat-
egy . With this characterization of the bias,
Tomás can make a detailed report of the discrimi-
natory behavior of the classification system. From
the beginning, he suspected the cultural and so-
cial reasons behind the errors, which affect more
often people of Latin American descent applying
for subsidies for a certain kind of business. How-
ever, his intuitive manipulation of the underlying
word embedding allowed him to find words and
phrases that give rise to the pattern of behavior he
was observing, going beyond the cases that he has
actually been able to see as misclassified by the
system, and predicting other cases.

Moreover, understanding the pattern of behav-
ior allowed him to describe properties of the un-
derlying corpus that would be desirable in order
to find another word embedding. He can pro-
pose strategies like editing the sentences contain-
ing hairdressers, designers and bakers to show a
more balanced mix of nationalities and ethnici-
ties in them. Finally, he has a list of words and
sentences that can give Marilisa to measure and
compare the biases with respect to these aspects in
other word embeddings

B A comparison of frameworks for bias
exploration

Multiple frameworks were developed in the last
years for bias analysis. Most of them require mas-
tery of machine learning methods and program-
ming knowledge.

WordBias (Ghai et al., 2021) is a framework
that aims to analyze embeddings biases by defin-
ing lists of words. In WordBias, new variables and
lists of words may be defined. This framework al-
lows the analysis of intersectional bias. The bias
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evaluation is done by a score based on cosine dis-
tance between vectors and does not allow the in-
corporation of other metrics. Until October 2022,
this framework is only available to analyze the
word2vec embedding, without having the possi-
bility to introduce other embeddings or models.

The Visualizing of embedding Representations
for deBiasing system (VERB) (Rathore et al.,
2021) is an open-source graphical interface frame-
work that aims to study word embeddings. VERB
enables users to select subsets of words and to
visualize potential correlations. Also, VERB is
a tool that helps users gain an understanding of
the inner workings of the word embedding debias-
ing techniques by decomposing these techniques
into interpretable steps and showing how words
representation change using dimensionality reduc-
tion and interactive visual exploration. The target
of this framework is, mainly, researchers with an
NLP background, but it also helps NLP starters as
an educational tool to understand some biases mit-
igations techniques in word embeddings.

The What-if tool (Wexler et al., 2019) is a
framework that enables the bias analysis corre-
sponding to a diverse kind of data. Although
it is not focused on text data it allows this type
of input. What-if tool offers multiple kinds of
analysis, visualization, and evaluation of fairness
through different metrics. To use this framework
researchers with technical skills will be required
to access the graphic interface due to is through
Jupyter/ Colab Notebooks, Google Cloud, or Ten-
sorboard, and, also, because multiple analysis op-
tions require some machine learning knowledge
(e.g, selections between AUC, L1, L2 metrics).
Own models can be evaluated but since it is not
text-specific, it is not clear how the evaluation of
words or sentences will be. This tool allows the
evaluation of fairness through different metrics.

The Language Interpretability Tool (LIT) (Ten-
ney et al., 2020) is an open-source platform for vi-
sualization and analysis of NLP models. It was
designed mainly to understand the models’ pre-
dictions, to explore in which examples the model
underperforms, and to investigate the consistency
behavior of the models by analyzing controlled
changes in data points. LIT allows users to add
new datapoints on the fly, to compare two models
or data points, and provides local explanations and
aggregated analysis. However, this tool requires
extensive NLP understanding from the user.

Badilla et al. (2020) is an open source Python
library called WEFE which is similar to Word-
Bias in that it allows for the exploration of biases
different to race and gender and in different lan-
guages. One of the focuses of WEFE is the com-
parison of different automatic metrics for biases
measurement and mitigation. As WEFE, Fair-
Learn (Bird et al., 2020) and responsibly (Hod,
2018) are Python libraries that enable auditing
and mitigating biases in machine learning systems.
However, in order to use these libraries, python
programming skills are needed as it doesn’t pro-
vide a graphical interface.

In sum, available frameworks, even if aimed to
facilitate access to existing techniques, still require
some knowledge of mathematical concepts and the
metrics involved. Such requirements often work
as barriers for non-technical profiles.

As an alternative, we have developed EDIA, a
no-code, no-statistics tool for experts to explore
biases. EDIA implements metrics for bias assess-
ment in word embeddings (Bolukbasi et al., 2016)
and in language models (Nangia et al., 2020) that
have well-known caveats. However, in EDIA met-
rics are not central, but a tool for experts to ex-
plore associations in these artifacts. They are not
determinant of actions to be taken, and can be re-
placed by more adequate approaches, when they
are available, without substantial change in the
methodology of work.
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