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Abstract

Measurements of fairness in NLP have been
critiqued for lacking concrete definitions of bi-
ases or harms measured, and for perpetuating
a singular, Western narrative of fairness glob-
ally. To combat some of these pivotal issues,
methods for curating datasets and benchmarks
that target specific harms are rapidly emerg-
ing. However, these methods still face the sig-
nificant challenge of achieving coverage over
global cultures and perspectives at scale. To
address this, in this paper, we highlight the
utility and importance of complementary ap-
proaches that leverage both large generative
models as well as community engagement, in
these curation strategies. We specifically tar-
get the harm of stereotyping and demonstrate
a pathway to build a benchmark that covers
stereotypes about diverse, and intersectional
identities. We discuss the two approaches,
their advantages and constraints, the charac-
teristics of the data they produce, and finally,
their potential to be used complementarily for
better evaluation of stereotyping harms.
CONTENT WARNING: This paper contains
examples of stereotypes that may be offensive.

1 Introduction

Generative language models are widely used in di-
verse global settings across applications such as
writing assistants (Ippolito et al., 2022), search
tools,1 and more (Jaech and Ostendorf, 2018; Yuan
et al., 2022). Recent years have seen immense
progress in the development of such large language
models (Brown et al., 2020; Thoppilan et al., 2022;
Zhang et al., 2022; Chowdhery et al., 2022), accom-
panied by detailed analysis of their abilities (Qin
et al., 2023). Recent work has demonstrated the
need for assessing their potential risks and harms to
be contextually situated within the specific global

1https://openai.com/blog/chatgpt/

socio-cultural settings they are deployed in (Sam-
basivan et al., 2021; Prabhakaran et al., 2022). This
need in turn highlights the gaps in current evalua-
tion paradigms, within which a vast majority of re-
sources are in English language, and/or is limited to
a Western perspective of fairness and harms (Malik
et al., 2022; Bhatt et al., 2022). This is especially
troubling for evaluation benchmarks that require
socially situated resources, for instance, to assess
stereotyping harms that vary across cultures.

Addressing this growing need for evaluation
strategies to be more globally relevant has its own
challenges. First, the scale of operation becomes
massive, given how diverse different languages and
cultures are. Every region has its own unique axes
of identities and with varying granularity of in-
spection, a large possible number of unique and
intersectional identities and associated harms need
to be examined. Second, stereotypes can be lo-
cally situated; some stereotypes are prevalent only
within a region and can be about people residing
in it or outside it. Hence, a lack of involvement
of some communities can result in major gaps in
evaluations, leading to disparately increased risks
to those communities. This is interlinked with the
third challenge, of ensuring that our resources and
evaluations are not dominated by a Western per-
spective of what unfairness or stereotypes look like.

In this paper, we first discuss the challenges and
limitations of current paradigms of stereotype re-
source collection, which are rooted in the enor-
mity of global scale, and differential prevalence
of stereotypes in different contexts. We then pro-
pose and demonstrate using exemplar methods,
how complementary investigations of stereotypes
which target scale and depth can achieve greater
coverage and address aforementioned challenges -
our first approach involves generation of candidate
stereotypes using large language models (LLMs),
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followed by human annotations to verify which as-
sociations are stereotypical; the second approach
involves reaching out to communities to directly
collect the stereotypes known to them.

2 Complementary Approaches to Build
Stereotype Resources

Stereotypes are generalizations about groups of
people defined by their identity such as their gen-
der, race, sexuality, age, etc. Stereotyping when
propagated though language technologies can lead
to many harmful outcomes including misrepresen-
tation, targeted hateful speech generation, disparate
access to resources, and opportunities (Blodgett
et al., 2021; Dev et al., 2022; Shelby et al., 2022).
There have been several efforts to build resources
which document stereotypes in society (Koch et al.,
2018; Borude, 1966), how they percolate into lan-
guage technologies (Nadeem et al., 2021; Nangia
et al., 2020; Bhatt et al., 2022), and cause unfair
model behavior (Dev et al., 2022; Li et al., 2020).

While existing stereotype resources are rich and
enable model evaluations, most of them were col-
lected by employing methods that rely on human
annotations about statements describing a potential
stereotype. However, stereotypes are not absolute,
in that they vary by societies, communities, and in-
dividual experiences of people. Any individual an-
notator will not be aware of all stereotypes present
globally and can only confirm stereotypes they in-
dividually know of. As a result, annotations from
sets of people or even stereotypical statements or
text written down by people will still present a lim-
ited view of all stereotypes across the world. Also,
the statements or text that is annotated for presence
of stereotypes is typically human generated, which
is an additional challenge towards both scale and
coverage of global identities and stereotypes.

For broader coverage, LLMs can be imagined
as a lens on the society, since they are trained over
copious amounts of naturally occurring, human-
generated text that reflect the underlying societal
context including social stereotypes. Their gen-
erations attempt to mimic human knowledge and
predispositions, and has been shown to reproduce
stereotypes (Zhao et al., 2018; Dev et al., 2022;
Li et al., 2020). Consequently, they can, inexpen-
sively create generalizations that are diverse and
representative of a wide range of identities across
the globe (Lauscher et al., 2020; Malik et al., 2022).
So we can tap into the generalizing capabilities of

LLMs to create a broad-coverage candidate set for
stereotypes. However, LLM generations are not
always grounded factually, and reflect spurious cor-
relations, and noise (Bang et al., 2023). Hence, for
usage as a stereotype resource, associations gener-
ated by LLMs about groups of people need to be
validated for social presence of such stereotypes
by human raters familiar with the corresponding
socio-cultural contexts.

On the other hand, LLMs may not capture all so-
cial stereotypes globally. While they are trained on
large amounts of data, there are still gaps in global
representativeness in such data (Chowdhery et al.,
2022), which will also carry over to stereotype re-
sources built using LLMs. Furthermore, since most
state-of-the-art LLMs are trained on online data
that has a Western lens (Dodge et al., 2021), the
stereotypes we get through LLMs may also reflect
this Western gaze, and miss the nuances of stereo-
types in local cultural contexts (Malik et al., 2022;
Bhatt et al., 2022). Hence, it is important to com-
plement the LLM-based approach with community
engagements to build richer resources. Methods
that rely on community engagement are expensive
and time consuming but help collect socially situ-
ated perspectives. When used in targeted ways to
understand one specific culture or society, annota-
tions, surveys, and free form data collection can
provide depth and nuance to the collected stereo-
type resource.

Figure 1 imagines this juxtaposition of chal-
lenges and complementarity of community en-
gaged and LLM generation based approaches. If
our goal is to uncover the universal set of all stereo-
types in the world, different strategies are war-
ranted. Ideally, the results of community engage-
ments, when deployed globally would overlap a
100% with this set. However, that would be expen-
sive both cost and time wise to completely attain.
Meanwhile, if we consider a second set consisting
of all associations LLMs generate with the identi-
ties of people, only a certain fraction of it would be
socially present stereotypes. However, LLM gen-
erations, combined with human annotations would
give us a list of stereotypes which is represented in
Figure 1 as the intersection of these two sets.

3 Case Study

In this section, we summarize insights from two
separate studies that take these complimentary
approaches towards stereotype resource building,

85



Figure 1: Projected coverage of stereotypes uncovered
by the approaches. While community engagement can
potentially uncover the set of all stereotypes (in darkest
green in image), it is expensive. LLM generations (in
lightest green) on the other hand may contain noise and
spurious correlations. The intersection of the two sets
represents social stereotypes uncovered using LLMs.
(Proportions of sets in image not to scale.)

and outline their strengths and limitations. One
approach crowd-sources stereotypes by engaging
with communities, and the other uses generative
models in conjunction with human annotations to
scale coverage.2 These complementary approaches
can be extended globally, to different harms such
as hateful speech, toxic language and so on, which
are also geo-culturally and socially situated.

3.1 LLM-based Stereotype Repository
Generative language models are powerful in learn-
ing from naturally occurring text and responding
to prompts with text that is contextually meaning-
ful. We prompt state-of-the-art language models
PaLM (Chowdhery et al., 2022) and GPT-3 (Brown
et al., 2020) with stereotypes from existing datasets
of stereotypes from NLP and social psychology
literature (Nangia et al., 2020; Nadeem et al., 2021;
Bhatt et al., 2022; Borude, 1966; Rogers and Wood,
2010; Koch et al., 2018). The stereotypes selected
for prompting were about global nationalities, and
states in the United states and India. The prompts
result in the models producing other such general-
izations about geographical identities of persons,
which are filtered and processed to obtain a can-
didate set. We then validated whether the associ-
ations in this candidate set are commonly known
social stereotypes, for which we recruited annota-
tors with diverse backgrounds (across gender) and
geographic location that matches the associations.

2These studies will be published separately; in this paper,
we discuss the methods only briefly, and focus on the insights
that highlight the need for such complementary approaches.

Examples Saliency Human Validation

(Italian, gangsters) 16.1 3
(Nigerian, scammers) 13.8 2
(Irish, violent) 7.43 3
(Greeks, proud) 6.31 3
(Japanese, greedy) 5.13 2
(Iranian, cruel) 4.48 2

Table 1: Example regional stereotypes obtained using
LLM probing, their saliency scores, and the number of
human raters validating their presence in society.

Constraints: Model generations only estimate
stereotype candidates and must be validated by
human annotations. Since annotations are subject
to annotator experiences with respect to culture,
world locations, etc., annotators need to be aware
of the presented identity and stereotype. Selection
and availability of annotators, thus, restricts the
axes and granularity of identities whose associated
stereotypes can be validated and uncovered. For
this reason, in this study, the data is filtered by
country and state demonyms and is reduced in its
coverage of the resultant dataset to other regional
groups, ethnicities, and their associations.

Dataset Produced: The resulting dataset con-
tains about 8000 tuples, each with at least 3 human
ratings whether the terms in the tuple represent a
stereotype. Each tuple is consists of an identity
term and an attribute. An identity term refers to a
word or phrase that denotes a social group a person
belongs to. An attribute refers to word(s)/phrase
that describes a person or a group of people, such as
adjectives or verbal predicates. Table 1 shows some
example stereotype tuples about regional identities
obtained by this approach, along with their saliency
scores in the LLM generations, and the number of
annotators from the corresponding regions who val-
idated them to be known stereotypes. We calculate
the salience score of a stereotype tuple using a mod-
ified tf-idf metric. See (Jha et al., 2023) for more
details about the dataset and the process followed.

3.2 Community Engagement based
Stereotype Repository

Identities of persons can be intersectional, fine-
grained, and also be more fluid than absolute cate-
gories. Additionally, each of these identities, asso-
ciated generalizations and sentiments about them,
and the potential harms they face from unfair tech-
nology is socially situated and differs by regions
of the globe. Capturing these nuances require ap-
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proaches that understand identities and stereotypes
deeply for a given socio-cultural context, that may
not be captured by the LLMs. We focus on India
which yielded a large number of stereotypes in the
LLM based approach. India is a country with 22
official languages, over 461 languages in use with
many more dialects, 6 major religions, and many
more such nuances which define individuals, their
communities, and faced stereotypes. We employ an
exploratory study design using surveys, distributed
across 8 urban and suburban regions in India, which
introduce the concept of stereotypes with examples
of locally present stereotypes, followed by open
ended questions about what stereotypes the partic-
ipant is aware of in their society. The stereotypes
can be about any identity, or any combination of
identities. For example, it can be about ethnic ori-
gin and caste such as ‘Rajput’, but also intersect
with gender such as ‘Rajput women’.

Constraints: Since this method engages with di-
verse communities local to regions, it is expensive
and time consuming. Additionally, scaling it needs
local knowledge and points of contact to identify
and distribute the surveys to the underrepresented
communities and prevent imposition of an external
viewpoint of fairness and social structures.

Dataset: The dataset created consists of about
2000 unique social stereotypes. In addition, it con-
tains meta-data about how many persons with vari-
ous identities (e.g., by gender, caste, and regional
belonging) contributed the tuple as a stereotype.

3.3 Complementary coverage and insights

The two approaches together yielded approxi-
mately 11,000 associations, with varying degrees
of prevalence as social stereotypes. In this section
we compare and contrast various aspects of tuples
produced by both approaches.

Coverage of Identities: The LLM-based ap-
proach render the ability to scale up dataset cre-
ation many fold. In particular, the approach when
restricted to generate for only region associated
stereotypes, resulted in generation of candidate
stereotype tuples for over 170 countries. This is
5 times the coverage of existing datasets such as
StereoSet (Nadeem et al., 2021) and CrowS-Pairs
(Nangia et al., 2020). In addition, it also contain
stereotypes about states within India. Each iden-
tity term in this case is a demonym, restricted to
countries and states. So, while the scale has been

improved, the depth and granularity of identities
understood is restricted. By engaging with commu-
nities in India, a larger number of identities, around
1000, are covered. These span demonyms, races,
ethnicities, castes, religion, gender, sexuality, age,
and more, including intersectional identities.

Coverage of Attributes: The LLM-based ap-
proach produced stereotype tuples, with over
10,000 different attributes. On the other hand,
stereotypes collected by surveying communities
contained about 2,000 distinct attributes. For both
datasets, there is a substantial number of attribute
terms that are synonymous or alternate phrases for
each other. While the absolute number of attributes
produced does not directly imply richer stereotype
data, diversity in attribute terms covered reflects in-
directly on the diversity in the types of stereotypes
about an identity that were uncovered.

Coverage of Stereotypes: Both approaches un-
covered unique stereotypes with minimal overlap
(≤ 10 stereotypes). The LLM-based approach
largely covered broad categories of demonyms,
and yielded broad-strokes stereotypes such as ‘In-
dian, vegetarian’, while engagement with commu-
nities broke this stereotype down into smaller, more
nuanced associations, such as ‘Jain, vegetarian’,
where the identity is a religion category, ‘Brah-
min, vegetarians’, where the identity term is an
intersectional religion and caste category, and ‘Pun-
jabi, non-vegetarians’, where the identity term is
a state demonym. Furthermore, the generative ap-
proach hinges on the abilities of LLMs which in
turn rely on their training data that is mostly in
English and West-centric. Thus, stereotypes un-
covered can sometimes have a Western perspective
such as ‘Indian, smelly’, which was not present in
the data produced through community engagement.

Dataset Sample: Table 2 presents some exam-
ples of stereotypes collected by the two approaches
that demonstrates their differences. Stereotypes
collected by engaging with communities tend to be
more granular about identity terms, and use terms
such as ‘Baniya’,3 which in vernacular tongues
mean ‘merchant’, but is also a caste category preva-
lent in some parts of India. On the other hand,
the LLM-based approach provide more global cov-
erage of identities for each stereotypes. For in-
stance, it found stereotypes around Chinese and Tai-
wanese people being good at math, and Pakistani

3https://en.wikipedia.org/wiki/Bania_(caste)
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LLM-based Community-based

Indian, brown Indian, brown
South Indian, dark skinned
Bihari, dark skinned

Gujarati, trader Gujarati, businessman
Gujarati, baniya

Chinese, very good at math Asian, good at math
Taiwanese, good at math
Pakistani, bad at math
American, bad at math

Table 2: Example stereotypes collected by LLM-based
and community engagement based approaches.We see
that for Indian state based identities, the community
based approach results in much more granular stereo-
typical associations. However, since the community
engaged effort was made in India, its coverage was lim-
ited compared to LLM based approach.

and American people being bad at math, while the
community engaged approach provided only a sin-
gle stereotype about Asians for this attribute.

4 Discussion

In the paper, we presented two approaches to ex-
pand the coverage of stereotype resources used to
evaluate language technologies. While we demon-
strated the advantages of each individual method,
it is also important to note how the complementary
usage of the methods can lead to broad, and gran-
ular coverage of stereotype harms globally. Each
method uncovered different kinds of stereotypes
that were not found using the other.

Additionally, the output of one method can serve
as the seed for the other; the stereotypes recovered
from engaging with communities can be used as
prompts in subsequent usage of the generative ap-
proach using LLMs. Meanwhile, the generative
approach highlights prevalence of associations and
can help understand which communities to engage
with for uncovering finer-grained stereotypes.

Further, the collection of non-overlapping, com-
plementary sets of stereotypes enhances coverage
both in terms of global communities covered as
well as fine-grained identities present in different
regions. Measurements of harm in language tasks
like question answering (Li et al., 2020) and nat-
ural language inference (Dev et al., 2020) which
are built on preferential associations with identities
can leverage this more comprehensive list to make
more holistic estimations.

Limitations

Stereotypes are subjective and socially situated.
The absence of a stereotype in the lists collected
by either approach does not imply that the stereo-
type does not exist in society or cannot be harm-
ful to people. Any measurements built with these
lists can still only make limited estimations, and
more precautions should always be taken when de-
ploying a model or tool with the specific use case
at hand. Further, even with both approaches, we
may not cover all possible regional identities and
finer-grained examinations of stereotypes are pos-
sible. We also only work with English language
text, and stereotypes written in English, and multi-
lingual efforts are required to reflect some stereo-
types present only within specific cultures.
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