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Abstract

Ensuring the moderation of hate speech and its
targets emerges as a critical imperative within
contemporary digital discourse. To facilitate
this imperative, the shared task Multimodal
Hate Speech Event Detection was organized
in the sixth CASE workshop co-located at
RANLP 2023. The shared task has two sub-
tasks. The sub-task A required participants to
pose hate speech detection as a binary prob-
lem i.e. they had to detect if the given text-
embedded image had hate or not. Similarly,
sub-task B required participants to identify the
targets of the hate speech namely individual,
community, and organization targets in text-
embedded images. For both sub-tasks, the par-
ticipants were ranked on the basis of the F1-
score. The best F1-score in sub-task A and
sub-task B were 85.65 and 76.34 respectively.
This paper provides a comprehensive overview
of the performance of 13 teams that submit-
ted the results in Subtask A and 10 teams in
Subtask B.

1 Introduction

The rise of social media has altered the global com-
munication and information landscape, allowing
people from all walks of life to share their opin-
ions and perspectives on a wide range of topics, in-
cluding heated geopolitical events (Overbey et al.,
2017; Chen and Zimbra, 2010). This free-flowing
exchange of ideas, however, has not been without
difficulties. The rapid proliferation of hate speech,
which includes harsh language, disrespectful state-
ments, and discriminatory rhetoric directed at indi-
viduals or groups based on their ethnicity, national-

ity, or beliefs, is one of the most alarming concerns
afflicting online platforms (Parihar et al., 2021). In
times of political crisis, such as the Russia-Ukraine
Crisis, the prevalence of hate speech becomes even
more pronounced (Thapa et al., 2022). Its impact
goes beyond dividing communities; it also brings
about considerable concerns for sustaining peace
and stability in regions facing conflict-related is-
sues.

Text-embedded images have gained popularity
due to their easy sharability and the combination
of visual and textual elements, making them a com-
mon mode for information sharing (Chen et al.,
2022; Bhandari et al., 2023; Lee et al., 2021). How-
ever, this convenience also has a downside – it am-
plifies the prevalence of hate speech in social media.
To combat the propagation of hate content through
text-embedded images, the identification of hate
speech within such media holds significant impor-
tance (Cao et al., 2022; Pramanick et al., 2021b;
Sharma et al., 2022). By detecting and curbing hate
speech within these images, we can work towards
maintaining a healthier digital environment. In an
attempt to curb hate speech in the context of the
Russia-Ukraine crisis, Bhandari et al. (2023) pro-
posed a multimodal dataset of 4,723 text-embedded
images annotated for presence of hate speech, di-
rection of hate speech (targeted vs untargeted) and
targets of hate speech. Building on this ground-
work and to attract greater attention toward the
issue of hate speech in text-embedded images, we
introduced a shared task at the CASE 2023 work-
shop (co-located with RANLP 2023) utilizing the
dataset. The shared task has two subtasks: subtask
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A which deals with the identification of hate speech
and subtask B which deals with the identification
of targets in hate speech. Through this shared task,
we intend to stimulate active engagement and col-
laboration in addressing this critical challenge of
identifying and mitigating hate speech within the
digital landscape, specifically in the context of text-
embedded images.

The rest of the paper is organized as follows:
Section 2 gives a brief outlook of the related works
in multimodal hate speech classification. In section
3, the subtasks of the shared task are presented.
Similarly, section 4 describes the CrisisHateMM
dataset in brief. Section 5 describes the system that
we used in the competition along with the evalua-
tion metrics. Similarly, section 6 sheds light on the
methodologies used by the teams that submitted the
system description papers. Section 7 gives a brief
analysis of the system descriptions, and section 8
finally concludes the paper.

2 Related Work

The task of detecting hate speech in social media
has gained significant traction, primarily focusing
on text-based content (Alam et al., 2022; Chhabra
and Vishwakarma, 2023). However, there has been
lesser efforts in classification of text-embedded im-
ages for hate speech in social media (Gomez et al.,
2020; Bhandari et al., 2023). In recent times, there
has been a notable surge in scholarly interest to-
wards identifying hate speech in memes or images
containing text (Ji et al., 2023; Hermida and San-
tos, 2023; Karim et al., 2022; Yang et al., 2022,
2019a; Perifanos and Goutsos, 2021). Memes of-
ten combine images and text with the intention of
humor. On the other hand, text-embedded images
are essentially images that incorporate text within
them. This category encompasses not only memes
but also other forms of textual-visual content, such
as screenshots taken from TV headlines. In these
cases, the image itself serves to provide context,
while the accompanying text conveys the informa-
tion within that context. While meme analysis has
been a focal point for researchers, the examina-
tion of hate speech in these text-embedded images
deserves equal attention. The introduction of this
shared task stems from the recognition of this re-
search gap.

Similarly, the exploration of memes or multi-
modal textual-visual data has predominantly con-
centrated on the broader scope of general social

media platforms. The efforts to create dedicated
datasets and conduct research within specific con-
texts have been quite limited. Recently, some re-
search have shown efforts to understand such multi-
modal textual-visual data for specific contexts and
applications. For instance, Pramanick et al. (2021a)
investigated harmful memes and their targets in the
context of the COVID-19 pandemic. They labeled
COVID-19-related memes to indicate harmfulness
and the targets of these harmful memes. Expand-
ing on this work, Pramanick et al. (2021b) also
studied memes related to the US election using
the same labeling approach. Additionally, Naseem
et al. (2023) introduced a dataset containing 10,244
memes critical of vaccines. These initiatives are
gradually paving the way for future research that
aligns with specific contexts. This shared task is
also an attempt to attract the attention of the re-
search community, encouraging their involvement
in context-oriented investigations.

3 Task Description

According to Warner and Hirschberg (2012), hate
speech is a particular form of offensive language
that considers stereotypes to express an ideology
of hate. Here, we assume that offensive language is
a type of opinion-based information that is highly
confrontational, rude, or aggressive (Zampieri et al.,
2019), which may be led explicitly or implicitly
(Vargas et al., 2021; Poletto et al., 2021). In the
same settings, hate speech is a particular form of of-
fensive language used against target groups, mostly
based on their social identities.

3.1 Subtask 1: Hate Speech Detection

The goal of this task is to identify whether the
given text-embedded image contains hate speech
or not. The dataset used for this subtask consists
of text-embedded images, and these images are
annotated to indicate the presence or absence of
hate speech. More precisely, the dataset for this
sub-task comprises two labels: “Hate Speech” and
“No Hate Speech”.

3.2 Subtask 2: Identification of Targets of
Hate Speech

The goal of this subtask is to identify the targets of
hate speech in a given hateful text-embedded im-
age. Although hate speech text-embedded images
may contain various potential targets falling into
numerous categories, our subtask focuses solely
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on identifying three predetermined targets outlined
within the dataset used in our shared task. The
text-embedded images in the dataset are annotated
for “community”, “individual” and “organization”
targets. Consequently, our objective centers on
the identification of these particular targets within
text-embedded images featuring hate speech.

4 Dataset

In our shared task, we used the CrisisHateMM
dataset (Bhandari et al., 2023). This dataset con-
sists of a total of 4,723 text-embedded images
centered around the Russia-Ukraine Crisis (Thapa
et al., 2022). Within these 4,723 text-embedded
images, 2,058 did not have any instances of hate
speech, while the remaining 2,665 contained ele-
ments of hate speech. Among these 2,665 images
with hate speech, a subset of 2,428 text-embedded
images exhibited instances of targeted or directed
hate speech. In our shared task, we used only
text-embedded images that exhibited directed hate
speech and those that did not have any hate speech.
Thus, a total of 4,486 text-embedded images were
used in our shared task. We split the dataset into
train, evaluation, and test stages for both subtasks
A and B in a stratified manner, maintaining a pro-
portionate split ratio of approximately 80-10-10.

Subtask Classes Train Eval Test

Subtask A Hate 1942 243 243
No Hate 1658 200 200

Subtask B
Individual 823 102 102

Community 335 40 42
Organization 784 102 98

Table 1: Statistics of the dataset at train, evaluation, and
test phase of our shared task

5 Evaluation and Competition

This section describes our competition environment
including ranking methods and other details regard-
ing the competition.

5.1 Evaluation Metrics

In order to assess the performance of participants’
submissions, we used accuracy, precision, recall,
and macro F1-score. The rank of the participants
was determined by sorting based on the macro F1-
score.

5.2 Competition Setup
We hosted our competition using the Codalab1. The
competition had two phases: an evaluation phase,
which introduced participants to the Codalab sys-
tem, and a testing phase which determined the final
leaderboard ranking based on performance.

Registration: A total of 51 participants regis-
tered for our competition. The diverse range of
email domains used indicated that the competition
successfully attracted individuals from various ge-
ographical regions. Among all the registered par-
ticipants, a total of 13 teams submitted their predic-
tions.

Competition Timelines: The competition started
on May 1, 2023, with the release of training and
evaluation data. The first phase was the evaluation
phase. As the purpose of the evaluation phase was
to make participants familiarize with codalab, the
evaluation data labels were also provided to partic-
ipants. Subsequently, the test phase started on June
15, 2023, with the release of test data that didn’t
have any ground truth labels. Originally planned
to conclude on June 30, 2023, the test phase was
extended to July 7, 2023, in response to multiple
participant requests. Finally, the deadline for sub-
mitting the system description paper was set for
July 24, 2023.

6 Participants’ Methods

6.1 Overview
A total of 13 participants submitted scores for sub-
task A, while subtask B received 10 successful
submissions. The leaderboards for subtasks A and
B are presented in Table 2 and 3 respectively. No-
tably, in both subtasks, ARC-NLP (Sahin et al.,
2023) achieved the highest performance in terms
of the F1-score, with scores of 85.65 for subtask
A and 76.34 for subtask B. Our next step involves
an in-depth discussion of each team’s approaches
to gain a thorough understanding of the technical
intricacies involved.

6.2 Methods
Below, we provide a summary of the systems
from the eight teams that submitted description
papers, organized based on their leaderboard rank-
ing. Among these submissions, seven papers have

1The competition page can be found here: https:
//codalab.lisn.upsaclay.fr/competitions/
13087.

https://codalab.lisn.upsaclay.fr/competitions/13087
https://codalab.lisn.upsaclay.fr/competitions/13087
https://codalab.lisn.upsaclay.fr/competitions/13087
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Rank Team Name Codalab Username Accuracy Precision Recall F1-score

1 ARC-NLP (Sahin et al., 2023) arc-nlp 85.78 85.63 85.67 85.65
2 - bayesiano98 85.33 85.28 85.61 85.28
3 IIC Team (Singh et al., 2023) karanpreet singh 84.65 84.76 85.08 84.63
4 - DeepBlueAI 83.52 83.35 83.56 83.42
5 CSECU-DSG (Aziz et al., 2023) csecudsg 82.62 82.44 82.52 82.48
6 Ometeotl (Armenta-Segura et al., 2023) Jesus Armenta 81.04 80.94 81.21 80.97
7 SSN-NLP-ACE (K et al., 2023) Avanthika 79.01 78.81 78.78 78.80
8 VerbaVisor (Esackimuthu and Balasundaram, 2023) Sarika22 78.56 78.49 78.06 78.21
9 - rabindra.nath 78.33 78.42 77.68 77.88

10 Lexical Squad (Kashif et al., 2023) md kashif 20 73.59 73.72 72.7. 72.87
11 GT lueluelue 52.60 52.19 52.19 52.19
12 Team + 1 pakapro 49.66 49.39 49.38 49.36
13 ML Ensemblers Sathvika.V.S 57.79 72.40 53.34 42.94

Table 2: Sub-task A (Hate Speech Classification) Leaderboard, Ranked by Macro F1-Score. All scores are presented
as percentages (%). The highest score in each column is highlighted in bold.

been accepted for inclusion in the proceedings of
the CASE workshop.

6.2.1 Subtask A
ARC-NLP (Sahin et al., 2023) leveraged syntac-
tic features from the text extracted from the dataset
along with ensemble learning in order to predict
the presence of hate speech. The information
from textual and visual encoders is used to train
the multi-layer perception (MLP) (Murtagh, 1991).
Similarly, XGBoost (Chen and Guestrin, 2016),
Light Gradient Boosting Machine (LGBM) (Alza-
mzami et al., 2020), and Gradient Boosting Ma-
chine (GBM) (Natekin and Knoll, 2013; Ayyade-
vara and Ayyadevara, 2018) are trained on syntacti-
cal and Bag of Words-based features (Zhang et al.,
2010). A weighted ensemble (Hürriyetoğlu et al.,
2022; Sahin et al., 2022) is used to make the final
decision. This method stands as the first method
with an F1-score of 85.65.

IIC Team (Singh et al., 2023) implemented
XLM-Roberta-base, BiLSTM, XLNet base cased,
and ALBERT on the CrisisHateMM (Bhandari
et al., 2023) dataset, consisting of over text-
embedded images related to the Russia-Ukraine
conflict. The models were fine-tuned on the train-
ing sets to enhance hate speech identification, in
which they slit the dataset in 80% for training and
20% for validation. Lastly, a robust preprocessing
step was performed to prepare the textual data. The
authors obtained a high performance presenting an
impressive F1 score of 84.62 for sub-task 1 using
XLM-Roberta-base. Finally, even though in this
proposal the authors did not provide any evaluation
related to potential social bias in hate speech tech-
nologies (Davani et al., 2023; Vargas et al., 2023),
for future works, they aim to tackle strategies to-

wards social bias mitigation, as well as improve the
amount of data and its diversity in order to obtain
more generalized and accurate results.

CSECU-DSG (Aziz et al., 2023) used a multi-
modal approach by contextualizing text character-
istics using the BERT transformers model. The
Bi-LSTM was used to understand long-term con-
textual relationships and facilitate the extraction of
hate speech from the text recovered from images.
The ViT transformers model was used to extract
visual information from photographs. They used a
multi-sample dropout method after combining the
outputs of the multimodal and BiLSTM modules
to arrive at the final prediction. By achieving an
F1-score of 82.48 and an accuracy of 82.62, this
technique ranked fifth in subtask A.

Ometeotl (Armenta-Segura et al., 2023) used the
pre-trained transformer approach BertForSequence-
Classification model with the bert-base-uncased ar-
chitecture from huggingface2. They didn’t utilize
any preprocessing for subtask A and achieved an
F1 score of 80.97. The authors secured the 6th rank
in subtask A.

SSN-NLP-ACE (K et al., 2023) extracted the
text from text-embedded images using Google Vi-
sion API and extracted the features using the TF-
IDF (Adhikari et al., 2021) approach. They used
the traditional machine learning approach i.e. sup-
port vector machine (SVM). In the SVM, the clos-
est data points are the support vectors in finding
the optimal plane. The kernel applied in SVM is
RBF (Radial Basis Function). The authors tuned
the parameters to maximize F1-score to 78.80 and
an accuracy of 79.01 in subtask A.

2https://huggingface.co/

https://huggingface.co/
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Rank Team Name Codalab Username Accuracy Precision Recall F1-score

1 ARC-NLP (Sahin et al., 2023) arc-nlp 79.34 76.37 76.36 76.34
2 - bayesiano98 77.27 73.30 75.54 74.10
3 IIC Team (Singh et al., 2023) karanpreet singh 72.31 71.05 68.94 69.73
4 VerbaVisor (Esackimuthu and Balasundaram, 2023) Sarika22 71.49 68.41 67.77 68.05
5 CSECU-DSG (Aziz et al., 2023) csecudsg 69.01 65.75 65.25 65.30
6 - DeepBlueAI 69.83 66.48 64.62 65.25
7 Ometeotl (Armenta-Segura et al., 2023) Jesus Armenta 64.05 67.93 56.48 56.77
8 SSN-NLP-ACE (K et al., 2023) Avanthika 64.05 70.13 53.84 52.58
9 ML Ensemblers Sathvika.V.S 52.89 48.88 44.44 43.32

10 pakapro Team + 1 35.12 35.59 34.42 33.42

Table 3: Sub-task B (Targets of Hate Speech Classification) Leaderboard, Ranked by Macro F1-Score. All scores
are presented as percentages (%). The highest score in each column is highlighted in bold.

VerbaVisor (Esackimuthu and Balasundaram,
2023) implemented Artificial Neural Networks
(ANN) (Mishra and Srivastava, 2014) model along
with the ALBERT (Lan et al., 2019) model for this
subtask. Out of these two ALBERT performed the
best with a F1-score of 78.21. The ANN model
performed poorly as compared to ALBERT.

Lexical Squad (Kashif et al., 2023) used an ap-
proach to combine both textual and visual informa-
tion from the text-embedded images. They used a
combined representation from different unimodal
models: XLNet (Yang et al., 2019b) and BERT
(Kenton and Toutanova, 2019) for textual features
and Inception-V3 (Szegedy et al., 2016) for visual
features. Stacking was used to generate a com-
bined representation. This approach gave them
a F1-score of 74.96 which is above 3 points im-
provement when using XLNet alone and above
5 points improvement when using BERT alone.
When solely utilizing Inception-V3, they achieved
an F1-score of 48.11. The empirical evaluations by
the authors showed that the approach yielded poor
performances when a model had to leverage a lot
of visual information to make decisions.

ML Ensemblers used a variety of algorithms,
which includes Naive Bayes (Rish et al., 2001), k-
Nearest Neighbors (KNN) (Jiang et al., 2007), Ran-
dom Forest (Breiman, 2001), Decision Trees (Kot-
siantis, 2013), and Support Vector Machine (SVM)
(Cortes and Vapnik, 1995; Pisner and Schnyer,
2020). Among these algorithms, Naive Bayes dis-
played the highest performance with an F1-score of
42.94. It’s important to note that the mentioned ap-
proach is not an ensemble, as each algorithm was
assessed separately rather than being combined
into a unified model. The approach ranked 13th in
subtask A.

6.2.2 Subtask B

ARC-NLP (Sahin et al., 2023) made use of en-
tity features along with CLIP (Radford et al., 2021)
embeddings to create a feature that was leveraged
to classify targets of hate speech. Similar to the ap-
proach for subtask A, the ensemble methods were
then used to make the final decision. The method
was ranked first in the competition with an F1-score
of 76.34. The importance of NER in hate speech
and target classification has been an interest of the
academic community and this method reaffirms
that the NER characteristics are very important.

IIC Team (Singh et al., 2023) implemented
XLM-Roberta-base, BiLSTM, XLNet base cased,
and ALBERT on the CrisisHateMM (Bhandari
et al., 2023) dataset related to the Russia-Ukraine
conflict. The authors obtained an F1 score of 69.73
for sub-task 2 using XLM-Roberta-base.

VerbaVisor (Esackimuthu and Balasundaram,
2023) applied ALBERT to approach the problem of
target detection in our shared task. They were able
to get the fourth rank with an F1-score of 68.05.

CSECU-DSG (Aziz et al., 2023) used the multi-
modal technique in which they adjusted the BERT
(Kenton and Toutanova, 2019) transformers model
to extract the text’s contextualized properties. The
Vision Transformers (ViT) (Dosovitskiy et al.,
2020) model was used to extract the visual informa-
tion from the given image, and the Bi-LSTM was
used to learn the long-term contextual dependency
that enables the model to extract the hate informa-
tion present in the context. On top of the outputs
from the multimodal and BiLSTM modules, the
multi-sample dropout strategy is then applied to ob-
tain the final prediction. This approach gave them
an F1-score of 65.30 and an accuracy of 69.01.
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Ometeotl (Armenta-Segura et al., 2023) em-
ployed the huggingface bert-base-uncased architec-
ture with the pre-trained transformer method Bert-
ForSequenceClassification model. Unlike subtask
A, for subtask B, they used preprocessing outside
of BERT processing of the text, such as eliminating
special letters or stopwords, and they received an
F1 score of 56.77. The authors placed the seventh
rank in subtask B. The case study of different ex-
amples led them to hypothesize that image features
are more important in target identification than hate
speech classification.

SSN-NLP-ACE (K et al., 2023) employed the
TF-IDF technique to extract the features from the
text of text-embedded images. They approached
subtask B using the conventional machine-learning
method of Logistic Regression (Nick and Camp-
bell, 2007). It is a technique for statistical analysis
that makes use of probability estimates. The hyper-
parameters were optimized by the authors and an
F1-score of 52.58 was achieved.

ML Ensemblers employed multiple algorithms
for target detection. They utilized various al-
gorithms namely Naive Bayes algorithm (Rish
et al., 2001; Thapa et al., 2020), k-Nearest Neigh-
bors (kNN) (Jiang et al., 2007), Random Forest
(Breiman, 2001), Decision Tree (Kotsiantis, 2013),
and Support Vector Machine (SVM) (Cortes and
Vapnik, 1995; Pisner and Schnyer, 2020). Among
these, the multinomial Naive Bayes algorithm per-
formed the best with an F1-score of 43.32.

7 Discussion

The methods from different participants gave in-
teresting insights into various methods. Particu-
larly, transformer-based methods were seen to be
more effective. Most participants utilized BERT-
based variations to extract textual features from
the dataset. For the extraction of visual features,
participants turned to vision transformers, CLIP
(Radford et al., 2021), and established methods
like Inception-V3. The methodology proposed by
Sahin et al. (2023) suggested that syntactical and
entity features are equally important to leverage
textual information from the dataset, particularly
from instances that were related to the identifica-
tion of targets of hate speech. While it is impor-
tant to comprehend the utility of transformer-based
models, K et al. (2023) suggested that traditional
machine learning algorithms can also give a satis-

factory performance in hate speech classification.
While their algorithm excelled in subtask A, ad-
dressing target identification remained challenging
for such traditional machine learning approaches.
The promising direction for future research is to
explore the applications of vision-language models
specifically pretrained for the classification of hate
speech in text-embedded images of memes.

8 Conclusion

In conclusion, through our shared task at CASE
2024, we were able to contribute to promoting the
research and interest in hate speech and target clas-
sification in text-embedded images. The shared
task was successful in attracting over 50 partici-
pants. The participants altogether made over 250
submissions on the test set. The highest perfor-
mance of F1-score 85.65 was achieved in subtask
A and F1-score 76.34 in subtask B. This shows that
there is still scope for improvement in the tasks
proposed in our shared task. Building on the mo-
mentum of this successful shared task, we intend
to continue the shared task in the future with more
subtasks in languages other than English. This ex-
pansion will aim to foster a more inclusive under-
standing of hate speech detection that goes beyond
linguistic and cultural boundaries.
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