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Abstract

Legal judgment prediction (LJP) is a basic task in legal artificial intelligence. It consists of
three subtasks, which are relevant law article prediction, charge prediction and term of penalty
prediction, and gives the judgment results to assist the work of judges. In recent years, many deep
learning methods have emerged to improve the performance of the legal judgment prediction task.
The previous methods mainly improve the performance by integrating law articles and the fact
description of a legal case. However, they rarely consider that the judges usually look up historical
cases before making a judgment in the actual scenario. To simulate this scenario, we propose a
historical case retrieval framework for the legal judgment prediction task. Specifically, we select
some historical cases which include all categories from the training dataset. Then, we retrieve the
most similar Top-k historical cases of the current legal case and use the vector representation of
these Top-k historical cases to help predict the judgment results. On two real-world legal datasets,
our model achieves better results than several state-of-the-art baseline models.

1 Introduction

With the rapid development of artificial intelligence, it has become a trend to use artificial intelligence to
help judicial personnel. Legal judgment prediction (LJP) is such an artificial intelligence task in legal
artificial intelligence. As shown in Table 1, given the fact description of a legal case, the legal judgment
prediction task can provide the judgment result of the case. The predicted result consists of three parts:
relevant law article, charge and term of penalty. Legal judgment prediction can not only give the judgment
results efficiently for reference for judicial personnel but also provide legal suggestions for ordinary
people when there is a legal dispute (Zhong et al., 2020; Wang et al., 2019; Zhong et al., 2018; Zhang et
al., 2021) in daily life.

With the application of deep learning in legal artificial intelligence, various methods have been proposed
to improve the performance of legal judgment prediction. Some methods (Zhong et al., 2018; Yang et
al., 2019) consider using the order information among the three subtasks of legal judgment prediction in
reality to improve the representation of fact description. Further, some methods (Yue et al., 2021; Ma et
al., 2021; Feng et al., 2022) consider a fine-grained division of the fact description to improve the fact
representation. Additionally, some methods (Luo et al., 2017; Hu et al., 2018; Wang et al., 2019; Xu et al.,
2020) consider the important role of law articles in reality and introduce them to improve the performance.
These efforts have effectively improved the performance of legal judgment prediction. However, the
existing methods are affected by the fact that the law articles are too concise and still have limitations in
modelling the judgment process.

On the one hand, the law articles are very concise and lack specific details and some law articles have
similar provisions and so easy to be confused. As shown in Figure 1, Article #114 and Article #115 both
stipulate the same charge Crime of Arson and the provisions in the two law articles are very short. In order
to distinguish them, the judge usually re-finds and analyzes historical cases because the fact description
information of historical cases usually contains more detailed information than the law articles.
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Fact Description
On XX, XXX, the procuratorate accused the defendant Yang XX of taking gasoline out of his motorcycle fuel tank
after quarrelling with his girlfriend Tang XX, putting it into a beer bottle, and pouring gasoline through the crack
of the door into room X of the rental room opposite the XX Internet cafe in the XX community where Tang XX is
located, and using a lighter to ignite the gasoline. The fire spread to the room along with the gasoline and was
extinguished by Tang XX and other people in the room. On the morning of that day, the public security police
arrested the defendant Yang XX ...

Relevant Law Article
Article #114 [Crime of Arson] Whoever commits arson, breaches a dike, causes an explosion, spreads toxic,
radioactive, infectious disease pathogens and other substances or endangers public security by other dangerous
methods, but has not caused serious consequences, shall be sentenced to fixed-term imprisonment of not less than
three years but not more than ten years.

Charge: Crime of Arson

Term of Penalty: A fixed-term imprisonment of thirty-six months

Table 1: An example of the legal judgment prediction task.

On the other hand, most of the previous methods predict the judgment results mainly based on the
fact description of a single case, however, they overlook the practical scenario that judges usually look
up typical historical cases for reference before making a judgment. As we all know, historical cases are
very important for making a judgment, whether in the Case Law system or the Statutory Law system.0 In
the Case Law system, judges mainly refer to historical cases to make a judgment. In the Statutory Law
system, before making a judgment the judges should not only look up the law articles but also look up
typical historical cases. Obviously, historical cases are indispensable references for judges in their work.

To solve these challenges, we propose a framework for legal judgment prediction based on a historical
case retrieval module to simulate the actual legal scenario of looking up historical cases before making a
judgment.

First, we consider that the number of cases looked up by judges in actual work is usually limited and
select a part of cases from the training dataset as historical cases.

Second, in order to avoid the impact of highly unbalanced class distribution of the dataset on the model
performance (Hu et al., 2018; Zhang et al., 2021), we consider selecting the same number of historical
cases for each category.

Third, we retrieve the most similar Top-k historical cases of the current legal case and concatenate
the vector representation of these Top-k cases and the fact description of the current case to predict the
judgment results. Finally, we train our model with a cross-entropy loss function. We call our model
CR4LJP, which stands for Case Retrieval framework for Legal Judgment Prediction.

Our contributions are three-fold:
(1) We take into account that judges usually look up historical cases before making a judgment after

investigating the human justice system.
(2) We propose a case retrieval framework for the legal judgment prediction task to use historical cases

to help predict the judgment results.
(3) Experiment results of our framework with different encoders on two real large-scale legal datasets

are better than the state-of-the-art models and verify the effectiveness of our framework. This study shows
that case retrieval is an effective way to improve the performance of the legal judgment prediction task.

2 Related Work

2.1 Legal Judgment Prediction
The earliest legal judgment prediction (LJP) methods (Kort, 1957; Ulmer, 1963; Nagel, 1963; Segal,
1984; Gardner, 1984) mainly use mathematical and statistical tools. These methods are based on artificial
features or rules, so they are difficult to extend. In recent years, some researchers have proposed a lot
of models (Zhong et al., 2020; Zhong et al., 2018; Yang et al., 2019; Dong and Niu, 2021) based on

0The details of the Case Law and Statutory Law system can be found in https://en.wikipedia.org/wiki/Case_law and
https://en.wikipedia.org/wiki/Statutory_law.
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Article #114: Charge 1-5
Whoever commits arson, breaches a dike, causes explosion, spreads
toxic, ..., endangers public security by dangerous means, …, or
endangers public security by other dangerous means, but has not
caused serious consequences, shall be sentenced to fixed-term
imprisonment of not less than three years but not more than 10 years.

Article #115: Charge 1-5
Whoever commits arson, breaches a dike, causes explosion, spreads
toxic, radioactive, infectious disease pathogens and other substances or
uses other dangerous methods to cause serious injury or death to
people or heavy losses to public or private property shall be
sentenced to fixed-term imprisonment of not less than 10 years, life
imprisonment or death.
Charge 6 …

Charge 1: Crime of 
Arson 
Charge 2: Crime of 
Breaking Dikes 
Charge 3: Crime of 
Causing Explosions 
Charge 4: Crime of 
Throwing Dangerous 
Substances 
Charge 5: Crime of 
Endangering Public 
Security by Dangerous 
Means

Figure 1: Article #114 and Article #115 both stipulate the same charges (Charge 1-5). There is little
difference between the specific provisions of Article #114 and Article #115 on the Crime of Arson.

deep learning to predict judgment results. Specifically, some research works (Zhong et al., 2018; Yang et
al., 2019) consider that the legal judgment prediction task is composed of three subtasks, and there are
dependencies among them which are useful information. Some research works (Yue et al., 2021; Ma et
al., 2021; Feng et al., 2022) consider that the fact description is usually long, and the fact description can
be better represented by dividing or extracting the fine-grained information. Some research works (Luo et
al., 2017; Hu et al., 2018; Wang et al., 2019; Xu et al., 2020) consider the important role of law articles
in reality and then study how to make use of the information of law articles. These works improve the
performance of LJP, but they fail to take into account that historical cases are also important information.

2.2 Retrieval Methods
For deep learning models, even the pre-trained models, such as Bert (Devlin et al., 2019), can not
remember all samples. Therefore, it is worth considering using a retrieval model to obtain additional
information. Generally, retrieval models can be divided into two types: sparse representation based
on bag-of-word (BOW) (Chen et al., 2017) and dense vector representation based on neural networks
(Karpukhin et al., 2020; Zhou et al., 2020). The retrieval models based on sparse representation have been
applied in machine translation (Gu et al., 2018) and open domain question answering (Chen et al., 2017;
Wang et al., 2018; Lin et al., 2018). The retrieval models based on dense vector representation (Karpukhin
et al., 2020; Zhou et al., 2020) have received more attention in recent years. This method can achieve
better recall performance than the sparse retrieval model on various Natural Language Processing (NLP)
tasks, such as personalized search (Ma et al., 2020; Zhou et al., 2020) and domain question answering
(Karpukhin et al., 2020; Guu et al., 2020; Yu et al., 2022). Considering that judges usually only need
some typical cases and the good performance of dense vector representation, we use the dense vector
representation retrieval method.

3 Problem Definition

Before introducing our model, we first introduce some concepts and definitions of legal judgment
prediction.

A legal case in our paper consists of a fact description and three judgment results, which are made by
human judges. The fact description is a text that describes the criminal facts of a suspect. As shown in
Figure 2, our model uses f to represent it. The three judgment results are relevant law article, charge
and term of penalty and we use y1, y2 and y3 to represent them respectively. Then a legal case can be
represented as:

Case = (f, y1, y2, y3), (1)

where f, y1, y2, y3 are defined above.
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Figure 2: The framework of our model. The main module of our framework is the Basic Encoder and the
Case Retrieval module.

Referring to previous studies (Zhong et al., 2018; Xu et al., 2020; Luo et al., 2017), we adopt a
multi-task learning framework to solve the legal judgment prediction task. Our goal is to train a model
F (·) which can be used to predict a case ft in the test dataset with a given training dataset D, namely:

F (ft) = (ŷ1, ŷ2, ŷ3), (2)

where ŷ1, ŷ2 and ŷ3 are the predicted judgment results. Consistent with the existing works (Zhong et al.,
2018; Xu et al., 2020), we only consider the legal cases with one relevant law article and one charge label.

4 Model Framework

In the actual judgment process, judges usually look up some typical historical cases for reference. To
simulate this process, we propose a framework (CR4LJP) with a historical case retrieval module.

4.1 Overview

Our model framework is shown in Figure 2. In general, our model is a multi-task learning framework,
which jointly solves three legal judgment prediction subtasks, with the case retrieval module we proposed.
The main modules and training process of our model framework are as follows:

(1) The fact description f is converted into vector representation ZB
f through the basic encoder.

(2) All selected historical cases are transformed into vector representations by the basic encoder. We
select the Top-k cases which are most similar to the vector ZB

f from these cases according to the cosine
similarity. Then, we get the mean vector ZB

t of these Top-k cases as auxiliary information.
(3) The representation vector ZB

f and the mean vector ZB
t of these Top-k cases are concatenated to

solve the three legal judgment prediction subtasks.
(4) Our model is optimized by the losses of three subtasks. In the test phase, we also use the historical

case vectors as auxiliary information to predict the judgment results.

4.2 Basic Encoder

As shown in Figure 2, our model framework uses the same encoder for the current case and historical
cases. Considering the consistency with the previous models (Xu et al., 2020; Zhong et al., 2018; Yue
et al., 2021) and the operation efficiency, we adopt the recurrent neural network (RNN) based encoder.
Although we use RNN based encoder, our framework can flexibly select the neural network. Other neural
networks, such as the current neural network (CNN) and pre-trained language models (PLMs), can also
be used as encoders.
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Specifically, the fact description of a legal case with m words is represented as:

f = (w1, · · · , wm), (3)

where wi is a word in the fact description. Then we convert it to a word embedding sequence f though
looking up a pre-trained word embedding table E:

f = [e1, e2, · · · , em], ei ∈ E, (4)

where f ∈ Rm×de , and ei ∈ Rde is the embedding vector of the i-th word wi. Then we use Bi-GRU
neural network to encode the fact description.

ZB
f = Bi-GRU(f), (5)

where ZB
f = (h1, · · · , hl) ∈ Rl×dh , dh is the length of the hidden layer of Bi-GRU encoder.

After introducing RNN based encoder, we introduce an alternative neural network Bert (Devlin et
al., 2019) as the encoder. First, the fact description f is set as the input of Bert after an embedding
layer. After the multi-layer self-attention encoder, the output of “[CLS]” token of Bert is set as the vector
representation of the fact description. It can also be represented as:

ZBert
f = BERT(f)[CLS], (6)

where “[CLS]” is one of the tokens ouput by the Bert model.

4.3 Case Retrieval Module
In the actual judgment process, judges usually look up some typical historical cases as references. So we
design a case retrieval module to simulate the scenario. As the performance of the dense representation
retrieval method is usually better, we choose the dense representation retrieval method for our retrieval
module.

Case Selection. In reality, the number of historical cases is huge and judges usually only look up some
cases as references. For the efficiency of the model, we consider only selecting part of the cases instead of
all the cases in the training dataset as historical cases to be retrieved. It should be noted that some law
articles stipulate the same charges as shown in Figure 1. And considering the unbalanced distribution of
categories, we select the same number of cases for each charge under each law article.

Case Retrieval. In order to realize the historical case retrieval module, we first represent all historical
cases (c1, c2, · · · , cn) as word embedding sequences through Formula 4, and then represent them as n
encoded vectors (ZB

c1 , · · · ,ZB
cn) through Formula 5. Then we calculate the similarity scores of these n

historical cases and the fact vector representation ZB
f of the current case according to cosine similarity.

Finally, we select the Top-k most similar cases as the reference cases by ranking the similarity scores, and
then we calculate the mean vector of these Top-k cases:

ZB
t = Mean(ZB

t1 , · · · ,ZB
tk
). (7)

The final mean vector ZB
t of these k historical cases is the output of the case retrieval module.

4.4 Prediction and Optimization
Before predicting the judgment results for calculating the losses of three legal judgment prediction
subtasks, we concatenate the vector representation of the current case and the historical cases as follows:

ZB = [ZB
f ;ZB

t ], (8)

and then we use a multi-layer perceptron layer to predict the results as follows:

yi = MLPi(ZB), (9)
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Table 2: The statistics of the CAIL dataset.
Dataset CAIL-small CAIL-big

# Training Set Cases 106,750 1,648,600
# Test Set Cases 25,652 200,449
# Law Articles 94 115
# Charges 109 129
# Term of Penalty 11 11

where i represent the i-th subtask of legal judgment prediction.
Total loss. The legal judgment prediction task includes three subtasks (relevant law article prediction,

charge prediction and term of penalty prediction). We use the cross-entropy loss to calculate the loss of
each subtask and train our model. The total loss is calculated as follows:

LLJP = −
3∑

i=1

αi

|Nj |∑
j=1

yi,j log(ŷi,j), (10)

where |Nij | represent the number of labels of subtask i, and αi is the weight of subtask i which is hyper
parameter.

5 Experiments

5.1 Datasets and Preprocessing
Most of the state-of-the-art methods for legal judgment prediction are tested on the Chinese AI and Law
challenge (CAIL2018) dataset (Xiao et al., 2018). The CAIL2018 dataset consists of a large of legal
cases published by the Supreme People’s Court of China and it has two sub-datasets, namely, CAIL-small
and CAIL-big. Every case has a fact description and the judgment results given by human judges. The
statistics of the dataset are shown in Table 2.

In addition, to be consistent with the baseline methods (Zhong et al., 2019; Xu et al., 2020; Yue et al.,
2021), we first filter out the legal cases with multiple article/charge labels in the CAIL dataset, and then
filter out the low-frequency law articles and charges which have less than 100 cases. Finally, we filter out
the legal cases with missing or error labels (e.g. a small number of cases have no law article or charge
labels, or the charge label is inconsistent with the law article label).

5.2 Baselines
In order to verify the effectiveness of our model, we select several representative legal judgment prediction
models as the baselines.

(1) FLA (Luo et al., 2017) first considers the important role of law articles in the actual legal judgment
process and uses the attention module to introduce the law article information.

(2) Attribute-Att (Hu et al., 2018) considers distinguishing the confusing charges is hard by introducing
brief and concise law articles, and then designs ten common artificial attributes for charges.

(3) TOPJUDGE (Zhong et al., 2018) first takes into account the sequence dependency of the three
subtasks of legal judgment prediction in the actual scenario. This model designs a topological multi-task
learning framework to use the dependency information.

(4) MPBFN-WCA (Yang et al., 2019) takes into account that the judge needs to check again whether
the relevant law articles, charges and term of penalty are suitable.

(5) LADAN (Xu et al., 2020) considers distinguishing the confusing law articles and design a graph
distillation operator to learn the differences among law articles.

(6) Neurjudge (Yue et al., 2021) takes into account the circumstances in the actual scenario and use the
intermediate results to separate the fact description vector representation. It is one of the state-of-the-art
models.

(7) CR4LJP is our method.
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Method
Law Articles Charges Term of Penalty

Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

FLA 0.8853 0.8463 0.8067 0.8188 0.8732 0.8414 0.8134 0.8119 0.3566 0.3279 0.3176 0.3104
Attribute-Att 0.8910 0.8490 0.8357 0.8396 0.8896 0.8587 0.8343 0.8450 0.3686 0.3355 0.3288 0.3246
TOPJUDGE 0.8940 0.8578 0.8348 0.8430 0.8819 0.8513 0.8331 0.8379 0.3668 0.3296 0.3494 0.3275
MPBFN-WCA 0.8944 0.8600 0.8434 0.8478 0.8820 0.8537 0.8393 0.8425 0.3677 0.3417 0.3346 0.3357
LADAN 0.9016 0.8711 0.8556 0.8604 0.8871 0.8588 0.8451 0.8464 0.3718 0.3496 0.3488 0.3383
Neurjudge 0.9112 0.8853 0.8661 0.8720 0.8913 0.8663 0.8486 0.8512 0.4064 0.3780 0.3641 0.3656
CR4LJP 0.9137 0.8868 0.8785 0.8791 0.8932 0.8675 0.8570 0.8596 0.3802 0.3714 0.3398 0.3431

Table 3: Results with GRU-based encoder on CAIL-small dataset. The best results are in bold.

Method
Law Articles Charges Term of Penalty

Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

FLA 0.9436 0.8471 0.7870 0.8091 0.9383 0.8390 0.7765 0.7993 0.5338 0.4223 0.4033 0.4097
Attribute-Att 0.9512 0.8787 0.7849 0.8137 0.9469 0.8759 0.7821 0.8148 0.5503 0.4552 0.3941 0.4126
TOPJUDGE 0.9502 0.8648 0.8021 0.8246 0.9461 0.8643 0.7943 0.8201 0.5574 0.4583 0.4040 0.4206
MPBFN-WCA 0.9507 0.8733 0.8054 0.8291 0.9457 0.8656 0.7957 0.8189 0.5583 0.4429 0.4110 0.4221
LADAN 0.9530 0.8719 0.8141 0.8345 0.9427 0.8607 0.8070 0.8263 0.5799 0.4833 0.4334 0.4413
Neurjudge 0.9568 0.8841 0.8307 0.8497 0.9505 0.8707 0.8197 0.8356 0.5805 0.4851 0.4611 0.4638
CR4LJP 0.9594 0.8850 0.8449 0.8576 0.9524 0.8800 0.8235 0.8436 0.5801 0.4864 0.4537 0.4560

Table 4: Results with GRU-based encoder on CAIL-big dataset. The best results are in bold.

5.3 Experiment Setting

For the GRU-based encoder, we first use the tool THULAC (Sun et al., 2016) to do word segmentation
for the fact description and pre-train the word embedding with the dimension of 200 using word2vec
(Mikolov et al., 2013). The maximum text length of the fact description is set to 400 for all the models.
The hidden size is set to 150 for all the models. The learning rate is set to 1e-3. For the Bert-based encoder,
the learning rate is set to 1e-5. Our model is trained on one V100 GPU (2 V100 GPUs for Bert-based
encoder) for 20 epochs and the batch size is 128. We set the hyperparameter αi to 1 for three subtasks
and we use the AdamW optimizer to train our model. For the case retrieval module, we select the same
number of 20 cases for each charge under each law article and set the k of Top-k as 5. We use Accuracy
(Acc.), Macro Precision (MP), Macro Recall (MR), and Macro F1 (F1) to measure all models following
the previous works.

5.4 Overall Results

The experimental results of all the models on three legal judgment prediction subtasks are shown in Table
3 and Table 4. Compared with the best baseline model Neurjudge, our model CR4LJP increases F1 scores
of the law article and charge prediction subtasks by 0.81% and 0.98% respectively on the CAIL-small
dataset and increases F1 scores of these two subtasks by 0.93% and 0.96% respectively on CAIL-big
dataset. The experimental results prove the effectiveness of the model. It should be noted that the results
of the term of penalty prediction task of our model on the CAIL-small and CAIL-big datasets are still
worse than those of Neurjudge. Neurjudge simulates the actual judicial process and makes fine-grained
division of the case description which is based on human knowledge and proved very effective for the
term of penalty prediction.

Compared with the results of other baseline models, we can draw the following conclusions:
(1) TOPJUDGE and MPBFN-WCA both make use of the dependencies among the three subtasks to

improve the fact representation of a single case. The better results of our model show that retrieving
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Method
Law Articles Charges Term of Penalty

Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

Bert 0.9238 0.8987 0.8822 0.8859 0.9139 0.8897 0.8759 0.8792 0.4083 0.3837 0.3486 0.3425
Bert-Crime 0.9235 0.8948 0.8875 0.8872 0.9145 0.8898 0.8844 0.8838 0.4100 0.4013 0.3409 0.3441
Neurjudge+Bert 0.9314 0.9112 0.9041 0.9064 0.9230 0.9065 0.8994 0.9010 0.4126 0.3977 0.3594 0.3670
CR4LJP+Bert 0.9343 0.9140 0.9043 0.9070 0.9245 0.9067 0.9007 0.9022 0.4072 0.3857 0.3447 0.3501

Table 5: Results with Bert-based encoder on CAIL-small dataset.

historical cases help the model get a better representation of the fact to improve the performance of
judgment results.

(2) The performance of FLA is worse than those of other neural network models because it directly
introduces the Top-k law articles, but the law articles are short and confusing, which may bring some
noise. To solve the confusing law article problem, Attribute-Att designs ten artificial attributes and
LADAN designs a graph distillation operator to improve the representation of introduced law articles.
The better results of our model CR4LJP show that historical case information is more helpful to improve
the performance of the legal judgment prediction task than law article information.

(3) For the results of all models on the relevant law article and charge prediction subtasks, the F1
scores on the CAIL-big dataset are worse than those on the CAIL-small dataset, and the accuracy is the
opposite. The main reason is that the categories of law articles or charges in the CAIL-big dataset are
more unbalanced than those in the CAIL-small dataset.

5.5 Results with Bert Based Encoder

The pre-trained language models achieve the best results on many NLP tasks, such as Bert(Devlin et al.,
2019). These models can be used as encoders in our framework, which usually leads to better results.
In order to show the flexibility of our model, we compare our model based on Bert encoder with other
methods.
• Bert uses the fact description as the input and the output of “[CLS]” token as the representation of

the fact description. We fine-tune it on the CAIL dataset for the legal judgment prediction subtasks.
• Bert-Crime (Zhong et al., 2019) pre-trains Bert on a larger legal dataset. The process of fine-tuning

is the same as Bert.
• Neurjudge+Bert is the Bert-based Neurjudge model, which replaces the GRU encoder with Bert.
• CR4LJP+Bert is our Bert-based model.
Due to the limitation of computing resources and the huge amount of parameters of Bert, we only

conduct experiments on the CAIL-small dataset. Specifically, on the CAIL-small dataset, the time required
for one epoch of training CR4LJP+Bert is about 36 times that of GRU based model (41400s vs 1140s).
The experimental results are shown in Table 5. CR4LJP+Bert achieves better results than the GRU-based
encoder. This shows the flexibility and effectiveness of our framework.

Compared with other baseline Bert models, the following observations can be observed:
(1) Our model (CR4LJP+Bert) is better than Bert and Bert-Crime indicating that additional case

information can improve the performance of the legal judgment prediction task.
(2) Our model is superior to Neurjudge+Bert, which proves once again the effectiveness of our case

retrieval framework.

5.6 Ablation Study

In order to verify the effectiveness of the case retrieval module for three subtasks, we perform an ablation
study. Specifically, we remove the Top-k historical cases’ mean vector from each subtask to study the
impact of the case retrieval module. The corresponding models are expressed as w/o article, w/o charge,
and w/o term.

The ablation study results of CAIL-small dataset are shown in Figure 3. We can see:
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Figure 3: Ablation study on CAIL-small dataset. We remove the Top-k historical cases’ mean vector from
each subtask to study the impact of the case retrieval module.
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Figure 4: Case study on confusing charges.

(1) Removing the case retrieval module will degrade the performance of the three subtasks. This shows
that the case retrieval module is effective.

(2) Removing the case retrieval module has the least impact on the term of penalty prediction subtask,
which is in line with our expectations. In reality, the term of penalty prediction needs to be discussed and
determined in more detail.

(3) In general, removing the case retrieval module from the law article prediction subtask has the most
impact on the legal judgment prediction task. The underlying reason is that this subtask provides the basis
for the other two tasks in reality, so it plays the most important role in the legal judgment prediction task.

5.7 Confusing Case study

As shown in Figure 1, Article #114 and Article #115 stipulate some similar charges. It is difficult to
distinguish these cases with similar charge labels. In order to intuitively show the effect of models in
distinguishing easily confusing cases, we select the cases related to Article #114 and Article #115 in the
CAIL-small test set as a tiny dataset and test the baseline model Neurjudge and our model CR4LJP on the
dataset.

From the experimental results in Figure 4, it can be seen that our model CR4LJP has better performance
on the law article and charge prediction subtasks than Neurjudge, which shows that the case retrieval
framework we proposed can effectively improve the ability to distinguish confusing cases.

6 Conclusion

In this paper, we first consider that judges usually look up some typical historical cases before making a
judgment. We design a historical case retrieval model framework to simulate this scenario. For the current
case, we retrieve the Top-k similar historical cases and get vector representation of these cases using the
basic encoder, then we concatenate the mean vector of them to the fact description vector to predict the
judgment results. Experimental results show that our method is effective.
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