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Abstract

Multimodal summarization which aims to generate summaries with multimodal inputs, e.g., text
and visual features, has attracted much attention in the research community. However, previous
studies only focus on monolingual multimodal summarization and neglect the non-native reader
to understand the cross-lingual news in practical applications. It inspires us to present a new
task, named Multimodal Cross-Lingual Summarization for news (MCLS), which generates cross-
lingual summaries from multi-source information. To this end, we present a large-scale multimodal
cross-lingual summarization dataset, which consists of 1.1 million article-summary pairs with 3.4
million images in 44 * 43 language pairs. To generate a summary in any language, we propose a
unified framework that jointly trains the multimodal monolingual and cross-lingual summarization
tasks, where a bi-directional knowledge distillation approach is designed to transfer knowledge
between both tasks. Extensive experiments on many-to-many settings show the effectiveness of
the proposed model.

1 Introduction

The goal of multimodal summarization is to produce a summary with the help of multi-source inputs,
e.g., text and visual features. With the rapid growth of multimedia content on the Internet, this task has
received increasing attention from the research communities and has shown its potential in recent years.
It benefits users from better understanding and accessing verbose and obscure news, and thus can help
people quickly master the core ideas of a multimodal article.

In the literature, many efforts have been devoted to the multimodal summarization fields, e.g.,
SportsSum (Tjondronegoro et al., 2011), MovieSum (Evangelopoulos et al., 2013), MSMR (Erol et
al., 2003), MMSS (Li et al., 2017), MSS (Li et al., 2018a), How2 (Sanabria et al., 2018), MSMO (Zhu
et al., 2018), E-DailyMail (Chen and Zhuge, 2018), EC-product (Li et al., 2020a), MM-AVS (Fu et
al., 2021), and MM-Sum (Liang et al., 2022b). All these datasets cover video summarization, movie
summarization, meeting records summarization, sentence summarization, product summarization, and
news summarization. With the predefined task, former state-of-the-art multimodal summarization models
have achieved great outcomes. For instance, Palaskar et al. (2019) and Zhang et al. (2021a) explore the
hierarchy between the textual article and visual features, and integrate them into the MAS model. Liu
et al. (2020) design a multistage fusion network to model the fine-grained interactions between the two
modalities. And Yu et al. (2021a) study multiple multimodal fusion methods to infuse the visual features
into generative pre-trained language models, e.g., BART (Lewis et al., 2020). Despite their efforts and
effectiveness, existing methods are all conducted in monolingual scenarios. In practical applications, for
non-native news viewers, they desire some native language summaries to better understand the contents
of the news in other languages. To our knowledge, little research work has been devoted to multimodal
cross-lingual summarization. One important season is the lack of a large-scale multimodal cross-lingual
benchmark.

To assist those non-native readers, we propose a new task: Multimodal Cross-Lingual Summarization
for news (MCLS). As shown in Figure 1, the inputs consist of two parts: the image sequence and textual
article in the source language (e.g., English), and the summary outputs can be in any target language (e.g.,
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Art icle: "If anything kills over 10 million people over the 

next few decades, it is likely to be a highly infectious virus 

rather than war," [ . . . ] "There are myriad conspiracies 

surrounding Bill Gates," said Rory Smith.

   First Draft News has also found that Chinese viral video 

site  TikTok is becoming a new home for such 

conspiracies.The BBC's anti-disinformation team has been 

researching some of the more outlandish ones. [...]   

   So how did the founder of Microsoft, who has poured 

billions into global healthcare from the philanthropic 

foundation he runs with his wife Melinda, become the 

bogeyman of Covid-19 conspiracy theorists?  The Bill and 

Melinda Gates Foundation, which has committed $300m 

(£240m) to combat Covid-19, has remained sanguine about 

the barrage of false claims.[...] 

English Summary: In 2015, an unassuming-looking Bill Gates came on stage at 

the TED conference in Vancouver to issue a dire warning.
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Chinese Summary: 2015年，长相谦逊的比尔·盖茨在温哥华的TED会议上上

台发出了可怕的警告。

Japanese Summary: 2015年、謙虚な顔をしたビル・ゲイツがバンクーバー

のTED会議に登場し、恐ろしい警告を発した。

French Summary: En 2015, l'humble Bill Gates est monté sur scène à la 

Conférence TED de Vancouver pour lancer un terrible avertissement.

Figure 1: An example of our MM-CLS dataset. Inputs: an article and image sequence pair; Output:
summaries in different language directions.

English, Chinese, Japanese, and French). Therefore, the MCLS seeks to generate summaries in any target
language to reflect the salient new contents based on the image sequence and the article in the source
language. To this end, based on CrossSum (Bhattacharjee et al., 2022), we first construct a large-scale
multimodal cross-lingual summarization dataset (MM-CLS) for news. The MM-CLS includes over 1.1
million article-summary pairs with 3.4 million images in 44 * 43 language pairs.

Based on the constructed MM-CLS, we benchmark the MCLS task by establishing multiple Transformer-
based (Vaswani et al., 2017) systems adapted from the advanced representative multimodal monolingual
models (Yu et al., 2021a), based on mT5 (Xue et al., 2021). Specifically, we incorporate multimodal
features into the models for a suitable summarization in any language. Furthermore, to transfer the knowl-
edge between monolingual summarization and cross-lingual summarization, we design a bidirectional
knowledge distillation (BKD) method. Extensive experiments on many-to-many settings in terms of
ROUGE scores (Lin, 2004), demonstrate the effectiveness of multimodal information fusion and the
proposed BKD.

In summary, our main contributions are:

• We propose a new task: multimodal cross-lingual summarization for news named MCLS, to advance
multimodal cross-lingual summarization research.

• We are the first that contributes the large-scale multimodal cross-lingual summarization dataset
(MM-CLS), which contains 1.1 million article-summary pairs with 3.4 million images, in total 44 *
43 language pairs.

• We implement multiple Transformer-based baselines and provide benchmarks for the new task.
Extensive experiments show that our model achieves state-of-the-art performance on the benchmark.
We also conduct a comprehensive analysis and ablation study to offer more insights.

2 Related Work

2.1 Abstractive Text Summarization (ATS)

Given the input textual article, the goal of ATS is to generate a concise summary (Hermann et al., 2015;
Wang et al., 2022c). Thanks to the generative pre-trained language models (Lewis et al., 2020), the ATS
has achieved remarkable performance (Paulus et al., 2018; Liu and Lapata, 2019; Zhang et al., 2020;
Goodwin et al., 2020; Rothe et al., 2021; Xiao et al., 2022; Xu et al., 2020b; Yu et al., 2021b; Wang et
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al., 2023b). Different form them, this work mainly focuses on benchmarking multimodal cross-lingual
summarization.

2.2 Multimodal Abstractive Summarization (MAS)
With the rapid growth of multimedia, many MAS datasets have been built such as SportsSum (Tjondrone-
goro et al., 2011), MovieSum (Evangelopoulos et al., 2013), MSMR (Erol et al., 2003), MMSS (Li et
al., 2017), MSS (Li et al., 2018a), How2 (Sanabria et al., 2018; Liu et al., 2022), MSMO (Zhu et al.,
2018), E-DailyMail (Chen and Zhuge, 2018), EC-product (Li et al., 2020a), MM-AVS (Fu et al., 2021),
MM-Sum (Liang et al., 2022b), and M3Sum (Liang et al., 2023). All these datasets, covering video
summarization, movie summarization, meeting records summarization, sentence summarization, product
summarization, and news summarization, aim to generate a summary based on multimodal inputs (text,
vision, or audio). With the data resources extensively used, the MAS task has attracted much attention,
where the existing work mainly focuses on how to effectively exploit the additional visual features, having
achieved impressive performance in recent years (Li et al., 2018b; Li et al., 2020b; Zhu et al., 2020a; Zhu
et al., 2021; Zhang et al., 2021b; Zhang et al., 2021a; Yu et al., 2021a). The difference from ours lies in
the cross-lingual summarization where we hope to generate a summary in any target language.

2.3 Cross-Lingual Summarization (CLS)
Cross-lingual summarization aims to generate a summary in a cross-lingual language, which has achieved
significant progress (Wang et al., 2022b; Wang et al., 2023a). Generally, besides some work of con-
structing datasets (Ladhak et al., 2020; Scialom et al., 2020; Yela-Bello et al., 2021; Zhu et al., 2019;
Bhattacharjee et al., 2022; Perez-Beltrachini and Lapata, 2021; Varab and Schluter, 2021), existing
methods mainly include: the pipeline methods (Leuski et al., 2003; Ouyang et al., 2019; Orăsan and
Chiorean, 2008; Wan et al., 2010; Wan, 2011; Yao et al., 2015; Zhang et al., 2016), i.e., translation and
then summarization or summarization and then translation, mixed-lingual pre-training (Xu et al., 2020a),
knowledge distillation (Nguyen and Tuan, 2021), contrastive learning (Wang et al., 2021a), zero-shot
approaches (Ayana et al., 2018; Duan et al., 2019; Dou et al., 2020), and multi-task learning (Zhu et
al., 2020b; Takase and Okazaki, 2020; Bai et al., 2021a; Cao et al., 2020b; Cao et al., 2020a; Bai et
al., 2021b; Liang et al., 2022d). Wang et al. (2022a) concentrate on building a benchmark dataset for
CLS on the dialogue field. We focus on offering additional visual features for multimodal cross-lingual
summarization.

2.4 Multilingual Abstractive Summarization
It aims to train a model that can produce a summary in any language. Existing studies mainly pay attention
to constructing the multilingual abstractive summarization dataset and there have been many datasets
publicly available: MultiLing2015 (Giannakopoulos et al., 2015), GlobalVoices (Nguyen and Daumé III,
2019), MultiSumm (Cao et al., 2020b), MLSUM (Scialom et al., 2020), MultiHumES (Yela-Bello et al.,
2021), MassiveSumm (Varab and Schluter, 2021), MLGSum (Wang et al., 2021a), and XL-Sum (Hasan et
al., 2021). Most of these datasets are automatically constructed from online websites due to high human
cost, which involves at least two languages. Essentially, this line of work is still monolingual while we
aim to generate summaries in a cross-lingual manner.

2.5 Knowledge Distillation (KD)
Knowledge distillation (Hinton et al., 2015) is a method to train a model, called the student, by leveraging
valuable information provided by soft targets output by another model, called the teacher. In particular,
the framework initially trains a model on one designated task to extract useful features. Subsequently,
given a dataset D = {(X1, Y1), (X2, Y2), . . . (X|D|, Y|D|)}, where |D| is the size of the dataset, the
teacher model will generate the output HT

i = {hT
1 ,h

T
2 , . . . ,h

T
LT

} for each input Xi. Dependent on the
researchers’ decision, the output might be hidden representations or final logits. As a consequence, to
train the student model, the framework will use a KD loss that discriminates the output of the student
model HS

i = {hS
1 ,h

S
2 , . . . ,h

S
LS

} given input Xi from the teacher output HT
i . Eventually, the KD loss for

input Xi will possess the form as follows
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Figure 2: The overview of our model architecture.

LKD = dist(HT
i ,H

S
i ), (1)

where dist is a distance function to estimate the discrepancy of teacher and student outputs.
The explicated knowledge distillation framework has shown its effectiveness in many NLP tasks,

such as question answering (Hu et al., 2018; Arora et al., 2019; Yang et al., 2020) and neural machine
translation (Tan et al., 2019; Wang et al., 2021b; Li and Li, 2021; Sun et al., 2020; Zhang et al., 2023).
Nonetheless, its application for multimodal cross-lingual summarization has received little interest.

3 Method

3.1 Problem Formulation
Given an input article XL1={xk}

|XL1|
k=1 in the source language and the corresponding object sequence

O={oij}i≤n,j≤m
i=1,j=1 , where xk denotes the k-th token and oij represents the detected j-th object of the i-th

image (n, m is the number of images and detected objects in each image, respectively), the MCLS task is
defined as:

p(YL2|XL1,O) =

|YL2|∏
t=1

p(yt|XL1,O, y<t),

where y<t indicates the previous tokens before the t-th time step of the summary YL2={yt}|YL2|
t=1 in target

language and L1 ̸= L2.

3.2 The MCLS Model
Yu et al. (2021a) design a text-vision fusion method to inject the visual features into the generative
pre-trained language models (e.g., BART), which achieves state-of-the-art performance on MAS (Liang
et al., 2022b). As shown in the left part of Figure 2, the backbone of the MAS model is a variant of
transformer (Vaswani et al., 2017) with four modules: textual encoder, visual encoder, text-vision fusion,
and decoder.

Textual Encoder. The input text XL1 is firstly tokenized and mapped to a sequence of token em-
beddings X. Then, the positional encodings Epe are pointwisely added to X to keep the positional
information (Vaswani et al., 2017):

Z0
T = X+Epe, {Z0

T ,X,Epe} ∈ R|XL1|×d,

where d is the feature dimension. It forms the input features Z0
T to the encoder, which consists of L stacked

layers and each layer includes two sub-layers: 1) Multi-Head Attention (MHA) and 2) a position-wise
Feed-Forward Network (FFN):

Sl
T = MHA(Zl−1

T ) + Zl−1
T , Sl

T ∈ R|XL1|×d,

Zl
T = FFN(Sl

T ) + Sl
T , Z

l
T ∈ R|XL1|×d,
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where Zl
T is the state of the l-th encoder layer.

Visual Encoder. Following previous work (Liang et al., 2021; Liang et al., 2022a; Liang et al., 2022c),
the object sequence O is typically extracted from the image by the Faster R-CNNs (Ren et al., 2015)
(actually, we have several images instead of only one image. Then the visual features are fed into the
visual encoder with H layers. Finally, we obtain the output visual features ZH

V :

Sh
V = MHA(Zh−1

V ) + Zh−1
V , Sh

V ∈ R|O|×dv ,

Zh
V = FFN(Sh

V ) + Sh
V , Z

h
V ∈ R|O|×dv ,

where Z0
V is the extracted visual features O.

Text-Vision Fusion. The fusion method is vision-guided multi-head attention (Yu et al., 2021a). Firstly,
the query Q is linearly projected from the textual features ZL

T , and the key K and value V are linearly
projected from the visual features ZH

V . Secondly, a Cross-modal Multi-Head Attention (CMHA) is applied
to get the text queried visual features M. Then, a forget gate G is used to filter redundant and noisy
information from the visual features. Finally, we obtain the vision-guided output ZT+V by concatenating
the textual features ZL

T and the result of a point-wise multiplication G⊗M, and then linearly project it to
the original dimension d. Formally, the text-vision fusion process is:

Q = ZL
TWq, Q ∈ R|XL1|×dc ,

K = ZH
V Wk, V = ZH

V Wv, K,V ∈ R|O|×dc ,

M = CMHA(Q,K,V), M ∈ R|XL1|×dc ,

G = Sigmoid(Concat(ZL
T ,M)Wg + bg),

ZT+V = Concat(ZL
T ,G⊗M)Wz + bz,

where Concat is the concatenation operation and W∗ and b∗ are trainable weights.

Decoder. Similar to the encoder, but each of L decoder layers includes an additional Multi-Head
Cross-Attention sub-layer (MHCA):

Sl
dec = MHA(Zl−1

dec ) + Zl−1
dec , S

l−1
dec ∈ R|YL2|×d,

Cl
dec = MHCA(Sl

dec,ZT+V ) + Sl
dec,

Zl
dec = FFN(Cl

dec) +Cl
dec, C

l
dec ∈ R|YL2|×d,

(2)

where Zl
dec ∈ R|YL2|×d denotes the state of the l-th decoder layer. Then, at each decoding time step t,

the top-layer (L-th) decoder hidden state ZL
dec,t is fed into the softmax layer to produce the probability

distribution of the next target token as:

p(yt|XL1,O, y<t) = Softmax(WoZ
L
dec,t + bo),

where Wo and bo are trainable weights.

3.3 Bidirectional Knowledge Distillation
Our framework is shown in the right part of Figure 2, where we initiate the process by training
the teacher model on the multimodal monolingual summarization task. In detail, given an input
XL1 = {x1, x2, . . . , xN} and corresponding image features, the teacher model will aim to generate
its monolingual summary Y L1 = {yL1

1 , yL1
2 , . . . , yL1

M1
}. Similar to previous multimodal monolingual

summarization schemes, our model is trained with the cross-entropy loss:

LMLS = −
|YL1|∑
t=1

log(p(yL1
t |yL1

<t ,XL1 ,O)). (3)
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After finetuning the teacher model, we progress to train the student model, which also uses the
Transformer architecture. Contrary to the teacher, the student model’s task is to generate the cross-lingual
output Y L2 = {yL2

1 , yL2
2 , . . . , yL2

M2
} in language L2, given the input document XL1 in language L1 and

corresponding image features. We update the parameters of the student model by another cross-entropy
loss:

LMCLS = −
|YL2|∑
t=1

log(p(yL2
t |yL2

<t ,XL1 ,O). (4)

To pull the cross-lingual and monolingual representations nearer, we implement a KD loss to penalize the
large distance of two vector spaces. Specifically, let HT = {hT

1 ,h
T
2 , . . . ,h

T
LT

} denote the contextualized
representations produced by the decoder of the teacher model, and HS = {hS

1 ,h
S
2 , . . . ,h

S
LS

} denote the
representations from the decoder of the student model, our KD loss are defined as:

LKD = dist(HT ,HS), (5)

where dist is the distance function to evaluate the difference between two representations (e.g., KL, and
cosine similarity). Conversely, when the student model achieves better performance, we also distill its
knowledge into the teacher model. Therefore, the knowledge between the teacher and student models can
be transferred to each other and thus enhance both of them. The bidirectional knowledge distillation loss
function can be defined as:

LBKD = dist(HT ,HS) + dist(HS ,HT ). (6)

3.4 Training and Inference
For training, the model can deal with inputs in multiple languages and predict the summary in the corre-
sponding language. Specifically, for each language Lk in the set of K languages Lang = {L1, l2, ..., LK},
the training objective is:

J =

K∑
k=1

(LLk
MLS + LLk

MCLS + α ∗ LBKD). (7)

During inference, the BKD is not involved and only the MLS or MCLS model is used to conduct
summarization.

4 Experiments

4.1 MM-CLS Dataset
There is no large-scale multimodal cross-lingual benchmark dataset until now. We construct one as
follows.

Data Source and Data Construction. Based on the CrossSum dataset (Bhattacharjee et al., 2022),
we construct our MultiModal Cross-Lingual Smarization (MM-CLS) dataset. The original CrossSum
dataset is automatically crawled from the BBC website1. However, the lacking of the associated image
sequence in CrossSum, makes it impossible to directly conduct research on multimodal cross-lingual
summarization. Therefore, we strictly follow the procedure of Bhattacharjee et al. (2022) to crawl the
images for the corresponding textual summarization dataset given the article URL, where we maintain
the article-summary pair if it contains images and keep the image order that appeared in the article.
Dataset Statistics and Splits. Table 4 of Appendix A shows that our MM-CLS covers 44 languages and
totally includes 1,073,301 article-summary pairs with 3,381,456 images, where each article-summary pair
contains about 3.15 images on average. According to the language directions, we select six languages and
conduct experiments in the many-to-many setting.

1https://www.bbc.com/
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Src
Trg

Models English French Hindi Chinese Japanese Russian

mT5 35.80 / 13.45 / 27.99 31.29 / 11.17 / 22.28 33.22 / 11.72 / 26.20 29.49 / 15.24 / 23.85 30.62 / 15.02 / 23.94 24.47 / 8.22 / 19.88
VG-mT5 36.08 / 13.84 / 28.23 31.67 / 11.56 / 22.77 33.47 / 11.98 / 26.58 29.88 / 15.76 / 24.34 30.99 / 15.54 / 24.61 24.85 / 8.77 / 20.44English

VG-mT5+BKD (Ours) 36.85 / 14.51 / 29.44 32.55 / 12.45 / 23.67 34.67 / 13.48 / 27.89 30.49 / 17.13 / 25.67 31.86 / 16.74 / 25.87 25.88 / 9.88 / 21.58
mT5 23.29 / 8.75 / 18.66 38.31 / 19.19 / 29.21 22.11 / 7.44 / 18.41 25.45 / 11.21 / 18.55 26.78 / 12.44 / 20.01 23.44 / 7.47 / 18.42

VG-mT5 23.80 / 8.99 / 18.99 38.53 / 19.59 / 29.67 22.45 / 7.93 / 18.85 25.78 / 11.56 / 18.93 26.99 / 12.78 / 20.56 23.83 / 7.82 / 18.90French
VG-mT5+BKD (Ours) 24.72 / 9.45 / 19.78 39.79 / 20.24 / 30.66 23.62 / 8.95 / 19.77 26.91 / 13.04 / 19.89 28.18 / 14.21 / 22.05 24.91 / 9.05 / 20.31

mT5 27.05 / 11.67 / 21.72 22.11 / 7.16 / 17.28 36.41 / 14.82 / 27.34 26.12 / 11.59 / 19.89 21.32 / 9.21 / 16.78 22.11 / 7.41 / 16.11
VG-mT5 27.62 / 11.99 / 22.07 22.34 / 7.45 / 17.61 36.84 / 15.25 / 27.76 26.54 / 11.87 / 20.21 21.67 / 9.56 / 17.15 22.60 / 7.88 / 16.70Hindi

VG-mT5+BKD (Ours) 28.34 / 13.07 / 23.24 23.52 / 8.41 / 18.78 37.49 / 16.56 / 29.04 27.54 / 13.11 / 20.99 22.87 / 10.56 / 18.86 23.83 / 8.41 / 17.40
mT5 29.10 / 13.08 / 27.37 26.29 / 11.17 / 21.28 27.70 / 12.12 / 22.22 33.47 / 15.24 / 28.81 28.60 / 13.06 / 21.95 22.81 / 7.49 / 16.42

VG-mT5 29.49 / 13.52 / 27.78 26.56 / 11.57 / 21.71 27.92 / 12.71 / 22.55 33.91 / 15.60 / 29.23 28.87 / 13.55 / 22.19 23.11 / 7.90 / 16.82Chinese
VG-mT5+BKD (Ours) 30.54 / 14.51 / 28.29 27.45 / 13.07 / 23.16 28.83 / 13.79 / 23.71 35.38 / 16.82 / 30.84 30.68 / 15.01 / 23.88 23.99 / 8.89 / 17.58

mT5 29.97 / 14.18 / 24.44 24.22 / 9.15 / 18.25 25.21 / 10.72 / 21.20 24.49 / 11.21 / 18.80 39.60 / 18.08 / 33.91 25.04 / 8.44 / 20.44
VG-mT5 30.31 / 14.54 / 24.93 24.62 / 9.56 / 18.70 25.63 / 10.95 / 21.57 24.81 / 11.62 / 19.09 39.97 / 18.50 / 34.33 25.60 / 8.92 / 20.87Japanese

VG-mT5+BKD (Ours) 31.57 / 15.78 / 25.77 25.86 / 10.59 / 19.77 26.78 / 12.17 / 22.45 25.66 / 12.33 / 19.98 40.97 / 19.41 / 35.16 26.77 / 9.49 / 21.89
mT5 29.47 / 9.86 / 22.82 25.28 / 10.17 / 20.26 28.01 / 11.28 / 26.51 27.49 / 13.24 / 20.85 27.62 / 12.02 / 20.94 29.32/11.32/23.72

VG-mT5 29.89 / 10.05 / 23.18 25.67 / 10.51 / 20.60 28.60 / 11.57 / 26.97 27.91 / 13.65 / 21.28 27.98 / 12.55 / 21.46 29.66/11.70/24.12Russian
VG-mT5+BKD (Ours) 30.56 / 11.18 / 24.13 26.76 / 11.45 / 21.85 29.45 / 12.88 / 27.59 28.88 / 14.41 / 22.87 28.88 / 14.01 / 22.91 30.93/12.88/24.87

Table 1: Results on MM-CLS (ROUGE-1 / ROUGE-2 / ROUGE-L).

4.2 Implementation Details and Metrics

Data Pre-Processing. Following Bhattacharjee et al. (2022), we pre-process the textual data by truncat-
ing or padding them into sequences of 512 tokens for X and the outputs Y to 84 tokens after using the
250k wordpiece (Xue et al., 2021) vocabulary provided with the mT5 checkpoint. For the image sequence,
we also truncate or pad the sequence length to 180 (i.e., five images: 5 * 36; n=5, m=36).

Hyper-Parameters. Following Bhattacharjee et al. (2022), we use the base2 model of mT5 (Xue et al.,
2021), in which L = 12 for both encoder and decoder. For the vision-related hyper-parameters mentioned
in subsection 3.2, we follow Yu et al. (2021a) for a fair comparison. Specifically, we use a 4-layer encoder
(i.e., H = 4) with 8 attention heads and a 2048 feed-forward dimension. For all models, the dropout is set
to 0.1 and the label smoothing is set to 0.1. The d, dc, and dv are 768, 256, and 2048, respectively. During
the training, following a similar training strategy (Conneau and Lample, 2019; Bhattacharjee et al., 2022),
we sample each batch from a single language containing 256 samples and use a smoothing factor (0.5)
so that batches of low-resource languages would be sampled at a higher rate, increasing their frequency
during training. We set the training step to 35,000 steps on a distributed cluster of 8 NVIDIA Tesla V100
GPUs and trained for about 5 days. We use the Adafactor optimizer (Shazeer and Stern, 2018) with a
linear warm-up of 5,000 steps and the “inverse square root” learning rate schedule.

For inference, we use beam search with beam size 4 and length penalty of γ = 0.6. When calculating the
ROUGE scores, we use the multi-lingual rouge3 toolkit following Hasan et al. (2021). All experimental
results reported in this paper are the average of three runs with different random seeds.

Metrics. Following Bhattacharjee et al. (2022), we use the standard ROUGE scores (R-1, R-2, and
R-L) (Lin, 2004) with the statistical significance test (Koehn, 2004) for a fair comparison.

4.3 Comparison Models

Text-Only MAS Systems.
mT5: We choose the mT5 (Xue et al., 2021), a multilingual language model pre-trained on a large

dataset of 101 languages, as the text-only baseline which is fine-tuned on our dataset.
Vision-Guided MAS Systems.

VG-mT5: We implement the fusion method described in subsection 3.2 to inject visual features into
the mT5 model, which is a strong baseline.

VG-mT5+BKD (Ours): It is the proposed model where we design two summary-oriented vision
modeling tasks to enhance the VG-mT5 model.

2https://huggingface.co/google/mt5-base/tree/main
3https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring
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Models English→* French→* Hindi→* Japanese→* Russian→* Chinese→*
0 Baseline (VG-mT5) 31.15/12.90/24.49 26.89/11.44/20.93 26.26/10.66/20.25 28.31/12.47/23.38 28.49/12.34/23.24 28.28/11.67/22.93
1 w/ LLk

MLS 31.62/13.41/24.92 27.45/11.86/21.45 26.69/11.06/20.77 28.87/12.88/23.81 28.66/12.58/23.66 28.51/11.99/23.35
2 w/ LBKD 31.75/13.77/25.04 27.80/11.99/21.80 26.89/11.35/21.02 28.99/13.37/24.13 28.96/12.82/23.92 28.65/12.27/23.59
3 w/ LLk

MLS&LBKD 32.05/14.03/25.68 28.02/12.49/22.07 27.26/11.68/21.38 29.47/13.68/24.57 29.60/13.29/24.17 29.24/12.80/24.04

Table 2: Ablation results under different language directions (Avg. R-1/R-2/R-L results), where each loss
is separately added on the baseline.

Models Chinese→English English→Chinese
Fluency Conciseness Informativeness Fluency Conciseness Informativeness

mT5 4.21 3.54 3.04 3.56 3.14 3.04
VG-mT5 4.44 3.68 3.26 3.82 3.36 3.22
VG-mT5+BKD (Ours) 4.26 4.38 3.76 4.32 3.88 3.68

Table 3: Human evaluation results.

4.4 Main Results

Table 1 present the main results on many-to-many scenarios. Overall, our model obtains notably better
results than the text-only “mT5” model and the vision-guided “VG-mT5” model no matter if it is the MLS
or MCLS setting. Compared with the text-only model, the VG-mT5 model can substantially surpass it,
showing that the vision plays a vital role and suggesting the value of our MM-Sum dataset. After adding
the BKD approach, the model performance obtains further significant improvement, up to 1.35/0.92/1.42
ROUGE scores on average, showing the effectiveness of our proposed approach.

5 Analysis

5.1 Ablation Study

We conduct ablation studies to investigate how well the two auxiliary tasks work. The results are shown
in Table 2. We have the following findings:

• The MLS task shows a positive impact on the model performance (row 1 vs. row 0), demonstrating
that the knowledge of MLS can be transferred to MCLS, which is beneficial to the summary
generation;

• The BKD substantially improves the MCLS model in terms of ROUGE scores (row 2 vs. row 0),
suggesting that transferring knowledge into each other is helpful for summarization;

• The two loss functions exhibit notable cumulative benefits (row 3 vs. rows 0∼2), showing that
transferring the knowledge of MLS to the MCLS is effective;

5.2 Human Evaluation

To further evaluate the performances of mT5, VG-mT5 and our VG-mT5+BKD, we conduct human studies
on 50 samples randomly selected from English and Chinese test sets. We invite three Chinese postgraduate
students who highly proficient in English comprehension to compare the generated summaries under the
multilingual training setting, and assess each summary from three independent perspectives: fluency,
conciseness and informativeness. We ask them to assess each aspect with a score ranging from 1 (worst)
to 5 (best). The average results are presented in Table 3.

Table 3 show the human results on Chinese→English and English→Chinese. We find that our model
outperforms all comparison models from all criteria in both languages, which further demonstrates the
effectiveness and superiority of our model. The Fleiss’ Kappa scores (Fleiss and Cohen, 1973) of Flu.,
Conci and Info. are 0.72, 0.68 and 0.59, respectively, which indicates a substantial agreement among
three evaluators.
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6 Conclusion and Future Work

In this paper, we propose to benchmark the MCLS task and provide a large-scale MM-CLS dataset.
We also propose a bidirectional knowledge distillation approach, which can explicitly enhance the
knowledge transferring between VG-mT5 and MCLS, and thus improve the summary quality. Extensive
experiments on multiple settings, show that our model significantly outperforms related baselines in terms
of ROUGE scores. In the future, due to the difficulty of simultaneously learning cross-lingual alignment
and cross-modal alignment, future work should focus on these directions.
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A Dataset Statistics.

Due to space limit, here we show 6 * 5 language pairs in Table 4. In fact, we construct the MM-CLS
dataset based on CrossSum (Bhattacharjee et al., 2022) where 62% data of CrossSum are maintained.
Therefore, our MM-CLS covers 44 * 43 language pairs and totally includes 1,073,301 article-summary
pairs with 3,381,456 images, where each article-summary pair contains about 3.15 images on average.
The average article and summary length for all languages is about 520 and 84, respectively.

Languages English French Hindi Chinese Japanese Russian
English - 1,881 4,256 4,561 2,447 7,854
French 1,881 - 546 288 256 656
Hindi 4,256 546 - 1,234 5,23 4,256
Chinese 4,561 288 1,234 - 956 2,432
Japanese 2,447 256 523 956 - 1,253
Russian 7,854 656 4,256 2,432 1,253 -

Table 4: An example of 6 * 5 Language pairs covered by our MM-CLS dataset, and the number of images
with the corresponding article-summary pair is 3 4. Here, we do not list them for simplicity.
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