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Abstract

Pre-training techniques have enabled foundation models (such as BERT, T5, GPT) to achieve
remarkable success in natural language processing (NLP) and multimodal tasks that involve text,
audio and visual contents. Some of the latest multimodal generative models, such as DALL·E
and Stable Diffusion, can synthesize novel visual content from text or video inputs, which greatly
enhances the creativity and productivity of content creators. However, multimodal AI also faces
some challenges, such as adding new modalities or handling diverse tasks that require signals
beyond their understanding. Therefore, a new trend in multimodal AI is to build a compositional
AI system that connects existing foundation models with external modules and tools. This way,
the system can perform more varied tasks by leveraging different modalities and signals. In
this paper, we will give a brief overview of the state-of-the-art multimodal AI techniques and the
direction of building compositional AI systems. We will also discuss the potential future research
topics in multimodal AI.

1 Introduction

Large language models (LLMs) have achieved great success in natural language processing (NLP). These
models (e.g., BERT (Devlin et al., 2019), T5 (Raffel et al., 2020) and GPT (Brown et al., 2020)) can learn
general data representations and commonsense knowledge from large-scale corpora using self-supervised
learning tasks (such as masked language modeling or next token prediction). The learned models can be
further fine-tuned on downstream tasks and obtain superior performance on them.

The success of LLMs has also been extended to other non-language domains, such as computer vision
or speech processing. The convergence of these techniques on different types of data makes “multimodal
AI” the hottest direction in the AI community.

This paper aims to briefly summarize the latest trends of multimodal AI research. In short, there are
three trends as follows: (1) the underlying architectures of models for different modalities are converging;
(2) the focus of multimodal AI research is shifting from multimodal understanding models to multimodal
generation models; (3) single multimodal models have shown limitations and they are still far from
covering diverse tasks using data with different modalities, and connecting LLMs with external tools
and models to complete more tasks is becoming the new AI paradigm. We will introduce these three
trends in Sections 2, 3 and 4, respectively. In Section 5, we will discuss the possible future directions of
multimodal AI.

2 The Convergence of Model Architecture

The architecture of models for different modalities is becoming more similar in the era of LLMs. Trans-
formers are widely used in text, code, visual and audio scenarios to support understanding and generation
tasks. For instance, the latest LLMs like ChatGPT or GPT-4 have integrated text and code in a single
model, which can support text-only, code-only, text-to-code and code-to-text generation tasks. Multi-
modal generation models like DALL·E (Ramesh et al., 2021) and NUWA-Infinity (Wu et al., 2022) are
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Figure 1: Overview of visual-language models.

also trained based on auto-regressive models like GPT models for image and video generation tasks.
VALL-E (Wang et al., 2023) can leverage strong in-context learning capabilities and can be applied
for zero-shot cross-lingual text-to-speech synthesis and zero-shot speech-to-speech translations, which
is also based on Transformer and GPT-like models. Moreover, we also observed that diffusion mod-
els are widely used in content generation tasks as well, such as DALL·E 2 (Ramesh et al., 2022) and
Stable Diffusion (Rombach et al., 2022) for visual generation, NaturalSpeech 2 (Shen et al., 2023) for
speech generation. But there is also another research thread that aims to unify different types of gener-
ation models using diffusion models, which can be also seen as an indication of the model architecture
convergence.

Due to the different basic units, data formats, and structures of the contents in different modalities,
there is still no universally agreed model architecture for multimodal AIs. However, such convergence is
definitely a clear trend in the AI community.

3 From Visual-Language Understanding to Visual Generation from Language

Visual-Text (VL) pre-trained models are the most representative multimodal AIs. The goal of such mod-
els is to learn the representations of texts and visuals jointly and support VL tasks such as image retrieval,
visual question answering, or text-based image generation. In the past several years, the research focus
has shifted from VL understanding tasks to visual generation tasks. Therefore, in this section, we will
first review the progress of VL understanding models and then review the latest development of visual
generation models from texts.

3.1 Visual-Language Understanding

There are 3 key differences between different VL understanding models.
First, how to represent visual inputs. Different VL understanding models use different granularity

to represent visual contents, such as pixels, objects and patches of the images or videos. The most
commonly used granularity recently is patches.

Second, how to generate visual representations. Some models use CNN-style models such as ResNet
or Faster R-CNN, while other models use Transformers such as ViT (Dosovitskiy et al., 2021), Swin
(Liu et al., 2021), etc.

Third, how to fuse the representations from text and visual inputs. There are several ways for this
task. For example, CLIP (Radford et al., 2021) model uses a simple dot-product component in the
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Figure 2: Overview of auto-regressive model.

fusion, which makes the computation cost very low and the resulting framework very effective in the
image-text matching task. Some early VL understanding models (Unicoder-VL (Li et al., 2019), M3P
(Ni et al., 2019), Uniter (Chen et al., 2020), etc.) used Transformers to further fuse the text and visual
representations. Mixture-of-Experts are used to fuse representations from different input modalities as
well, such as VLMo (Bao et al., 2022), which makes the model parameters for different modalities
more tunable. Some recent work, such as BridgeTower (Xu et al., 2023) and ManagerTower (Xu et
al., 2023), leveraged the text or visual representations from different layers to generate better uni-modal
representations for the later VL understanding tasks.

In summary, using patches as the visual representation units and using Transformer to fuse text and
visual representations is the current state-of-the-art VL pre-trained model setting. Besides images, video
understanding is also very important for the development of many future AI systems. Currently image-
based visual models are efficiently used in the video models. However, it is straightforward to leverage
the large-scale video corpus directly in the future, which can train more powerful multimodal AI models
for video-related tasks.

3.2 Visual Generation from Language

Currently, there are two typical text-based visual generation methodologies.
The 1st generation methodology is based on VQGAN (Yu et al., 2022) and autoregressive model.

In VQGAN, an encoder can transform each image into discrete visual tokens. Each visual token is an
integer code coming from a codebook and represents the content appeared in the corresponding image
region. For example, the image region at the top-left corner is represented by a visual token whose ID
is 31. Based on these visual tokens, a decoder can reconstruct the original image. It means if a natural
language sentence can be translated into a visual token sequence, the VQGAN decoder can simply use
the sequence to generate an image that reflects the meaning of the input sentence. This is exactly what
DALL E (Ramesh et al., 2021) and Parti (Yu et al., 2022) do in their text-to-image generation procedures.
In such models, a text encoder first encodes each natural language description into text embeddings and
then a vision decoder follows an autoregressive formulation to generate visual tokens in a left-to-right
order. This is similar to the typical text generation procedure in many NLP tasks such as machine
translation or text summarization, where each word is generated based on all previous words already
generated. Last, the pre-trained VQGAN decoder will generate an image based on the predicted visual
tokens and a super-resolution model can further up-sample the output image to a bigger resolution. This
methodology has its own pros and cons: thanks to the autoregressive mechanism, these models can
capture the dependencies between generated visual tokens and also support variable-length generation
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Figure 3: Overview of diffusion model.

tasks. But such generation process is not computationally efficient, as all tokens are generated one after
one, instead of concurrently.

The 2nd way to generate images from text is to use diffusion models. Diffusion models work by adding
noise to an image and then learning to remove the noise and recover the original image. This is called
the forward and reverse diffusion processes. The reverse diffusion process can also use text or image
as a condition to guide the image reconstruction. In diffusion model-based methods, a text encoder first
turns text into embeddings. Then a reverse diffusion process uses noise and the text embedding to create
output images. Some methods, like DALL E 2, also use a prior model to create an image embedding
from the text embedding and use it as a condition for the reverse diffusion process to increase the image
variety. Finally, a super-resolution model is used to make the output image bigger. Unlike autoregressive
models, diffusion models are fast, because they can create the image at each time step at the same time.
But they are not good at capturing the relationships between different parts of the image. They also
cannot generate images of different sizes, because the image size is fixed beforehand.

To overcome the fixed-size limitation of diffusion models, NWUA-Infinity (Wu et al., 2022) proposed
a method that can generate high-quality images and videos with any resolution, by creating them patch
by patch. Given a text input and a resolution, a module called Arbitrary Direction Controller (or ADC)
first decides the order of patch generation. Based on this order, NUWA-Infinity will create each patch one
after another in the patch-level. For example, when it creates patch 13, a module called Nearby Context
Pool (or NCP) first collects patch 7, 8, 9 and 12 as the context, because they are close to patch 13 within
a certain distance. Then the vision decoder will create visual tokens for patch 13 based on these context
patches and VQGAN decoder will create the corresponding image for patch 13. Because the vision
decoder uses the nearby patches as its context when it creates each patch, the patches look smooth and
natural when they are put together. This is how NUWA-Infinity can make the final image from all the
patches. Also, because the number of context patches in NCP is small, as the model will discard those
irrelevant patches during the generation process, the computation cost of the local autoregressive model
can be greatly reduced, as it doesn’t need to consider all patches created before. In this way, NUWA-
Infinity can create the remaining patches and get the complete image output. NUWA-Infinity can also
generate videos. The main difference from image generation is that the context patches in NCP come
from both the current video frame and the previous video frames. For example, when NUWA-Infinity
wants to create patch 14 in the second video frame, the context patches in NCP will include patch 1 to
patch 9 from the first video frame and patch 10 to patch 13 from the second video frame. After patch 14
is created, it will be added to NCP as a new context and patch 1 will be removed from NCP as it has no
impact on the future patches.
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Figure 4: Overview of NUWA-Infinity for text-based image generation.

Figure 5: Overview of NUWA-XL for text-based extreme-long video generation.

NUWA-Infinity can create images and videos of different lengths with the auto-regressive over auto-
regressive generation method. But auto-regressive models have some drawbacks, such as (1) they are
very expensive to train and use; (2) they have error propagation problems that affect the generation
quality; (3) they are not good at creating different scenes between images, which is important for video
generation as scenes change often in video contents.

To solve these problems, NUWA-XL (Yin et al., 2023) proposed a diffusion over diffusion framework,
which uses diffusion models in different levels to create long-videos in a fine-to-coarse way. In the first
level, a diffusion model creates the key frames, which have enough scene changes and also keep the
visual consistency between different video frames. In the second level, another diffusion model creates
in-between video frames between any two adjacent video frames created in the first level. In the third
level, a third diffusion model creates more in-between video frames between the adjacent video frames.
By doing this, NUWA-XL can create very long videos efficiently and reduce the error propagation issue.
Of course, the total scene length is still determined by the first level diffusion model, but creating a good
key frame scene is much easier than creating the whole video at once.
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Figure 6: Overview of Visual ChatGPT v1.

4 From Single AI to Compositional AI

Single AI models have obvious limitations. First, it is difficult to include a new modality in an existing
multimodal model. This is because adding a new modality needs not only new data with this modality,
but also training the model from scratch. So it requires a lot of work on data quality and computing
resources, especially GPUs. Second, it is difficult to make a single AI model handle different tasks,
even the most advanced LLMs like GPT-4 are not capable of this. This is because a single model is
constrained by the current abilities and the predefined modalities.

Therefore, the community is starting to investigate compositional AI (Liang et al., 2023) as a possible
new AI paradigm. This involves using and coordinating multiple AI modules with different functions to
solve complex problems. Such systems can show new abilities that are beyond what any single module
can do. We have seen some examples of this direction in the recent developments of LLMs, from single
LLMs, to LLMs with expert sub-modules and the latest trend of combining LLMs with other tools and
models to achieve more difficult tasks that are out of the scope of the original LLMs.

The benefits of compositional AI are quite obvious. First, it allows more control over the system’s
abilities by composing modules with specific functions. Second, it improves the system’s interpretability
and lowers the chance of hallucination by having clear definitions of modules. Third, it improves the
system’s continual learning ability and avoids the problem of catastrophic forgetting by not needing to
update all modules in each new training stage. Fourth, it makes data collection and training easier for
modules with simple skills. Fifth, it lowers data annotation and training costs by not needing to update
all modules.

There are two ways to create compositional AI systems from multimodal tasks. First, LLMs can be
integrated with external tools using fixed prompts, which can make the LLMs show new abilities on doing
different multimodal tasks. Second, LLMs can be connected with new AI modules with specific functions
using learnable parameters instead of fixed prompts. This soft connection can transfer information in
different modalities in a smooth way and enable better multimodal abilities. Also, as only the learnable
connectors are optimized during training with the original LLMs and other AI modules fixed, such system
can quickly include new modalities in the system with low computation cost.
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Figure 7: Overview of Visual ChatGPT v2.

4.1 Connecting LLMs with External Tools with Fixed Prompts

For the first type of work, we use Visual ChatGPT (Wu et al., 2023) as an example to illustrate how such
work operates.

Visual ChatGPT is one of the first work that aims to combine visual tools with ChatGPT to perform
different kinds of visual tasks. As ChatGPT is an LLM, which can only handle textual tasks, the first
thing Visual ChatGPT needs to do is inform ChatGPT that it can try to use external visual tools to
accomplish visual tasks. This work uses prompts as the system principles to let ChatGPT understand its
new capabilities.

After adding system principles, Visual ChatGPT should also let ChatGPT know which tools it can use,
when it can use them and how it can use them. For example, for Visual QA, the name and usage fields of
this tool will briefly explain the function of the tool and when ChatGPT can use it, and the inputs/outputs
field tells ChatGPT what kind of inputs and outputs are needed by this tool.

As the tasks require multiple steps to be completed, Visual ChatGPT also adds the string “do I need
to use a tool” as another prompt after each user query, to let ChatGPT decide whether it needs to invoke
a tool at the current step. If the answer is NO, then ChatGPT will return the current results to the user.
Otherwise, ChatGPT will continue to call new tools and use all intermediate results as the context prompt
in the next step.

By adding the above mentioned mechanisms, Visual ChatGPT can achieve many visual understanding,
generation and editing tasks that the original ChatGPT model cannot do. This shows the biggest advan-
tage of compositional AI models, new abilities will emerge by composing multiple tools with specific
functions.

4.2 Connecting LLMs with External Modules with Learnable Parameters

Systems like Visual ChatGPT are easy to implement and build, as they do not require any weights to be
learned. However, such systems also have obvious limitations. First, the fixed prompts are not stable and
robust enough to link LLMs and tools. Second, in such systems, non-text information will be turned into
text descriptions before sending them to LLMs. And such conversion will lose a lot of information of
the original contents.
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Therefore, there are recent related work that use learnable parameters to connect LLMs with other
tool modules instead of using prompts. Such work will not change the parameters of the LLM and the
external tool modules, as they are already well trained and further fine-tuning requires a lot of computing
resources. Instead, they only train the adapters between LLM and tool modules using a small amount
of annotations. By doing this, such system can do better message passing between LLM and other tool
modules and avoid the catastrophic forgetting problem. For example, instead of converting the input
image into a natural language description, Visual ChatGPT v2 gets the image representation based on a
visual foundation model first, and then projects the image representation into the LLM input, by a visual
understanding adapter. Similarly, another output adapter can be used to pass the LLM’s output to the
visual generation module, to create output images.

5 Future Directions

This paper briefly reviews the recent developments of multimodal AI research, including (1) the model
architectures are becoming more similar, (2) the research focus is moving from multimodal understand-
ing models to multimodal generation models; (3) combining LLMs with external tools and models to
accomplish diverse tasks is emerging as the new AI paradigm.

There are several directions that can be further explored in the future. First, concentrating more on
video generation, which could trigger the next ChatGPT breakthrough in the AI community. Second,
concentrating more on compositional AI for multimodal systems with more modalities covered and less
computation costs needed. Third, concentrating more on the autonomous robotics, which can complete
more tasks in the physical world, to further enhance human’s creativity and productivity.
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