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Abstract

This paper provides a comprehensive review of the CCL23-Eval Task 8, i.e., Chinese Essay
Fluency Evaluation (CEFE). The primary aim of this task is to systematically identify the types
of grammatical fine-grained errors that affect the readability and coherence of essays written
by Chinese primary and secondary school students, and then to suggest suitable corrections to
enhance the fluidity of their written expression. This task consists of three distinct tracks: (1)
Coarse-grained and fine-grained error identification; (2) Character-level error identification and
correction; (3) Error sentence rewriting. In the end, we received 44 completed registration forms,
leading to a total of 130 submissions from 11 dedicated participating teams. We present the
results of all participants and our analysis of these results. Both the dataset and evaluation tool
used in this task are available1.

1 Introduction

As a life-long and continuous process, education continually evolves and adapts, especially with the
widespread of the Internet. Consequently, the task of student essay assessment has considerably broad-
ened in scale. This significant growth has brought the issues of cost-effectiveness and efficiency in
manual essay correction to the forefront, marking them as noteworthy considerations in modern edu-
cational practices. In response to this, numerous researchers and institutions have begun exploring the
potential of computer technology for automated essay correction (Rudner et al., 2006). This initiative
serves a dual purpose. First, by analyzing various aspects of an essay, including its language, content,
structure, and the challenges that exist within, it allows for the provision of objective, precise, and timely
feedback and may equip students with an enriched understanding of their writing challenges, enhancing
their overall skills. Second, this allows teachers to effectively gauge students’ writing proficiency and
provide more targeted guidance, thereby advancing the educational development of students.

Among the key aspects considered during essay correction by teachers is the fluency of expression.
The fluency of an essay mirrors the coherence and grammatical correctness of the text, in addition to
giving an insight into the author’s writing proficiency and expressive capabilities. Enhancing this aspect
carries significant implications for improving the quality of essay corrections and elevating the writing
standards of the authors themselves.

However, existing evaluation of essay fluency at primary and secondary levels has the following is-
sues: 1) Lack of specifications: Current work mainly evaluates essay quality overall, with little in-depth
research in fluency and a lack of systematic evaluation specifications, which is not beneficial for com-
prehensive understanding and improvement of students’ writing skills. 2) Poor interpretability: Prior
research typically treats fluency as a scoring task (Mim et al., 2021), providing only an overall rating
or score. Alternatively, it is treated as a simple grammatical error correction (GEC) task (Gong et al.,
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2021; Tsai et al., 2020). These studies focus primarily on identifying and rectifying simple grammatical
errors in sentences, examining them through the lens of revisions such as additions, deletions, and mod-
ifications. However, these approaches often neglect to study the specific types of grammatical errors and
do not indicate the particular error type. However, both detailed error types and correction references
are helpful to students, enabling them to understand their mistakes, revise their essays, and avoid the
same errors in the future. 3) Lack of data from authentic writing contexts of primary and secondary
school students: Public datasets for researching essay fluency among Chinese primary and secondary
school students are scarce, and previous GEC-based research often relies on rule-based or inter-language
datasets from Chinese language learners. However, the types of errors found in Chinese students’ com-
positions are more diverse and involve more complex grammar knowledge. Figure 1 provides exemplars
of sentences extracted from compositions penned by primary and secondary school students, highlight-
ing their respective errors alongside appropriate corrective suggestions. Usually, an individual sentence
encompasses multiple categories of errors that go beyond the confines of mere spelling errors.

Sentence：我一共种了两株在阳台上，我平时见不到它们，只有

在周末才能望上几眼。

ErrorType：语序不当、主语多余

RevisedSentence：我在阳台上一共种了两株，平时见不到它们，

只有在周末才能望上几眼。

Sentence：I planted two plants in totalon the balcony. I can't see them usually,

only catch a glimpse of them on weekends.

ErrorType：Inappropriate Word Order,Subject Redundancy

RevisedSentence： I on the balcony planted two plants in total, andcan't see them

usually, only catch a glimpse of them on weekends.

English Transla�onChinese Sentence

Figure 1: An example of our task. In modern Chinese, adverbials are typically positioned between
the subject and the predicate rather than at the end of the sentence, thereby leading to an ’Inappropriate
Word Order’ error. Moreover, in the first two short sentences, there is a problem of ’Subject Redundancy’
where the subject ’I’ is repeated unnecessarily.

These gaps in existing methodologies underscore the necessity for a fine-grained, interpretable ap-
proach that not only identifies errors but also provides detailed, actionable feedback for students, and
emphasize the importance of using composition data from authentic writing contexts of primary and
secondary school students. Motivated by this, we present the CCL23-Eval task: Chinese Essay Fluency
Evaluation (CEFE), which aims to identify and correct errors that affect the fluency of writing for pri-
mary and secondary school students. The task featured three tracks: (1) Coarse-grained and fine-grained
error identification; (2) Character-level error identification and correction; (3) Error sentence rewriting,
aiming at providing a higher-quality evaluation of fluency in primary and secondary school essays.

This task attracted 44 teams to sign up for the competition, and in the end, we received 130 submissions
from 11 teams. The task description is presented in Section 2. We describe the data we used in this task in
Section 3. In Section 4, we discuss the metrics used to rank participant submissions. We list participants’
information and results from their submissions and provide a more in-depth discussion in Section 6. In
Section 7, we introduce the methods of the excellent teams. We finally conclude the paper in Section 8.

2 Task Description

The mission of our evaluation is categorized into three distinct tracks, each designed to address a specific
aspect of identifying and rectifying errors within primary and secondary school compositions. The tasks
aim to illuminate the types of errors that students commonly make, thereby providing a foundation for
targeted improvements in writing skills.

2.1 Track 1: Coarse-Grained and Fine-Grained Error Identification

Track 1 focuses on the identification of erroneous sentence types in primary and secondary school com-
positions. Different types of grammatical errors can reflect various writing challenges faced by students,
but traditional practices fail to highlight these errors explicitly. This task approaches the issue from
two perspectives, character-level and component-level errors, and defines four types of coarse-grained
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grammatical error types: Character-Level Error (CL), Incomplete Component Error (IC), Redundant
Component Error (RC), and Incorrect Constituent Combination Error (ICC). Furthermore, we have de-
fined fourteen fine-grained error types, which provide a more detailed understanding of the errors that
may occur in writing. This task is especially challenging due to the limited writing skills of primary and
middle school students, resulting in multiple errors within the same sentence. Therefore, this track is
characterized as a multi-label classification task. The detailed descriptions and examples of each types
are available on the competition homepage1, and the detailed category definitions are as follows:

Character-Level Error (CL) Including four fine-grained error types: Word Missing (WM), where a
word in a commonly used fixed collocation is missing from the sentence and needs to be added; Typo-
graphical Error (TE), where there are typos in the sentence that need to be revised or deleted; Missing
Punctuation (MP), where punctuation is missing from the sentence and needs to be added; and Wrong
Punctuation (WP), where the punctuation used in the sentence is wrong and needs to be revised or
deleted.

Redundant Component Error (RC) Three fine-grained error types are: Subject Redundancy (SR),
which occurs when a complex adverb is followed by a repeated subject referring to the same entity,
and the modification is to delete one subject; Particle Redundancy (PR) refers to the redundant use
of particles, which should be deleted during editing; Other Redundancy (OR) refers to any redundant
elements not covered by the previous types, which should also be deleted in modification.

Incomplete Component Error (IC) Four fine-grained error types with incomplete components are:
Unknown Subject (US), which occurs when the sentence lacks a subject or the subject is unclear, and the
solution is to add or clarify the subject; Predicate Missing (PM) refers to a sentence lacking verbs, which
may be corrected by adding predicates; Object Missing (OBM) means that a sentence lacks an object,
and the solution is to add an object; Other Missing (OTM) refers to other missing components besides
the incomplete subject, predicate, and object, which may be corrected by adding the missing components
except for the subject, predicate, and object.

Incorrect Constituent Combination Error (ICC) Including three fine-grained error types: Inappro-
priate Verb-Object Collocation (IVOC) refers to the predicate and object not being properly matched,
and may be corrected by replacing either the predicate or object with other words; Inappropriate Word
Order (IWO) means that the order of words or clauses in the sentence is unreasonable, and may be
corrected by rearranging some words or clauses; Inappropriate Other Collocation (IOC) refers to any el-
ement in the sentence not covered by the previous types being improperly matched, and may be corrected
by replacing it with other words.

2.2 Track 2: Character-Level Error Identification and Correction

Track 2 centers around the recognition and correction of character-level errors in primary and secondary
school compositions. These errors primarily fall into four categories: Word Missing (WM), Typograph-
ical Error (TE), Missing Punctuation (MP), and Wrong Punctuation (WP). This track necessitates a
composition sentence as input and generates an output in the form of a triplet consisting of the error cate-
gory and the correction method, including the position of the original error, the operation to be performed
(addition-A, replacement-R, or deletion-D) and the result of the modification. Given the multiplicity of
error categories, this task also stands as a multi-label classification task.

2.3 Track 3: Error Sentence Rewriting

Track 3 entails the rewriting of incorrect sentences in primary and secondary school compositions. The
challenge here is to provide a minimal modification plan for the erroneous sentences while preserving the
original semantics. The revision should make as few alterations as possible, as excessive modifications
cannot assist students in identifying their writing problems. This concept of automatic sentence correc-
tion is vital for teachers to comprehend their students’ writing challenges and to consequently improve
the students’ writing proficiency. It reflects the importance of preserving the student’s original thought
process while guiding them towards grammatical correctness and clarity of expression.

1https://github.com/cubenlp/2023CCL_CEFE
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Train Set Dev Set Test A Test B

Track 1 104 27 1, 237 4, 116
Track 2 103 22 998 4, 001
Track 3 100 19 1, 236 4, 116

Table 1: The statistics of the CEFE 1.0 corpus and the number of sentences in each of three tracks.

3 Datasets

In a bid to promote and advance research on essay fluency in primary and secondary school students, we
annotated both fine-grained grammatical error types and corresponding correction references that affect
sentence fluency. We constructed a fine-grained dataset for Chinese Essay Fluency Evaluation (CEFE
1.0), which aims to provide meaningful insights into the nature and types of grammatical errors students
typically make in their writing.

3.1 Data Collection
The seed material for the dataset originated from actual compositions written by primary and secondary
school students for their exams. The collected data covered various genres of writing, such as character
and scene description. This data source was chosen due to its inherent authenticity and richness, emanat-
ing from real-world writing scenarios. These exam essays provide authentic and unadulterated insights
into the writing abilities, patterns, and common mistakes of students within these age groups. As a result,
we were able to encounter a diverse and complex array of error types and revisions, offering a genuine
reflection of the challenges students face when writing essays. By grounding our research in these au-
thentic compositions, we ensured that our findings and solutions would remain relevant and applicable
to actual student writing, thereby significantly enhancing the potential impact of our work.

3.2 Data Annotation
Annotators, consisting of four undergraduates, four postgraduates majoring in language-related fields,
and four expert reviewers with experience as Chinese teachers, were tasked with annotating error types
and providing sentence revisions based on error types. The annotation followed the principle of minimal
changes. Before actual annotation, annotators received training on the specifications. During the an-
notation process, the initial annotation was carried out by an undergraduate and a postgraduate student.
Following this, expert reviewers conducted a verification pass and made any necessary corrections to en-
sure the accuracy and reliability of the annotated data. We divided the data into five groups for annotation
and held weekly online discussions to address common issues and make adjustments. This dual focus on
identifying specific errors and providing correction suggestions not only enhances the interpretability of
the task but also empowers students with the necessary understanding to rectify their writing.

3.3 Data Statistics
This section presents the released training and test data for each track. Due to the scarcity of annotated
data in real-world scenarios, we require participants to establish high-quality sentence fluency evaluation
models on a given small number of samples. The evaluation is divided into two stages, Test A and Test B.
The test set may contain correct sentences, and a subset of blind test data is selected for evaluation. We
provide standard answers to half of the test data for participating teams to review their own results and
conduct in-depth research. The two-phased evaluation design was aimed at optimizing the participating
teams’ error detection and correction strategies, promoting innovation, and enhancing the overall quality
of outcomes in this challenging task. The size of the dataset for each task is shown in Table 1.

4 Evaluation Metrics

We use different evaluation metrics in different tracks of the task. Our precision and recall calculations
are the same in all tracks. Precision is defined as the ratio of correctly identified instances to the total
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number of identified instances. Recall is defined as the ratio of correctly identified instances to the total
number of instances labeled in the ground truth. The F1-score, often used in tasks involving binary or
multi-class classification, is the harmonic mean of precision and recall, calculated using the formula:
F1 =

2PR
P+R .

4.1 Track1: Coarse-Grained and Fine-Grained Error Identification
The total score of Track1 is composed of two parts: coarse-grained and fine-grained wrong sentence
identification score. The specific calculation method is as follows:

F1 = 0.5 ∗ F coarse grained
1 + 0.5 ∗ F fine grained

1 (1)

Specifically, precision (P), recall (R), and micro F1 are used to evaluate the recognition effect of coarse
and fine-grained wrong sentence types.

4.2 Track2: Character-Level Error Identification and Correction
The total score for Track 2 is composed of two parts: the score for character-level error type recognition
and the score for character-level error correction. The specific calculation method is detailed below (note
that correct sentences are not included in these calculations):

F final
1 = 0.5 ∗ F identify

1 + 0.5 ∗ F correct
1 (2)

4.2.1 Character-Level Error Type Identification Score
We use precision (P), recall (R), micro F1 to evaluate the recognition effect of character-level error types.

4.2.2 Character-Level Error Correction Score
We also use precision (P), recall (R), and micro F1 to evaluate the results. Evaluate from word granularity
and sentence granularity, the specific calculation method is as follows:

F correct
1 = 0.8 ∗ F character level

1 + 0.2 ∗ F sentence level
1 (3)

Each particle size evaluates the result from two parts of detection and correction. The specific calcu-
lation method is as follows:

F character level
1 = 0.8 ∗ F character level

1 (Detection) + 0.2 ∗ F character level
1 (Correction) (4)

F sentence level
1 = 0.8 ∗ F sentence level

1 (Detection) + 0.2 ∗ F sentence level
1 (Correction) (5)

4.3 Track3: Error Sentence Rewriting
Due to the diversity of rewriting results provided by participants,we evaluate the results of the model from
two perspectives, and the top 5 teams in the final rankings will be subject to manual evaluation(correct
sentences will not be included in the evaluation):

Comparison with golds We employ three evaluation metrics: 1) Exact Match (EM): calculates the
percentage of correct sentences generated by the model that exactly match the correct references; 2) Edit
metrics proposed by MuCGEC (Zhang et al., 2022): converts error-correct sentence pairs into operations,
and compares the model’s output operations with the correct references, and calculates the highest scores
for precision, recall, and F0.5; 3) BLEU (Papineni et al., 2002): measures the overlap between the model-
generated sentences and the correct references.

Correctness and reasonableness of results We also use three evaluation metrics: 1) Perplexity (PPL):
measures the quality of rewritten sentences by BERT (Devlin et al., 2018); 2) Levenshtein Distance:
calculates the edit distance between the rewritten sentence and the original sentence. In composition cor-
rection, we aim to transform incorrect sentences into correct ones with as few modifications as possible,
as excessive revisions may hinder students’ understanding of their mistakes; 3) BERTScore (Zhang et
al., 2019): measures the similarity between the rewritten sentence and the original sentence.

We finally weighted multiple metrics to obtain the final score:

FinalScore = (EM +BLEU + F0.5 +BERTScore)/4− Levenshtein−BERTPPL (6)
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ID Team Name Organization Track 1 Track 2 Track 3

1 HIT-SCIR Harbin Institute of Technology X X X
2 ZUT Zhongyuan University of Technology X X X
3 ihuman ihuman X 7 7

4 HDZ Individual X 7 7

5 SEU-SC Southeast University 7 7 X
6 HIT 2 Harbin Institute of Technology 7 7 X
7 HYY Individual 7 7 X
8 BLCU-LCC-Lab Beijing Language and Culture University X 7 7

9 QT Individual 7 7 X
10 MBZ Individual 7 7 X
11 BK Individual 7 7 X

Total Number 44 36 28 30

Table 2: The basic information of the participants with a total of 44 teams, where 36 teams for Track 1,
28 teams for Track 2 and 30 teams for Track 3.

Team Name Rank Final Score Test Avg F1 Coarse-Grained F1 Fine-Grained F1

HIT-SCIR 1 52.16
A 47.09 60.18 34.00
B 52.16 56.70 47.62

ZUT 2 51.96
A 45.89 58.16 33.63
B 51.96 59.60 44.31

ihuman 3 51.60
A 47.99 61.26 34.71
B 51.60 58.30 44.89

HDZ 4 49.40
A - - -
B 49.40 59.99 38.81

Baseline - 49.40
A - - -
B 49.40 54.39 44.41

BLCU-LCC-Lab - -
A 40.54 53.70 27.38
B - - -

Table 3: Results of Track 1 Coarse-Grained and Fine-Grained Error Identification, where ”-” indicates
that the team did not submit results. Our baseline model was trained on the training dataset and Test A
dataset.

Team Name Rank Final Score Test Avg F1 Identify Correct
Character Sentence

Detection Correction Detection Correction

HIT-SCIR 1 67.33
A 19.99 36.77 3.21 4.00 2.06 1.85 0.58
B 67.33 74.22 60.44 62.28 62.76 55.86 40.02

ZUT 2 59.85
A 54.42 56.73 52.12 53.49 54.93 48.29 34.32
B 59.85 67.08 52.61 53.86 55.01 49.81 34.28

Baseline - 57.81
A - - - - - - -
B 57.81 68.76 46.85 47.07 53.33 43.89 29.26

Table 4: Results of Track 2 Character-Level Error Identification and Correction. We trained our baseline
model using the training dataset and Test A dataset.
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Team Name Rank Final Score Test F0.5 EM BLEU-4 BERTPPL Levenshtein BERTScore

HIT-SCIR 1 57.83
A 17.97 7.44 85.85 3.16 3.35 96.57
B 45.81 17.34 89.85 2.91 1.91 97.60

ZUT 2 56.27
A 42.91 19.42 91.45 3.23 1.24 97.78
B 40.32 13.03 90.75 2.94 1.23 97.64

SEU-SC 3 55.87
A 42.69 19.26 91.35 3.27 1.19 97.78
B 39.14 12.58 90.57 2.95 1.16 97.63

Baseline - 53.40
A - - - - - -
B 35.32 9.43 89.10 2.96 1.45 97.40

HIT 2 4 53.39
A 33.81 15.13 89.70 3.47 1.75 97.48
B 34.52 10.87 89.22 2.98 1.65 97.48

HYY 5 52.70
A 17.06 5.18 88.44 3.40 1.00 96.96
B 30.84 8.45 89.94 3.01 0.97 97.51

MBZ - -
A 28.48 7.77 90.43 3.33 0.69 97.73
B - - - - - -

BK - -
A 15.09 4.45 88.45 3.41 0.91 96.90
B - - - - - -

QT - -
A 14.26 4.69 76.74 4.54 7.26 94.63
B - - - - - -

Table 5: Results for Track 3 Error Sentence Rewriting, where ”-” indicates that the team did not submit
results. Our baseline model was trained using training dataset and Test A dataset.

5 Baselines

We present the outcomes of our baseline models for reference. The training dataset and Test A dataset
are utilized for training, and we evaluate the performance of our model on Test B dataset. For Track 1, we
fine-tune BERT (Devlin et al., 2018) on our dataset over 100 epochs, employing batch sizes within the
range of [16, 24], a learning rate of 2e−5, and the Adam (Kingma and Ba, 2015) optimizer. Sentences are
encoded with these Pretrained Language Models (PLMs) to derive contextual representations (utilizing
[CLS] embedding), and error types are identified via fully-connected layers. For Track 3, we fine-tune
Chinese BART (Lewis et al., 2019) on our dataset over 100 epochs, with a batch size of 16, a learning rate
of 2e−5, and the AdamW (Loshchilov and Hutter, 2019) optimizer. For Track 2, we employ the model
framework of Track 1 and Track 3 to train on Track 2 data, and the error correction result is transformed
into the Track 2 format via a script. The results of our baseline models are detailed in Section 6.

6 Results and Analysis

6.1 Results

In our competition, a total of 11 teams submitted their final results. The basic information about them
are detailed in Table 2. Ultimately, the performance of the teams was evaluated based on the results from
the Test B. It’s important to note that any team that did not submit results for this set was not included in
the final rankings. The final results for the each track are given in Table 3, Table 4 and Table 5.

6.2 Futher Analysis

Given that our evaluation represents a few-shot task, data augmentation emerges as a prevalent strategy.
Moreover, considering the impressive language understanding and generation capabilities of contempo-
rary Large Language Models (LLMs), these models present an effective solution to address such few-shot
challenges. Therefore, we counted the use of these two technologies by the participating teams, as shown
in Table 6. Based on their results, their performance is superior to the baseline system trained using more
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Team Name used LLMs used Data Augmentation

HIT-SCIR 7 X
ZUT 7 7

ihuman X 7

SEU-SC 7 X

Table 6: A summary of the methods used by participating teams that contributed implementations.
”LLMs” indicates whether the participating team uses large language models; “Data Augmentation”
indicates whether to use data outside the task for training.

data, demonstrating the effectiveness of their data augmentation methods and indicating that both data
augmentation and using LLMs may effectively increase data quantity, improve model generalization
ability, and accuracy.

Moreover, we collected performance metrics for each team on fine-grained error categories and con-
ducted further analysis. Specifically, we assessed the teams’ proficiency in identifying 4 coarse-grained
and 14 fine-grained error categories, as shown in Figure 2. It may be observed that the models developed
by participating teams generally performed well in identifying character-level error categories. However,
for more complex grammar error categories such as ICC, the performance is generally less satisfactory
whether using rule-based methods or existing CGEC dataset for data augmentation. In other words, there
exists a significant discrepancy between the complex grammatical errors present in data constructed us-
ing rule-based methods and the actual mistakes made by students in real-world writing scenarios. This
further highlights the challenges of our task and underscores the necessity of researching more complex
grammar errors that arise in real-world writing scenarios.

For the error sentence rewriting task, the performance of participating teams compared to the standard
answers was not ideal, which was shown in Table 5. However, based on metrics such as BERTScore
and PPL, the generated sentences were semantically consistent and fluent, according to human cognition
of natural language sentences. Existing generation models produce diverse results, but our task aims to
correct error sentences on the basis of minimal changes, and this strongly constrained generation requires
further exploration.

7 Participant Systems

The participating teams in the task adopted diverse approaches for error detection and correction in
primary and secondary school students’ essays. This section gives an overview of the methods that have
been successful in each of the tracks. Each team’s unique approach illustrates the diversity of methods
that can be utilized in automated essay assessment and presents various potential directions for future
research.

7.1 Track1: Coarse-grained and Fine-grained Error Identification

For Track 1, HIT-SCIR adopted a fine-grained error detection model based on sequence labeling. Due
to the misalignment between the sequence labeling task and the provided human-annotated data, they
constructed a large amount of pseudo-data for various types of errors based on LTP (Che et al., 2020)
and heuristic rules, which were used for the training of the Track 1 model. At the same time, they
used techniques such as model inheritance and threshold post-processing to alleviate the bias caused by
pseudo-data training.

ZUT used the unified heterogeneous supervised multi-task pre-training learning model UTC as the
framework. During the fine-tuning process, they incorporated prompt learning, which transformed the
multi-classification task into a form similar to cloze-style completion, in order to fully leverage the
potential of the pre-trained model.

ihuman directly fine-tuned the ChatGLM-6B (Du et al., 2022) large language pre-training model
through LoRa (Hu et al., 2022) technology, and directly used the probability distribution of the output
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(a) Fine-grained identification results in Track 1.
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(b) Coarse-grained results in Track 1.
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Figure 2: (a) shows the fine-grained identification results in Track 1. (b) displays coarse-grained identifi-
cation results in Track 1. (c) shows the character-level error identification results in Track 2. (d) indicates
the character-level error correction results in Track 2. The blue color in the figures represents the results
of Team HIT-SCIR, the green color represents the results of Team ZUT, the yellow color represents the
results of Team ihuman, and the red color represents the results of Team HDZ.

specific token to predict the result. Key innovative features of their methodology include: foregoing
the addition of an extra classification model to enhance the efficiency of model learning; improving
the utility of the input information for the same input sentence by concatenating a variety of different
prompts; and targeting multiple tokens for model output, thereby enhancing model stability, as well as
effectively mitigating the risk of model overfitting.

7.2 Track2: Character-level Error Identification and Correction

For Track2, HIT-SCIR used the same method in Track 1 for the error identification task and trained an
auto-encoder model based on edit label for the character-level error correction based on the pseudo-data
mentioned in Track 1. In particular, they constructed more fine-grained pseudo data for character-level
errors. They used the GECToR framework (Omelianchuk et al., 2020) based on editing tag sequence
labeling to implement addition, deletion, and modification operations for Chinese characters and punc-
tuation errors. ZUT employed frameworks used on Track 1 and Track 3 to make predictions on the test
dataset.

7.3 Track 3: Error Sentence Rewriting

For Track 3, HIT-SCIR considered using a Seq2Seq model BART (Lewis et al., 2019) to cover the
correction with a larger edit distance. They still used the two-stage method of pre-training with pseudo
data and fine-tuning with real data to train the error correction model. They used the conventional way
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to train the Seq2Seq model and adopted greedy-search decoding in the inference stage to avoid over
correction.

ZUT proposed a sequence diffusion process that leverages pre-trained models. By treating the erro-
neous and correct text as sequences, they designed a classifier-free sequence diffusion process that es-
tablished connections between two different feature spaces. Additionally, they combined the pre-trained
model ERNIE (Sun et al., 2021) with the diffusion model to align decoding ability of ERNIE with the
denoising process of the diffusion model, thus achieving text correction capability. As for the dataset,
they increased the number of samples by combining data from other tracks in this task to address the
issue of insufficient training data.

SEU-SC proposed a model framework consisting of four key modules to address the problems of
popular research that often overlooks the utilization of syntactic information and suffers from excessive
correction: the data augmentation module, the semantic encoding module, the syntactic encoding mod-
ule, and the fused information decoding module. To augment the existing Chinese text corpus, a data
augmentation approach grounded in syntactic rules and error distribution was employed. This approach
strives to amass supplementary training data and enhance the efficacy, generalization, and resilience of
the Chinese text correction model. Moreover, the model integrates a graph convolutional network (GCN)
(Kipf and Welling, 2016) within the encoder to encode syntax information. The encoded outcomes from
the GCN-based syntax information encoder are combined with the encoded outputs from the BART
Encoder-based text information encoder. Subsequently, the combined results are fed into the BART
Decoder-based decoder to generate grammatically accurate sentences.

8 Conclusions and Future Work

This paper presents an overview of the CCL23-Eval Task Chinese Essay Fluency Evaluation (CEFE).
We conduct this evaluation using our meticulously annotated CEFE 1.0 dataset. The evaluation is di-
vided into three distinct tracks: (1) Coarse-grained and fine-grained error identification; (2) Character-
level error identification and correction; (3) Error sentence rewriting. Each one aims at addressing a
specific facet of grammatical error identification and correction within primary and secondary school
compositions. We received a total of 44 completed registration forms, culminating in 130 submissions
from 11 participating teams. In addition, we provide a comprehensive analysis and summary of the
methodologies employed by the participants, which will contribute to future research in this field of
natural language processing. In the future, we will continue to explore methods to improve the identifi-
cation of fine-grained error types and moderate correction, as well as further investigate the effectiveness
of LLMs in our task.
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