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Abstract

An important and resource-intensive task in
journalism is retrieving relevant foreign news
and its adaptation for local readers. Given the
vast amount of foreign articles published and
the limited number of journalists available to
evaluate their interestingness, this task can be
particularly challenging, especially when deal-
ing with smaller languages and countries. In
this work, we propose a novel method for large-
scale retrieval of potentially translation-worthy
articles based on an auto-encoder neural net-
work trained on a limited corpus of relevant
foreign news. We hypothesize that the repre-
sentations of interesting news can be recon-
structed very well by an auto-encoder, while
irrelevant news would have less adequate recon-
structions since they are not used for training
the network. Specifically, we focus on extract-
ing articles from the Latvian media for Esto-
nian news media houses. It is worth noting
that the available corpora for this task are par-
ticularly limited, which adds an extra layer of
difficulty to our approach. To evaluate the pro-
posed method, we rely on manual evaluation
by an Estonian journalist at Ekspress Meedia
and automatic evaluation on a gold standard
test set.

1 Introduction

Media houses often report relevant foreign news
and adapt them to the local readership. With the
ever-rising number of published articles and the
limited number of people retrieving and curating
the stories, the task becomes harder for media
houses. The media houses often need to allocate
scarce resources available, such as translators of
specific languages and journalists, to curate and
adapt the stories. In this work, we propose an ap-
proach that, given a handful of articles in a given

language (Estonian), automatically suggests a set
of potentially interesting news in a chosen foreign
language (Latvian), employing a deep auto-encoder
network to reconstruct and retrieve the relevant for-
eign articles. The task of identifying foreign inter-
esting news is defined by the Estonian media house,
interested in retreival of Latvian articles. For ex-
ample, articles covering international politics (e.g.
American elections ) are not interesting, as the Esto-
nian house would have other sources for these news.
Also, many local articles are not interesting, as they
are irrelevant for Estonians. However, very specific
articles are of their interest, including the ones,
covering Estonians in Latvia, topics relevant to Es-
tonian readership (e.g. discussion on electronic
scooters, doping affairs. These topics are however
not predefined, but there is a small dataset of re-
trieved interesting news. The ratio of interesting to
non-interesting news is very small, suggesting the
task to be considered as imbalanced classification.
In many imbalanced classification tasks (such as
phishing detection (Douzi et al., 2017), software
defect prediction(Tong et al., 2018), wind-turbine
(Roelofs et al., 2021) anomaly detection), auto-
encoders models have been utilized due their ability
to reconstruct subgroups of examples well. Zhang
and Zhu (2020) used Wasserstein auto-encoders for
document retrieval, while Liou et al. (2014) used
word-based auto-encoders for document retrieval.

This work extends the previous work on inter-
esting cross-border news retrieval by Koloski et al.
(2021), where the authors define a custom metric
– SNIR (Seed news of interest ratio). First, the
method embeds both the set of interesting articles
and the set of candidate articles into a multilingual
space (Conneau et al., 2020). Next, the SNIR score
of each candidate is calculated as the fraction of
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the interesting articles in a neighborhood of m ar-
ticles. This metric follows the nearest-neighbor-
based approach, where they check the ratio of inter-
esting versus non-interesting news in the neighbor-
hood for a given article. If the ratio is bigger than
a given threshold, then the article is considered
as interesting and thus relevant for translation and
adaptation. They define an article as interesting if it
is highly relevant to the Estonian readership at the
time of publishing. To our knowledge, this is the
only related work for the addressed task. We extend
this work by proposing a novel method, as well as
by proposing an automated evaluation setting for
our task.

In the rest of this paper, Section 2 analyzes re-
lated work, Section 3 describes the data used, fol-
lowed by the explanation of the proposed method
in Section 4, and its evaluation in Section 5. Con-
clusions and further work are presented in Section
6.

2 Related work

In the field of journalism, one of the crucial re-
sponsibilities is to search for and gather captivating
news stories from neighboring countries. Recent
research by Asim et al. (2019) examines the use
of ontologies, a type of language technology, in
the domain of news retrieval. According to their
findings, ontologies are primarily used for semantic
search in news retrieval systems. Additionally, the
collaboration between translation and journalism
is essential in the process of news retrieval (Con-
way and Davier, 2019; Valdeón, 2020). Machine
translation plays a significant role in automatically
converting news stories in different languages to
a language that is familiar to the news media cu-
rator (Utiyama and Isahara, 2003; Kumano et al.,
2002; Eck et al., 2004; Bielsa and Bassnett, 2008;
Almahasees, 2018).

Large Language Models (LLMs) are currently
at the forefront of the field of machine translation.
There are mainly two types of LLMs: autoregres-
sive and autoencoding. Autoregressive models
generate text by predicting the next word in a se-
quence given all the previous words. Examples
of autoregressive models include GPT-3 (Brown
et al., 2020) - model based on the Casual Language
Modeling (CLM) task and BERT (Devlin et al.,
2018) - model trained with the Masked Language
Modeling (MLM) objective. Autoencoding mod-
els, on the other hand, are trained to reconstruct

the original input given a corrupted version of it.
These models learn to represent the input in a com-
pact form that captures the most important infor-
mation. Examples of autoencoding models include
T5 (Raffel et al., 2020) and BART (Lewis et al.,
2020). Both types of LLMs are highly effective
for a wide range of tasks in interest to journal-
ism: genre identification (Kuzman et al., 2023),
text classification (Sun et al., 2019; Koloski et al.,
2022a), sentiment analysis (Shirsat et al., 2017;
Godbole et al., 2007; Bautin et al., 2008; Balahur
et al., 2013; Keivandarian and Carvalho, 2023),
machine translation (Zhu et al., 2020; Clinchant
et al., 2019; Weng et al., 2020; Hendy et al., 2023),
keyword extraction (Martinc et al., 2022; Koloski
et al., 2022b) and more. Moreover, multilingual
variants of these models (such as XLMR(Conneau
et al., 2020)) have been developed to support mul-
tiple languages, making them even more useful for
cross-lingual NLP tasks.

Autoencoder networks have found widespread
use for input retrieval via reconstruction in various
domains. For instance, Lu et al. (2021) developed
a Siamese autoencoder for dense text retrieval, Xu
et al. (2021) benchmarked a network consisting of
an autoencoder and a generative adversarial net-
work for zero-shot cross-modal retrieval, reporting
promising results. Additionally, Ma et al. (2022)
investigated the effect of contrastive pre-training
for dense retrieval via autoencoder networks and
achieved highly favorable outcomes. In this pa-
per, we apply autoencoders to discover interesting

news by reconstructing documents. We define In-

teresting news (based on prior work (Koloski et al.,
2021)) as news that readers relate to and originates
from foreign countries.

3 Data

The data used in this work consists of Estonian and
Latvian articles (published in the period between
01.01.2018 until 01.12.2019) by media houses be-
longing to the Ekspress Meedia Group. We used
the following corpora from the EMBEDDIA news
archives data set (Pollak et al., 2021).

• The collection of Estonian news articles from
the archives of Ekspress Meedia, resulting in
17,148 articles

• The collection of Latvian news articles pub-
lished by the DELFI portal - a Latvian sub-
sidiary of the Ekspress Meedia Group. We
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used the data before 1.12.2019 for training
(29,178 articles) and the data after for testing
(1,339 articles). We split the data in this man-
ner to assess the method’s ability to generalize
over unseen news and events for the future.

• The set of 21 Latvian news, consisting of
articles published (between 01.01.2019 and
31.12.2019) in the Latvian journal and iden-
tified by an Estonian journalist as being inter-
esting for the Estonian public. We also dis-
pose of their aligned Estonian counterparts,
which are the news that was published in the
Estonian newspaper after translation and adap-
tation.

4 Method

4.1 Data Acquisition

Automated Acquisition of Estonian Ground
Truth Our method follows the work by (Koloski
et al., 2021) consists of two steps. In the first step,
we use exact string matching to extract Estonian
articles that mention Latvian Delfi1 (Läti Delfi, Lati

Delfi, Delfi.lv) in the article body text as a source
of news. The hypothesis is that these articles were
identified as significant for translation/adaptation
from their original Latvian counterparts. In this
manner, we acquired 100 Estonian articles, and we
denote them as Estonianground.

4.1.1 Cross-Lingual Mapping

We hypothesize that the potentially interesting Lat-
vian news are the ones that are in a joint multilin-
gual space of Estonian and Latvian articles, gravi-
tating closer to the surrounding of each article of
the Estonianground. To do so, we follow the (Zosa
et al., 2020) methodology for extracting articles in
a multilingual setting:

1. We use sentence-transformers (Reimers and
Gurevych, 2019) XLM-r-distilRoBERTa-base-

paraphrase-v1 embeddings to embed the ar-
ticles from Estonianground and the Latviantrain

articles in a common, multilingual space.

2. For each article Ei ∈ Estonianground collec-
tion, we select k ∈ {1, 100} closest Latvian
articles (based on the Euclidean distance, ef-
ficiently computed via a KD-tree (Bentley,

1Delfi is one of the biggest news portals in Estonia and
Latvia, many other media outlets (some of which contributed
to the original dataset) often cite this source.

1975) structure), obtaining a collection of
Latvian articles LEi,k for each article of the
Estonianground articles.

3. Finally, we join all of the sets LEi,k

from the previous step, obtaining the final
Latvianextracted@k - Latvian extracted set of
articles.

At the end of this step, for a given k, we obtain
a collection of training articles. The number of
articles in the Latvianextracted@k, for a chosen k is
shown in Figure 2.

Figure 2: Distribution of articles for given k-
neighborhood.

To evaluate the mapping, the Mean Reciprocal
Rank (MRR) between the mappings of Estonian to
Latvian articles, and vice-versa, were computed for
the 21 pairs, where we obtained an average MRR
of 66.67%. Even if the linking is incorrect, we
assume that even when we do not retrieve the exact
match, the articles in the identified neighborhood
k still represent a neighborhood of potentially
interesting source articles.

4.1.2 Validation Set of Manually Labeled
Positive and Negative Examples

For positive examples, we used the 21 manually
identified interesting Latvian news 21P (see Sec-
tion 3). However, no negative examples were pro-
vided. Therefore, we extracted five random arti-
cles for every Latvian article in the 21P collection,
obtaining a list of 105 articles. A journalist from
Ekspress Media manually checked the list and iden-
tified 38 articles as unimportant for retrieval. We
denote these articles as NL. We combined the 21
Latvian examples from the 21P collection with the
38 negative articles from the NL set, forming a
validation set V.



84

Figure 1: Summarization of our data-acquisition approach.

4.1.3 Experimental Data

We used the following experimental data sets, con-
structed as explained above:

• The training set Latvianextracted@k consisting
of the mapped Latvian k-neighborhood arti-
cles obtained for every Estonianground article.
Figure 2 represents the distribution of articles
per various k.

• The validation set V consists of 21 positive
and 37 negative Latvian examples. The val-
idation set was used to set the classification
threshold and evaluate the auto-encoder net-
work, as presented in Section 4.2.

4.2 Learning

We postulate that articles of interest share similar
representation patterns. To investigate this hypoth-
esis, we use a set of k Latvian articles from the
Latvianextracted@k set to learn representations us-
ing deep auto-encoder network architectures. We
experiment with several deep auto-encoder net-
work architectures to identify the most effective
approach. The core concept of the network is to
take the original representation of an article, de-
noted by Li, and encode it into a lower dimension,
obtaining a compressed intermediate representation
denoted by CLi

. The encoder part of the network
performs the encoding, while the decoder learns to
reconstruct the code back to the original represen-
tation, yielding a reconstructed representation de-
noted by L∗

i . By learning these representations, we

can better understand the common patterns shared
by articles of interest and use this knowledge to
improve our retrieval method.

4.2.1 Hyperparameters

We consider using two types of networks for our
auto-encoder-based neural network: regularized
and non-regularized. To embed the articles, we
use the XLM-r-distilRoBERTa-base-paraphrase-v1

model from sentence-transformers (Reimers and
Gurevych, 2019), which converts them to 768-
dimensional vectors that serve as input. Our en-
coder architecture has five layers with 512, 256,
128, 64, and 32 dimensions, while the decoder re-
verses the same architecture. We use the ReLU
(Nair and Hinton, 2010) activation function be-
tween layers for all architectures. Figure 3 illus-
trates the architecture setup.

We optimize our network by using the Mean
Squared Error between the reconstructed (L∗) and
original (L) representations as the loss function,
with the Adam optimizer (Kingma and Ba, 2014)
and a learning rate of 0.001. We train for up to
1000 epochs and stop early if we don’t improve the
validation score in 10 consecutive epochs.

4.2.2 Classification Settings

The auto-encoder outputs the reconstructions of
the original input and cannot be used directly for
classification. However, in many imbalanced classi-
fications (Zhang et al., 2016) and outlier detection
(Chaurasia et al., 2020) problems, the auto-encoder
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Figure 3: Architecture configuration. The encoder and
decoder consist of the same architecture.

is used to prioritize outputs based on its reconstruc-
tion error (via thresholding). We use the following
scoring function:

g(L∗, L, t) =

{

1 cosineSimilarity(L∗, L) ≥ t;

0 otherwise;

where L∗ is the reconstructed and, L is the origi-
nal representation. The classification threshold is
denoted by t. To classify an example after a net-
work is trained, we first reconstruct it through the
network and apply the classifying function g.

4.2.3 Threshold Learning

In each learning epoch, we reconstruct the valida-
tion examples from the set V , which includes 21
positive and 37 negative gold standard examples.
This produces a list of reconstructed articles, de-
noted by V ∗. Then, we measure the reconstruction
errors and create a list of errors Rk,e, where k de-
notes the population size and e denotes the epoch.

To determine the classification threshold, we
search the grid with a step size of 0.01, denoted
by stepRange = [min(Rk,e),max(Rk,e)]. We test
each step value as a potential threshold value t. We
apply the classifying function g with t and compute
the weighted F1-score of the classified reconstruc-
tions. We select the t value that yields the optimal
F1 score. Formally, we choose t such that:

argmax
t∈stepRange

[

F1-score

(

(g(V ∗, V, t), gold-standard)

)]

This process enables us to determine the clas-
sification threshold that maximizes the F1-score
for the reconstructed articles in the validation set,
thus providing an effective means for classifying
the reconstructed articles.

Figure 4: Distribution of F1-scores for the optimal
threshold parameter at given k-neighborhood.

The non-regularized Model32 outperformed the
regularized model. Table 1 lists the parameters
and evaluations. The model achieved2 weighted
F1-score of 0.81, recall-score of 0.8103, precision
score of 0.8087 and accuracy of 0.8103. Figure
4 represents the effect of the training size to the
validation score. The confusion matrix for the best-
performing validation is listed in Figure 5.

Although the approach necessitates the utiliza-
tion of negative examples for acquiring the opti-
mal threshold, its purpose is to "regularize" the
auto-encoder within the latent space. This ensures
that the method doesn’t retain specific events in
memory but instead contributes to a more effective
regularization process.

Figure 5: Confusion matrix of the best-performing vali-
dation.

5 Evaluation

We evaluate the method in two scenarios, manual
and automated. In both systems, we use the test-

2True-negatives = 32, False-negatives = 6, False-positives
= 5, True-positives = 15
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Name Type train-size k-neigh threshold epoch F1-score Yes Maybe No

Model32 Non-regularized 712 10 0.6035 11 0.8093 2 2 6
Model32D Regularized 1951 32 0.5961 5 0.7608 0 2 8
Baseline Randomized x x x x 0.4967 0 0 10

Table 1: Summary of the settings and evaluations for the best-performing networks. The optimal threshold is shown
in the threshold column, followed by the number of epochs trained in the epoch column. Finally, the F1-score
represents the validation score, followed by the manual evaluations (YES/MAYBE/NO). The human evaluator carried
out the evaluations.

ing data for retrieving the top-ranked articles as
interesting and relevant.

5.1 Manual Evaluation

We retrieved the top 10 articles (20 in total) in two
different network settings and compared them to a
baseline (10 randomly chosen articles). To assess
the task, we use two different network configura-
tions and a baseline:

• Model32, non-regularized network

• Model32D, regularized network

• Baseline, a random selection of articles sent
to the evaluator. We consider the majority NO

in the F1-score.

The testing data set consists of 1339 articles,
which are input to our network and the reconstruc-
tion error is measured. The top-10 reconstructed
articles with the smallest reconstruction errors are
considered potentially interesting and sent to a jour-
nalist expert.

A journalist at Ekspress Media manually eval-
uates the retrieved articles in the categories intro-
duced in (Koloski et al., 2021), i.e., YES - the article
is definitely relevant, MAYBE - the article is rele-
vant to some extent and NO - the article is of no
relevance. The results are described in Table 1. The
journalist found two articles of definitive relevance
and 2 of possible relevance for retrieval in the best
settings. Given that the problem is difficult, i.e., re-
trieving very special articles from a large set of all
articles, the results still indicate that for Model32,
40% of the articles are potentially interesting. This
is slightly lower than the results of (Koloski et al.,
2021), wherein the best setting, one more article,
was labeled as MAYBE. Of the 30 articles we sent
for evaluation to the human evaluator, two were
chosen as interesting, four as MAYBE, and the
remaining as not interesting.

5.2 Automated Evaluation

This subsection demonstrates that our method per-
forms better than random article retrieval. We first
create a test set comprising of 21P labeled Latvian
articles and the Latviantest set for automatic evalu-
ation. Next, we run an auto-encoder and measure
the reconstruction errors without applying thresh-
old classification. Then, we sort the articles by
their reconstruction scores and search for the 21P
relevant articles while retrieving the top-k articles.
We use Model32 to calculate the recall@k to as-
sess the performance, treating the 21P articles as
the gold standard. We also establish a baseline us-
ing random scoring of articles, where we randomly
shuffle the articles in the test set and conduct 106

random evaluations. As shown in Figure 6, the
results suggest that our method outperforms the
random retrieval method for identifying interest-
ing articles for Estonian readers. Therefore, our
method shows promise for further investigation
and improvement in the future.

0 200 400 600 800 1000 1200
0.0

0.2

0.4

0.6

0.8

1.0 random-recall@k
recall@k

Figure 6: Recall comparison of the distributions. X-axis
showcases the number of documents k, while y-axis
shows the cumulative recall (recall@k).

6 Conclusion and further work

In this work, we have developed an auto-encoder-
based approach for detecting and retrieving cross-
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border news. The method is trained unsupervised,
given news datasets in two languages, relevant and
non-relevant articles, and potential media houses
hot words. The approach is shown to retrieve ar-
ticles with 40% relevance, as evaluated manually
by a media expert, and outperforms random-based
approaches through recall@k evaluation.

For further work, we suggest exploring the sig-
nificance of certain topics and keywords in a given
time window, hypothesizing that story/topic rel-
evance is time-dependent. We also propose ex-
ploring a term-matching approach that considers
named entities and keyword matching to rank the
relevance of an article. Lastly, we suggest investi-
gating how combining the SNIR and auto-encoder
as a weighted rank score could improve retrieval
quality. To improve the relevance of retrieved arti-
cles, future work could explore the use of user feed-
back and relevance feedback mechanisms (such
as RLHF). By incorporating user preferences and
feedback, the system may be able to better tailor
its results to the needs and interests of individual
users.

Availability

The code required to replicate the experiments can
be found at the following link: https://github.com/
bkolosk1/reconstruct_to_retrieve.
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