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Abstract

This paper describes Team Cadence’s winning
submission to Task C of the MEDIQA-Chat
2023 shared tasks. We also present the set
of methods, including a novel N-pass strategy
to summarize a mix of clinical dialogue and
an incomplete summarized note, used to com-
plete Task A and Task B, ranking highly on the
leaderboard amongst stable and reproducible
code submissions. The shared tasks invited
participants to summarize, classify and gener-
ate patient-doctor conversations. Considering
the small volume of training data available, we
took a data-augmentation-first approach to the
three tasks by focusing on the dialogue gener-
ation task, i.e., Task C. It proved effective in
improving our models’ performance on Task
A and Task B. We also found the BART archi-
tecture to be highly versatile, as it formed the
base for all our submissions. Finally, based on
the results shared by the organizers, we note
that Team Cadence was the only team to submit
stable and reproducible runs to all three tasks.

1 Introduction

MEDIQA-Chat 2023 Shared Tasks included three
tasks on the summarization and generation of
doctor-patient conversations to promote research
on these topics (Ben Abacha et al., 2023). Task
A (Short Dialogue2Note Summarization) expected
a section summary (section header and content)
given a short input conversation. We recognized

that generating the summary content was an ab-
stractive summarization (Chopra et al., 2016) task
while predicting the section header was a multi-
class (twenty normalized section labels) classifi-
cation task. Task B (Full Dialogue2Note Sum-
marization) was another abstractive summariza-
tion task that required submissions to generate a
complete clinical note from a whole dialogue be-
tween a patient and a doctor. The complete clinical
note was expected to have the following first-level
section headers: "HISTORY OF PRESENT ILL-
NESS", "PHYSICAL EXAM", "RESULTS", and
"ASSESSMENT AND PLAN". Finally, Task C
(Note2Dialogue Generation), a data augmentation
(Shorten et al., 2021) task, was about generating
patient-doctor conversations for complete input
notes.

Aside from predicting section headers for Task
A, all other tasks could be formulated as sequence-
to-sequence (Sutskever et al., 2014) learning tasks.
Various model architectures based on transform-
ers (Vaswani et al., 2017) have proved to be suc-
cessful at tackling such tasks. Therefore, lever-
aging pre-trained model checkpoints from public
repositories was considered the right choice. En-
couraged by the leaderboard for SAMSum (Gliwa
et al., 2019) on HuggingFace (Wolf et al., 2020), a
dialogue summarization dataset, we chose BART
(Lewis et al., 2019) as the base model for our exper-
iments. Specifically, we picked the facebook/bart-
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large 1 model checkpoint (referenced as bart-large
in this text from hereon) for its effectiveness on
text-generation tasks.

The SAMSum (Gliwa et al., 2019) dataset is
intended to train dialogue summarization models.
However, we recognized that the input and target
labels could be inverted to train a dialogue genera-
tion model. We trained/validated bart-large on the
inverse of SAMSum (Gliwa et al., 2019) dataset
followed by the Task C training dataset provided
by the task organizers, achieving ROUGE-1 and
ROUGE-2 scores of 59.11 and 23.69, respectively,
on the validation set. This model was then used to
augment datasets for Task A and Task B summa-
rization tasks. In order to generate synthetic patient-
doctor conversations, we chose to sample a thou-
sand discharge summary notes from the MIMIC-IV-
Note (Johnson et al., 2023; Goldberger et al., 2000)
dataset. We then added these dialogue-note pairs to
the Task A and Task B training datasets provided
by the organizers. The impact of this augmentation
technique is noted in Section 5 below.

For Task A summarization, bart-large was
fine-tuned on the SAMSum (Gliwa et al., 2019)
dataset followed by fine-tuning on the augmented
dataset for Task A, which achieved ROUGE-1 and
ROUGE-2 scores of 50.7 and 21.4, respectively, on
the validation set. Our methods yielded an overall
improvement (over the baseline) of 13.1% and 14%
in ROUGE-1 and ROUGE-2 scores, respectively.
Results from fine-tuning bart-large on the unaug-
mented (original) Task A dataset were considered
the baseline in this comparison.

Inspired by the significant gains exhibited by the
Task A model, we decided to use it as the base
model for Task B. Fine-tuning this base model on
the augmented Task B dataset yielded ROUGE-1
and ROUGE-2 scores of 54.16 and 26.04, respec-
tively - a 13.7% gain in ROUGE-2 score over the
baseline. Results from fine-tuning the base model
on the unaugmented (original) Task B dataset were
considered the baseline in this comparison. The
final submission(run1) achieved ROUGE-1 and
ROUGE-2 scores of 49.5 and 23.4 on the test set.
Unfortunately, the Task B dataset comprised input
conversations almost twice as long as the maximum
number of tokens accepted by bart-large, which
naturally prohibits the model’s ability to summa-
rize the entire conversation. To solve this prob-

1https://huggingface.co/facebook/
bart-large

lem, we developed an N-pass strategy in which the
model attempts to summarize the conversation in
multiple steps. Each step (or pass) involves the
model taking as input the summary note of the di-
alogue processed till that step, concatenated with
the rest of the dialogue. In other words, we trained
the model to summarize a partial mix of an in-
complete clinical note and an incomplete patient-
doctor conversation. This strategy led to a gain of
6.6% and 8.1% in ROUGE-1 (57.76) and ROUGE-
2 (28.15) scores, respectively, on the validation set.
We submitted the N-pass model as run2, which
outperformed the run1 submission by 6.8%, both
for ROUGE-1 (52.9) and ROUGE-2 (25) scores,
on the test set. It also improved the division-based
aggregate score by 16.75%. Overall, our methods
improved the baseline ROUGE-2 score by 22.9%
on the validation set, while the baseline ROUGE-1
score was found to be slightly better by 0.45%.

Given the promising performance of bart-large
on the summarization tasks, we also decided to
use it for Task A classification. We leveraged the
BartForSequenceClassification wrapper offered by
HuggingFace (Wolf et al., 2020), a BART model
with a sequence classification head on top (a lin-
ear layer on top of the pooled output). Using this
approach, we achieved an accuracy of 78% and
an F1 score of 78.37%. The final submission was
reported to have an accuracy of 73.5% on the test
set.

2 Background and Related Work

Studies like the ones from Alkureishi MA et al.
(Alkureishi et al., 2016) and Rathert et al. (Rathert
et al., 2017) have presented evidence on EHRs
(Electronic Health Records) impacting the qual-
ity of patient-doctor conversations. Digital scribes
(van Buchem et al., 2021) and summarization tools
(Shanafelt et al., 2016) can mitigate some of these
problems. However, many challenges are associ-
ated with clinical dialogue summarization (Zhu and
Penn, 2006). Some significant challenges include
omitting key medical concepts (Knoll et al., 2022)
and hallucinating unsubstantiated information.

Several attempts have been made to address
said inherent challenges and automatically gen-
erate high-quality summaries of clinical encoun-
ters. Approaches like the ones used by Enarvi et al.
(2020) have utilized a transformer (Vaswani et al.,
2017) model to summarize doctor-patient conver-
sations. Joshi et al. (2020) and Michalopoulos et al.
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Figure 1: N-pass summarization for handling long conversations.

(2022) have also incorporated medical knowledge
into these models. On the data generation front,
Chintagunta et al. (2021) showed that large lan-
guage models can be used for augmenting medical
summarization datasets.

To the best of our knowledge, the N-pass strategy
used to address long input sequences of Task B is
novel. However, multiple multi-stage summariza-
tion approaches have been proposed so far. For ex-
ample, Krishna et al. (2020) used modular summa-
rization techniques to produce notes from patient-
doctor conversations. Zhang et al. (2021) used
multi-stage summarization for long inputs, whereas
Gidiotis and Tsoumakas (2020) split a long docu-
ment and its summary into multiple source-target
pairs using sentence similarity. Recursive summa-
rization incorporating human feedback (Wu et al.,
2021) even achieved state-of-the-art results in book
summarization.

3 Datasets

3.1 MEDIQA-Chat-2023

Task A training (validation) dataset (Ben Abacha
et al., 2023) provided by the organizers consists of
1,201 (100) pairs of conversations and associated
section headers and summaries. There were 20
unique normalized section headers overall. The
Task B and Task C training (validation) set consists

of 67 (20) pairs of conversations and full clinical
notes (Yim et al., 2023).

3.2 SAMSum

The SAMSum dataset contains 16369 conversa-
tions and their summaries (Gliwa et al., 2019), with
a train/val/test split of 14732/818/819. Several di-
alogue summarization models have leveraged this
dataset (Ni et al., 2022) and achieved promising re-
sults on the task. We note the impact of this dataset
in the ablation study (Section 5).

3.3 MIMIC-IV-Note

MIMIC-IV-Note contains 331,794 deidentified
free-text clinical notes for patients included in the
MIMIC-IV clinical database (Johnson et al., 2023;
Goldberger et al., 2000). We sampled a thousand
notes from this dataset and used the Task C (dia-
logue generation) model for downstream data aug-
mentation of Task A and Task B. Ablation study
(Section 5) highlights significant contributions of
this dataset to improving the results.

4 Methods

4.1 Dialogue Generation

We discovered that by flipping input and target
labels, the SAMSum (Gliwa et al., 2019) dataset
could also train a dialogue generation model. Our
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Table 1: Hyperparameters used for Task A, Task B and Task C

Parameter Task A Task B Task C

Classification Summarization Summarization Generation

learning_rate 2E-05 5E-05 5E-05 5E-05
per_device_train_batch_size 8 4 4 4
per_device_eval_batch_size 8 4 2 2
weight_decay 0.01 0 0 0
num_train_epochs 30 30 30 10
fp16 TRUE TRUE TRUE TRUE
gradient_accumulation_steps 4 8 8 8
gradient_checkpointing TRUE TRUE TRUE TRUE
predict_with_generate - TRUE TRUE TRUE
generation_max_length - 512 1024 1024
max_target_length - 512 1024 1024
max_source_length 1024 1024 1024 1024

recipe included fine-tuning bart-large on the in-
verted SAMSum (Gliwa et al., 2019) dataset for
10 epochs, followed by fine-tuning on a dataset
that combined training and validation datasets from
Task A and Task C for another 10 epochs. Fine-
tuning was performed using the Trainer API offered
by HuggingFace (Wolf et al., 2020), and the hyper-
parameters used are described in (Table 1). We
did not perform a comprehensive sweep and rec-
ognize that a more optimal set of hyperparameters
could yield better results. The model yielded by
this recipe was also used for generating synthetic
data for Task A and Task B summarization. Specif-
ically, patient-doctor conversations were generated
for 1000 discharge summary notes sampled from
the MIMIC-IV-Note (Johnson et al., 2023; Gold-
berger et al., 2000) dataset. We used ROUGE-1
and ROUGE-2 scores for evaluating the model’s
performance on the validation set (Lin, 2004).

4.2 Dialogue Summarization

Summarization models for Task A and Task B lever-
aged bart-large fine-tuned on the SAMSum (Gliwa
et al., 2019) dataset for 10 epochs as the base model.
The base model was then fine-tuned on the aug-
mented version of the Task A training dataset for
30 epochs. Like dialogue generation, fine-tuning
was performed using the Trainer API offered by
HuggingFace (Wolf et al., 2020), and the hyperpa-
rameters used are described in Table 1. We did not
perform a comprehensive sweep and recognize that
a more optimal set of hyperparameters could yield
better results. With a working hypothesis that the

Task A model can capture local themes in conversa-
tions with fewer turns, we used the model yielded
by the above recipe as the base model for Task B.

Before augmenting the Task B dataset with the
dialogue generation model, we sanitized the 1000
notes sampled from the MIMIC-IV-Note (Johnson
et al., 2023; Goldberger et al., 2000) dataset. The
sanitization process mainly included removing first-
level section headers not accepted for evaluation by
the organizers, as laid out in (Section 1). The base
model was then fine-tuned on the sanitized-and-
augmented dataset (named Augmented(Sections)
in result tables) using the same process as Task A.
This fine-tuned version was submitted as run1 and
suffered from a significant drawback - the inability
to handle input sequences longer than 1024 tokens.
To address the shortcoming, we developed a novel
N-pass approach by training a model that can gen-
erate summaries given a partial mix of incomplete
summaries and incomplete dialogue. Specifically,
a 2-pass version, named run2, was submitted to the
shared task.

The N-pass approach is illustrated in Figure 1.
The idea is to summarize long conversations in
multiple passes, where each pass accepts as input
the next block of the unsummarized dialogue con-
catenated with the summary output by the previous
pass. The intuition behind this approach is to ac-
commodate the limit on the number of input tokens
accepted by the model by feeding it the dialogue
in blocks but still propagating the context by incor-
porating the summary generated till that point. For
run2, the model used for run1 was fine-tuned for
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30 epochs on a dataset that concatenated the first
block summary with the second block of the dia-
logue. The first block summaries were generated
by the run1 model. A block size of 512 tokens was
used for both the input and the output (except the
final pass where output is 1024 tokens). We used
a combination of ROUGE-1 and ROUGE-2 scores
for evaluating the model’s ability to summarize the
conversations in the validation set (Lin, 2004).

4.3 Classification

We used a simple yet effective classification ap-
proach to producing section headers for Task A.
Given the promising results from using bart-large
on the summarization and dialogue generation
tasks, we chose to stick with the same for clas-
sification. To be exact, we fine-tuned the model
used for Task A submission on the classification
task by leveraging the BartForSequenceClassifica-
tion wrapper offered by HuggingFace (Wolf et al.,
2020), a BART model with a sequence classifica-
tion head on top (a linear layer on top of the pooled
output). Again, the Trainer API was used with no
hyperparameter sweep. Table 1 lists the hyperpa-
rameters used for fine-tuning the classifier.

5 Experiments and Ablation Study

Dataset ROUGE-1 ROUGE-2

MEDIQA 47.5 19.8
Augmented (Sections) 48.12 19.9
Augmented 50.7 21.4

Table 2: Task A - results with different training datasets.
Metrics evaluated on the task validation set.

Model ROUGE-1 ROUGE-2

bart-large 44.8 18.77
bart-samsum 47.5 19.8

Table 3: Task A - impact of fine-tuning on SAMSum.
Metrics evaluated on the task validation set.

5.1 Task A

In Table 2, we compare the results obtained on
the Task A validation set by using three different
training datasets - original Task A training data,
augmented Task A training data, and sanitized-
and-augmented (defined in Section 4.2) training

data. The augmented version outperforms the orig-
inal Task A training data by 6.7% (ROUGE-1) and
8% (ROUGE-2). As expected, the sanitized-and-
augmented training data yields smaller gains be-
cause the summary notes for Task A are shorter and
do not include first-level section headers in Task B
training data.

An ablation study (Table 3) was also conducted
on the impact of fine-tuning bart-large on the SAM-
Sum(Gliwa et al., 2019) dataset. It was found that
fine-tuning on the SAMSum (Gliwa et al., 2019)
dataset improved performance on the validation set
by 6% (ROUGE-1) and 5.4% (ROUGE-2).

Task A summarization model fine-tuned on clas-
sification achieved an accuracy of 78% and an f1
score of 78.37% on the validation set.

Version ROUGE-1 ROUGE-2

MEDIQA 48.13 19.0
Augmented 51.86 23.42
Augmented (Sections) 54.16 26.04
2-pass 57.76 28.15

Table 4: Task B - results with different training datasets
and the 2-pass strategy. Metrics evaluated on the task
validation set.

Model ROUGE-1 ROUGE-2

bart-large 58.02 22.9
bart-samsum 48.13 19.0

Table 5: Task B - impact of fine-tuning on SAMSum.
Metrics evaluated on the task validation set.

5.2 Task B

Table 4 shows that the 2-pass summarization strat-
egy leads to a gain of 6.6% (ROUGE-1) and
8.1% (ROUGE-2). Furthermore, training on the
sanitized-and-augmented dataset yields improve-
ments of 12.5% (ROUGE-1) and 37% (ROUGE-2),
driving home the value of data augmentation by
clinical dialogue generation. Interestingly, simply
fine-tuning on the SAMSum(Gliwa et al., 2019)
dataset led to worse results (Table 5) on the Task
B validation set, which could be explained by the
discrepancy in the length of the conversations and
the summaries between the two datasets.
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Dataset bart-large bart-samsum

R-1 R-2 R-1 R-2

MEDIQA 53.6 17.26 56.55 20.64
Combined 58.43 22.74 59.11 23.69

Table 6: Task C - results with different training datasets
and impact of fine-tuning on SAMSum. Metrics evalu-
ated on the task validation set.

5.3 Task C

The ablation study (Table 6) for Task C highlights
two significant ideas. First, adding the training
data from Task A contributed a hike of 4.5% (9%)
in the ROUGE-1 score and 14.7% (31.7%) in the
ROUGE-2 score for the model (not) fine-tuned on
the inverse of the SAMSum (Gliwa et al., 2019)
dataset. Second, fine-tuning on the inverse of SAM-
Sum (Gliwa et al., 2019) led to a gain of 5.5%
(1.1%) in ROUGE-1 scores and 19.5% (4.1%) in
ROUGE-2 scores when training data from Task C
(Task A + Task C) was used. It shows that the
additional data from Task A is more critical when
fine-tuning on the inverse of SAMSum (Gliwa et al.,
2019) is skipped.

6 Results

Team Cadence’s submission for Task C earned
rank-1 amongst all participants, beating the next-
best submission by 28.3% (ROUGE-1) and 99%
(ROUGE-2).

The organizers shared test set results (Ben
Abacha et al., 2023) along with a code status de-
scription where a code status of 1 meant that the
organizers were able to run the submitted code
and reproduce the results, and a code status of
2 meant that they were able to run the code and
found minor differences with no changes in rank-
ings. Code statuses 3,4, and 5 meant that the
organizers found the submitted code to be un-
stable or not runnable under their configurations.
Amongst code statuses 1 and 2, Team Cadence
achieved the following ranks: rank-2 on TaskB-
summarization, rank-3 on TaskA-summarization,
rank-3 on TaskB-summarization(note-divisions),
and rank-5 on TaskA-classification. The code for
generating the submitted runs is being shared pub-
licly2.

2https://github.com/ashwyn/
MEDIQA-Chat-2023-Cadence

7 System Specification

In the spirit of reproducibility, we share details of
the systems used to run these experiments. The
models were fine-tuned on g4dn.12xlarge AWS
Sagemaker notebook instances 3. HuggingFace’s
Python package transformers (Wolf et al., 2020)
version 4.27.1 was used in a Python3.8 environ-
ment. Reported results were aggregated from 4
different runs using 4 different random seeds.

8 Limitations and Future Work

The methods described in this paper do not lever-
age any external medical knowledge, a technique
that has been shown to be effective by other stud-
ies (Joshi et al., 2020; Michalopoulos et al., 2022).
And like other methods based on large language
models, in theory, our models are also prone to hal-
lucinations and omission of key-clinical concepts.
We plan to explore constrained beam search4 as a
mitigation strategy for addressing these challenges
in the future.

Although the impact of the Task C model as
a data augmentation tool is undoubtedly positive
(Section 5), qualitative error analysis of patient-
doctor conversations produced by the model
showed that the output contained a small number
of dialogue turns, and each individual turn was too
long, packed with information. Producing conver-
sations with a more natural flow should yield an
even better boost on downstream tasks, and we
leave exploring such methods to future experimen-
tation. We also recognize that N-pass summariza-
tion for Task B with higher values of N should be
able to cover the entirety of the input conversations
in the Task B datasets, albeit with diminishing re-
turns as N increases. We hope to evaluate them in
future iterations of similar shared tasks.

9 Conclusion

The two key takeaways from the experiments and
results in this paper are significant improvements
in summarization results driven by data augmenta-
tion and the N-pass summarization technique for
handling long input patient-doctor conversations.
Furthermore, the fact that our submissions to all
three tasks share the same base (bart-large) model

3https://docs.aws.amazon.com/
sagemaker/latest/dg/notebooks.html

4https://huggingface.co/blog/
constrained-beam-search
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speaks volumes of its versatility. Finally, the re-
sults demonstrate the effectiveness of fine-tuning
on custom datasets for specialized domains like
medicine.
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