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Abstract

Multi-label clinical text classification, such as
automatic ICD coding, has always been a chal-
lenging subject in Natural Language Process-
ing, due to its long, domain-specific documents
and long-tail distribution over a large label set.
Existing methods adopt different model archi-
tectures to encode the clinical notes. Whereas
without digging out the useful connections be-
tween labels, the model presents a huge gap
in predicting performances between rare and
frequent codes. In this work, we propose a
novel method for further mining the helpful
relations between different codes via a relation-
enhanced code encoder to improve the rare
code performance. Starting from the simple
code descriptions, the model reaches compa-
rable, even better performances than models
with heavy external knowledge. Our proposed
method is evaluated on MIMIC-III, a common
dataset in the medical domain. It outperforms
the previous state-of-art models on both overall
metrics and rare code performances. Moreover,
the interpretation results further prove the effec-
tiveness of our methods. Our code is publicly
available1.

1 Introduction

The International Classification of Diseases (ICD)
is a worldwide diagnostic tool published and main-
tained by the World Health Organization (WHO).
The ICD coding, a task of assigning ICD codes ac-
cording to the electronic medical records (EMRs),
facilitates a lot of activities in health care, such
as morbidity and mortality statistical analysis,
medical billing and decision support systems (W.
et al., 2020; Sutton et al., 2020). Since the tra-
ditional manual EMRs coding is time-consuming
and prone to error (O’malley et al., 2005), its au-
tomation has always been attracting attention since
1990s (de Lima et al., 1998). Most of the existing

1https://github.com/jiaminchen-1031/Rare-ICD

methods treat the automatic ICD coding as a super-
vised multi-label document classification task (Xie
and Xing, 2018; Mullenbach et al., 2018). By learn-
ing the text representations with an RNN (Vu et al.,
2020), CNN (Mullenbach et al., 2018; Liu et al.,
2021) or Transformer (Biswas et al., 2021) based
encoder, the model extracts the code-relevant fea-
tures via a trainable query matrix and predicts the
codes with multiple binary classifiers.

Rare Code Prediction. Although the introduc-
tion of deep learning methods significantly im-
proves the overall metrics for ICD coding, the ex-
tremely long-tail distribution over labels still makes
the prediction for rare diseases or procedures chal-
lenging. Taking the MIMIC-III Dataset as an ex-
ample, among all the discharge summaries, the
most frequent code appears 20,053 times while the
codes which occur less than 100 times constitute
12% of the whole dataset. In the supervised meth-
ods, learning the distinguished representation for
each code through training samples requires rich
data resources, leading to better performances on
frequent codes than less frequent ones. Collecting
sufficient documents for rare codes can be very
difficult and expensive, which makes rare code pre-
diction a critical task in automatic ICD coding.

Regarding this subject, several research direc-
tions have been explored. For example, some un-
supervised methods have been proposed (W. et al.,
2020; Song et al., 2020), but there remain clear
margins compared to the supervised ones. Most
of the previous works with supervised methods fo-
cus on the top 50 most frequent codes and extend
the model usage on infrequent codes. But their re-
sults on rare codes are far from satisfactory. A few
studies concerning the few-shot literature (Wang
et al., 2021; Yuan et al., 2022) are proposed to im-
prove the rare code performance by enriching the
code descriptions via external knowledge sources.
However, accessing heavy external sources can be
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complicated, and it is possible to introduce unex-
pected bias and noise facing immense knowledge.

In this work, we propose a more efficient method
by strengthening the inter-code relations to im-
prove the rare code performances. The existing
supervised learning methods with label-wise atten-
tion (Vu et al., 2020; Mullenbach et al., 2018; Liu
et al., 2021; Biswas et al., 2021) can hardly capture
the helpful inter-code relations for rare codes. And
we consider it as the reason for their bad perfor-
mance on rare codes. We show in Figure 1 the cor-
relations between code representations in the tradi-
tional label-wise attention method and our method.
As suggested in the left figure, for frequent codes,
the model can well learn their strong or weak corre-
lations with the other codes via sufficient training
samples. On the contrary, for rare codes, the model
fails in building the useful connections and presents
irrelevance with most of the codes. By enhancing
the relations, as shown in the right figure for our
method, the model performance on rare codes can
be effectively improved.

Figure 1: Code correlations by their embedding simi-
larities in the traditional method (Vu et al., 2020) (left)
and ours (right). The axis is arranged according to label
frequency, where 0 indicates the most frequent and a
greater value means less frequent.

Inter-code Relations. As indicated in Figure 2,
we present the inter-code relations in this work
by co-occurrence and hierarchy. Generally, code
co-occurrence is acquired by counting the co-
appearing times of two diseases in the same clinical
text from a group of data. Revealing this informa-
tion explicitly is helpful for the model to incorpo-
rate the relations between different codes. However,
for rare codes, due to the lack of related samples,
their co-occurrence relations with other codes can
be incomplete or biased. To alleviate this issue,
we propose to introduce a parent-child structure
for each code, thus being able to explore the co-
occurrence under different levels and merge them
to complement the co-occurrence for rare codes.
Here, we extend the definition of being hierarchi-
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Figure 2: The inter-code relations exploited in this work.
Taking the rare code 879.5 as an example, we build
its relations with other codes by co-occurrence and en-
hance them with the code-organ-system hierarchy and
the connections between different categories.

cal, follow the ICD-9 Official Guidelines released
by the U.S. Federal Government’s Department of
Health and Human Services, and propose a code-
organ-system hierarchical structure: level-0 (code
itself), level-1 (codes of the similar organs) and
level-2 (codes of the same system).

Our Contributions. In this work, we propose a
novel method to improve rare code prediction by
enhancing the connections between frequent and
rare codes. The inter-code relations are explored
via code descriptions, the code-organ-system hi-
erarchy, and co-occurrence, which can be easily
accessed without the necessity of bringing heavy
external knowledge. Although quite a few stud-
ies have concentrated on inter-code relations (Tsai
et al., 2021; Yan et al., 2010; Cao et al., 2020a), to
our knowledge, we are the first to bond the inter-
code relations specifically with rare code predic-
tion and propose to exploit the inter-code relations
under the code-organ-system hierarchy to tighten
the weak connections for rare codes. We evaluate
our method on the MIMIC-III-full dataset by their
metrics on all codes and rare codes, where it outper-
forms the previous state-of-art models in automatic
ICD coding.

2 Related Works

Automatic ICD Coding. Medical text catego-
rization has been an important task in medical NLP
for a quite long time. Early works adopt traditional
machine learning methods for coding (Larkey and
Croft, 1996; Pestian et al., 2007; Perotte et al.,
2014). With the rising of neural networks, the
automatic ICD coding began to be considered as
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Architecture of the Proposed Model

Figure 3: The architecture of our model.

a multi-label classification task. Mullenbach et al.
(2018) propose a convolutional neural network text
encoder and an attention layer to capture the im-
portant features of each code. Vu et al. (2020) fur-
ther develop the label-wise attention layer with ran-
domly initialized label representations and propose
to use LSTM as text encoder. Various CNN (Li
and Yu, 2020; Liu et al., 2021), RNN (Vu et al.,
2020) and Transformer (Biswas et al., 2021) vari-
ants have also been used to encode the clinical
documents. Some works (Xie et al., 2019; Cao
et al., 2020a) propose to use GCN to integrate the
code hierarchy and co-occurrence into the represen-
tation learning. Yuan et al. (2022) propose to en-
rich the code semantic information by introducing
its synonyms from the United Medical Language
System (UMLS). Concerning the benchmark for
evaluation, although some ICD-10 datasets have
been collected and used in previous works (Cao
et al., 2020b; Koopman et al., 2015), MIMIC-III
for ICD-9 codes is still the only available dataset
for clinical documents up till now.

Few-shot Learning for Long-tail ICD Codes.
Few-shot learning targets at achieving good per-
formances to the classes where a few samples are
available (Medina et al., 2020). Due to the long tail
of medical document dataset, some methods con-
cerning ICD coding have also been proposed with
similar strategies of few-shot learning. Current
strategies can be divided into two types. The first
works on improving the training process to achieve
a better performance, such as proposing a novel
optimization mechanism (Li et al., 2017) and mod-
ifying the loss function (Lin et al., 2017). For ICD

coding, some works introduce different weights
to the loss terms to help rare code prediction,
such as Focal Loss (Lin et al., 2017) in Effective-
CAN (Liu et al., 2021) and label-distribution-aware
margin (Cao et al., 2019) in TransICD (Biswas
et al., 2021).

The other type aims at learning a similarity func-
tion between frequent and few-shot labels (Vinyals
et al., 2016). Matching networks (Geng et al., 2020)
give predictions by searching the few-shot labeled
support set through cosine similarities. In ICD cod-
ing, this strategy is usually achieved by introducing
external knowledge to obtain the similarities. Vu
et al. (2020) use the code formulation rules to ap-
ply a hierarchical joint learning mechanism. Some
works bring in code relations from reliable sources,
such as Wikipedia (Wang et al., 2021), code syn-
onyms from UMLS (Yuan et al., 2022) and knowl-
edge graphs (Xie et al., 2019).

3 Approach

In this section, we introduce the whole architec-
ture of our model, which is illustrated in Fig-
ure 3. First, both the medical records and code
descriptions are tokenized and embedded via a
shared Word2Vec (Mikolov et al., 2013). Then
we adopt a dual encoder architecture to encode
code descriptions and medical records respectively.
The embedding of code descriptions is put into a
Relation-enhanced Code Encoder (Section 3.1)
to strengthen the connections between codes, espe-
cially between the rare codes and frequent codes.
We exploit the co-occurrence and the hierarchical
structure of ICD codes via a series of modules in-
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side the proposed code encoder. In parallel, the
embedding of clinical texts is fed into a Clinical
Text Encoder (Section 3.2) for contextualization.
The outputs of these two encoders interact in the
Code-Text Attention Block (Section 3.3), where
the important words are highlighted and combined
to generate a new code-specific vector with the rep-
resentation of each code served as the query. The
combination of the weighted words for each code is
finally fed into the corresponding binary classifier
in the Output Layer (Section 3.4) to calculate the
probabilities.

3.1 Relation-enhanced Code Encoder
This encoder aims to identify the useful relations
between different codes and enhance them via the
built representations. We obtain the code descrip-
tions from the World Health Organization (2016).
Through the pretrained Word2Vec, the description
for the code l is transformed into w(l) ∈ RNc×de .
We denote Nc the number of words in each code
description, L the total number of code space and
de the embedding size.

Contextual Transformation. Unlike discharge
summaries, the code descriptions are usually noun
phrases instead of sentences. During the pretrain-
ing of Word2Vec, we construct their embeddings
directly from contextual information. As the con-
texts of a word in the sentence and the noun phrase
are different, a gap exists in their embeddings be-
tween the words in code descriptions and clinical
texts. To solve the gap, we propose the follow-
ing module to align the words in them. The ma-
jor differences between the clinical texts and code
descriptions are the word order and writing style.
Therefore, we feed the word embeddings of code
descriptions into an LSTM, concatenate the output
and input, then put the concatenated results into a
self-attention layer to combine the most important
temporal features, and finally generate an overall
representation w

(l)
SA for code l:

w̃(l) = [w(l) ⊕−−−−→LSTM(w(l))] , (1)

α
(l)
SA = softmax(w̃(l) ·WAtt + bAtt) , (2)

w
(l)
SA = α

(l)
SA · w̃(l) ·WSA , (3)

where α
(l)
SA refers to the self-attention weight,

WSA ∈ R(de+uSA)×de , WAtt ∈ R(de+uSA)×1 and
bAtt ∈ R1 are shared trainable vectors for all codes
with uSA the hidden size of LSTM and softmax is
applied at the row level.

Code Hierarchy. Due to the lack of samples, the
collected co-occurrence relations for the rare codes
can be incomplete or biased. To further exploit
the inter-code relations for rare codes, we intro-
duce the code-organ-system hierarchical structure,
where three levels are defined: level-0 (itself), level-
1 (similar organs), and level-2 (same system). Ob-
served from sufficient samples, the codes concern-
ing similar organs or systems have some intrinsic
co-occurrence links. These links can be utilized
to enrich the connections for rare codes and make
them more reliable and less biased via shared em-
beddings. We define the embedding of each level as
the average of all the codes belonging to same cat-
egories. Thus, we obtain three embeddings which
describe code l from different levels:

w
(l,p)
HC =





w
(l)
SA, p = 0

1

|Cp|
∑

i∈Cp

w
(i)
SA, p ∈ {1, 2} , (4)

where p ∈ {0, 1, 2} is the level number and Cp the
category which code l belongs to.

Code Co-occurrence. After obtaining the em-
beddings at different levels for each code, we adopt
three GCNs to exploit the co-occurrence on these
three levels. The inputs of these GCNs are the cor-
responding level embedding w

(l,0)
HC , w(l,1)

HC , w(l,2)
HC

and the adjacency matrix A(1), A(2), A(3) based
on the co-appearing times for the three levels. The
co-occurring times are sampled from a group of
data, which is later analysed in Section 4.6. We
use a standard convolution computation (Kipf and
Welling, 2017):

Ei+1 = ReLU(D̃− 1
2 ÃD̃− 1

2EiWi) , (5)

where Ã = A + I , I is the identity matrix,
D̃ii =

∑
j Ãij . Thus, we have the output node

representations [w
(1,p)
CO ; ...;w

(L,p)
CO ] with w

(l,p)
CO for

code l at level p.

Code Embedding. We merge the three level rep-
resentations in this module and obtain a specific
representation e(l) for code l in the label space:

w
(l,p)
CE = LayerNorm(w

(l,p)
CO + w

(l,p)
HC ) , (6)

e(l) =
2∑

p=0

α
(l,p)
CE w

(l,p)
CE , (7)

where α
(l,p)
CE is calculated using the same self-

attention method as Eq. 2.
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3.2 Clinical Text Encoder
A sequence of words from electronic medical
records is transformed into word embedding via
the same Word2Vec with embedding size de. As-
suming the number of words Nw, the input word
embedding matrix can be written as

Xw = [x1,x2, ...,xNw ] ∈ RNw×de . (8)

Then we use a Bidirectional LSTM to capture the
contextual information of the words. Although
the Transformer-based models have taken a great
leading place in various NLP applications in recent
years, they are not that favorable for this task. We
argue this point for the following reasons and ver-
ify it with empirical evidence: Unlike other NLP
tasks, its vocabulary is domain-specific and thus
low-dimensional. Using a Transformer-based en-
coder may add difficulty and redundancy to the
training, costing more time and space. Besides, the
sentences in EMR-like documents are not necessar-
ily long and quite concentrated in their meanings.
The long dependency issue is not very phenomenal
in this case.

Finally, we compute the document representa-
tion by concatenating the output

−→
hi of

−−−−→
LSTM and←−

hi of
←−−−−
LSTM for word xi. All the representations

of words in the document formulate the document
representation H = [h1,h2, ...,hNw ] ∈ RNw×2u

with hi =
−→
hi ⊕

←−
hi and u the hidden size.

3.3 Code-Text Attention Block
After the above modules, we obtain a text represen-
tation H ∈ RNw×2u, introduced in Section 3.2, and
the code representations e = [e(1), e(2), ..., e(L)] ∈
RL×dc in Section 3.1. The traditional label-wise
attention (Vu et al., 2020; Mullenbach et al., 2018)
generate the attention weights from text encoding
H . Here we propose a more code-constrained ver-
sion, involving both text and code representations:

A = softmax(e · tanh(HWH)) , (9)

V = A ·H , (10)

where WH is a matrix ∈ R2u×dc which maps the
document representation to the code embedding
space to avoid dimension mismatch. A ∈ RL×Nw

denotes a code-specific weight, which is measured
by how similar the documents are represented with
each code. Afterwards, A is multiplied with the
document H to generate a code-specific represen-
tation V ∈ RL×2u.

3.4 Output Layer
With the code-specific representation V, we calcu-
late the probability for each code by passing each
vector Vl ∈ R2u into a fully connected layer fol-
lowing an activation function sigmoid to produce
the binary prediction score for code l. The training
objective is to minimise the binary cross entropy
between the prediction score ŷl and target yl:
∑

l∈L
−yl log (ŷl)− (1− yl) log (1− ŷl) . (11)

4 Experiments

4.1 Dataset
The Medical Information Mart for Intensive Care
III, denoted MIMIC-III, is a large open-source
dataset (Johnson et al., 2016), containing the med-
ical records of over forty thousand patients in the
Beth Israel Deaconess Medical Center between
2001 and 2012. In terms of our problem, we use
specifically the discharge summaries and their cor-
responding ICD-9 codes. Following the previous
works (Shi et al., 2017; Mullenbach et al., 2018),
we rearrange the data, where in total 52,726 dis-
charge summaries with 8,929 ICD-9 codes served
as labels are formulated. We split the dataset with
the settings of Mullenbach et al. (2018). The data
statistics are shown in Table 1.

MIMIC-III-Full
Train Dev Test

# Doc. 47,723 1631 3372
Avg words per Doc. 1484 1785 1792
Avg codes per Doc. 16.1 23.2 20.9

Table 1: Statistics of MIMIC-III-Full dataset.

4.2 Implementation Details
We follow the preprocessing schema of Vu et al.
(2020) in our experiments. The CBOW is utilized
during the pretraining stage, with the embedding
size de = 128 on the processed text. All the docu-
ments are truncated with maximum 4,000 words. A
data augmentation strategy (w/ Sentence Permuta-
tion) are applied in the experiment, where multiple
sentences in the same document are shuffled in a
random order to generate a new sample for train-
ing (Kim and Ganapathi, 2021). In our experiment,
we use the 3-fold augmentation, i.e. increasing the
training set three times. To show that our method
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Model
AUC F1 P@k

Macro Micro Macro Micro k=8 k=15
CAML (Mullenbach et al., 2018) 89.5 98.6 8.8 53.9 70.9 56.1
DR-CAML (Mullenbach et al., 2018) 89.7 98.5 8.6 52.9 69.0 54.8
TransICD (Biswas et al., 2021) 89.7 98.5 8.4 51.1 67.9 53.3
MultiResCNN (Li and Yu, 2020) 91.0 98.6 8.5 55.2 73.4 58.4
HyperCore (Cao et al., 2020a) 93.0 98.9 9.0 55.1 72.2 57.9
LAAT (Vu et al., 2020) 91.9 98.8 9.9 57.5 73.8 59.1
JointLAAT (Vu et al., 2020) 92.1 98.8 10.7 57.5 73.5 59.0
MSMN (Yuan et al., 2022) 95.0 99.2 10.3 58.4 75.2 59.9
Baseline (Label-wise attention) 89.4 98.6 9.0 56.2 73.9 58.8
Ours 95.0 99.2 10.3 58.0 75.3 59.9
Ours w/ Sentence Permutation 95.2 99.2 10.8 58.2 75.1 59.9
Ours w/ Enriched Descriptions 95.2 99.2 10.8 58.6 75.3 60.3

Table 2: Results on MIMIC-III-full, i.e. all codes. We compare our models with all the baselines by their values
reported in the original papers for overall metrics.

can be complementary with other existing meth-
ods, we conduct experiments with the synonyms
enriched descriptions (w/ Enriched Descriptions)
in MSMN (Yuan et al., 2022) as well.

For the text encoder, we set LSTM hidden size
as 256 with 2 layers. The dropout rate is 0.3. We
add an extra linear layer after LSTM output with
the dimension of 256. Our model is trained with
AdamW (Loshchilov and Hutter, 2019) at a learn-
ing rate of 1e−3 on a single NVIDIA Tesla A100
(40GB). The batch size is set as 32. The early stop-
ping mechanism is applied, in which the training
will be stopped if there is no improvement of the
micro-F1 score on the validation set in ten succes-
sive epochs. We run the experiment with 3 random
seeds and report the average.

4.3 Evaluation Metrics
To make a comparison with other previous works
on ICD-9 prediction, we evaluate the model per-
formance by F1, AUC (area under the ROC curve)
and P@k. F1 and AUC are calculated in two man-
ners: macro-averaged, i.e. a simple average of all
labels, and micro-averaged, i.e. aggregating the
contributions of all classes to compute the aver-
age. P@k denotes the precision of top-k predicted
results. K is conventionally set as the average num-
ber of labels for each document. However, it is not
applicable for this task, since the number of labels
for each document varies widely.

The macro-averaged metrics cannot thoroughly
represent the rare code performance due to the huge
gap in prediction performance between rare codes
and frequent codes. Our experiment is designed

to validate the idea that by enhancing the relations
between frequent codes and rare codes, our method
can achieve better performance on rare codes. Con-
sidering the insufficiency of distinguishing overall
results and rare code performances, we select the
codes with label frequency in the training set be-
tween 2-10 as rare codes, and report the results on
predicting them. Since the macro- and micro- av-
eraged results are very similar under this rare code
setting (due to the similarity in label frequency),
we only report their micro metrics.

4.4 Baselines
Our model is compared against the following SOTA
models, chosen by their task settings:
CAML (Mullenbach et al., 2018), i.e. the Convo-
lutional Attention network for Multi-Label classifi-
cation, utilizes CNN as text encoder and propose
a label attention for prediction. Meanwhile, they
propose a DR-CAML version, where the ICD-9
code descriptions are used for regularization to im-
prove the performance on rare codes, with a similar
purpose to ours.
TransICD (Biswas et al., 2021) adopts an Trans-
former Encoder for discharge summaries.
MultiResCNN (Li and Yu, 2020) encodes the text
with multi-filter residual CNN.
HyperCore (Cao et al., 2020a) takes also code
co-occurrence and hierarchy into consideration. It
embeds both code and text into hyperbolic space
and calculates their similarities.
LAAT (Vu et al., 2020) applies also LSTM text
encoder. A hierarchical joint structure, i.e. Joint-
LAAT, is proposed to solve the imbalance label
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distribution, thus ameliorate the performances on
rare codes.
MSMN (Yuan et al., 2022) enriches the code de-
scriptions with synonyms from UMLS and encodes
the clinical text with Bi-LSTM.
Baseline is designed by replacing the code-text
attention and the relation-enhanced code encoder
with label-wise attention (Vu et al., 2020).

4.5 Results
MIMIC-III-Full. Table 2 shows the results on
MIMIC-III for all codes, where our model outper-
forms all the other baselines. By adopting the code
descriptions with the synonyms from UMLS, our
model performs better and outperforms MSMN in
almost all metrics. With the simple code descrip-
tion, our method still produces comparable, even
better results without the necessity of bringing ex-
ternal knowledge source. Moreover, the large mar-
gin between baseline and ours validates the idea
that by enhancing the inter-code relations, model
can produce better results than traditional label-
wise attention method.

Rare Codes. We collect all the codes with an
appearing times in the training set between 2 and
10, and observe specifically the model performance
on these codes. As shown in Table 3, our model
achieves the best results among all the baselines.
With Sentence Permutation, the improvements are
more significant. It is interesting to observe that
CAML and DR-CAML mess up all the predictions
for these rare codes. Though JointLAAT is pro-
posed at the intention of improving its few-shot
performances, where the final prediction is based
on the prediction on the codes starting with the
same first three characters, the results actually de-
grade compared with LAAT. It is because of a
low recall, since excluding the first level codes
affects the prediction on its child codes as well.
Our model exploits the inter-code relations from
co-occurrence and enhances them for rare codes via
hierarchy, thus producing better results and leaving
lower margin to the overall results.

4.6 Adjacency Matrix
It is commonly recognized that more training data
can lead to a better performance. However, for clin-
ical documents, collecting them and tagging the
ICD codes can be quite difficult due to its privacy
and difficulty of processing. In our model, we apply
a GCN module with adjacency matrix (ADJ) based

Model Micro AUC Micro F1
CAML 50.0 0.00
DR-CAML 50.0 0.00
TransICD 79.9 5.54
MultiResCNN 81.7 0.65
LAAT 88.8 3.23
JointLAAT 87.2 0.79
Baseline 80.4 4.23
Ours 94.5 6.72
Ours w/ SP 94.5 7.15

Table 3: Results on rare codes, i.e. codes whose fre-
quency in training set is between 2-10. Since this metric
is not considered in the original papers for baselines, we
select the models with released codes and re-implement
their experiments.
on co-appearing relations. The above experiments
are conducted with ADJ sampled from training
set, which is denoted “Training”. We are wonder-
ing if the performances can be further ameliorated
with ADJ of more samples, or derived from some
prior medical knowledge. This idea is analysed
by proposing another two ADJs. “Full” denotes
the ADJ sampled from the full dataset, including
training, validation and testing sets. Besides, we
add the co-appearing relations in MIMIC-IV (John-
son et al., 2021) as well and denote this matrix “w/
MIMIC-IV”.

Table 4 shows the results on full codes and rare
codes with various adjacency matrices. Since the
macro AUC is not very sensitive, we just list the
macro/micro F1 and micro AUC. We notice that
having a more complete and reasonable adjacency
matrix can help the model prediction, since both of
the F1 metrics get better.

MIMIC-III-Full
F1 AUC

Macro Micro Micro
Training 10.3 58.0 99.2

Full 10.6 58.2 99.1
w/ MIMIC-IV 10.7 58.2 99.1

Rare Codes
F1 AUC

Training 6.72 94.6
Full 7.13 94.8

w/ MIMIC-IV 7.35 94.2

Table 4: Influence of different adjacency matrices.
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4.7 Model Interpretability
Being able to explain the model decision with con-
formance to human understanding is an important
criterion in healthcare. To prove the effectiveness
of our model on rare code prediction, we provide
in Figure 4 some spans from the same discharge
summaries where the tokens with high attention
scores locate for predicting Pneumonia in other
systemic mycoses (484.7), an infrequent code with
only 17 documents.

We notice that the baseline model puts high at-
tentions to the words like “discharge”, “date” and
“marrow”, whose relevance with Pneumonia in
other systemic mycoses is hard to find because al-
most all the documents contain them. Our model
can capture the closely related words like “pneumo-
nia”, “aspergillus” and “lobe”, indicating a better
code representation.

admission date discharge date date of birth sex
m service medicine allergies no known allergies
adverse drug reactions attending first name3
lf chief complaint fatigue shortness of breath
major surgical or invasive procedure right picc
placement central line placement bone marrow
biopsy left subclavian central line placement
bone marrow biopsy left picc placement left
internal jugular central line placement bone
marrow biopsy bone marrow biopsy bone
marrow biopsy bronchoscopy bone marrow
biopsy on percutaneous cholecystostomy tube
placement picc placement on history of present

upper lobe pneumonia progressed from multiple
pulmonary nodules as described on ct of as
stated on prior report these can be followed
up with a ct chest within four weeks or the
possibility of biopsy can be considered coronary
artery disease ct chest impression right apical
consolidation and two left upper lobe nodules
have not changed since the most recent scan but
right lower lobe nodules have improved overall
appearance is most consistent with an acute
infectious process either fungal e g aspergillus
or bacterial in etiology cryptogenic organizing
pneumonia may also have a similar imaigng
appearance

Figure 4: The spans with high attentions (darker means
higher) of the same text for predicting Pneumonia in
other systemic mycoses (484.7 with 17 documents). The
red shows the interpretation for the baseline and the
green for ours.

5 Ablation Study

We conduct the ablation study concerning the ef-
fectiveness of the contextual transformation, code
hierarchy and code co-occurrence modules inside

the relation-enhanced code encoder. We measure
the F1 metrics, which are more sensitive and repre-
sentative to different models, between our ordinary
version and those with a module removed. The re-
sults without the entire code encoder, which means
using only the embeddings of code descriptions as
query, are also listed.

As shown in Table 5, removing the transforma-
tion module causes a significant decrease, indicat-
ing that the gap we described between descriptions
and discharge summaries do exist. Besides, we
notice that removing the code hierarchy or the code
co-occurrence module has also degraded the model
performances, showing that the code hierarchy and
co-occurrence are useful to the model. Since the
three GCNs may bring extra training difficulties,
further tuning the training process might still be
helpful to improve the performances.

Model
F1

Macro Micro
Ours 10.3 58.0
w/o transformation 9.8 57.2
w/o hierarchy 10.2 57.9
w/o co-occurrence 10.1 57.7
w/o code encoder 7.5 51.0

Table 5: Results of ablation study on all codes.

6 Conclusions

The multi-label clinical text classification is an im-
portant task in the domains of both healthcare and
natural language processing. In this paper, we re-
veal the existing problem of traditional methods
in capturing the inter-code relations for rare codes.
Hereby, we propose to strengthen the relations, thus
improving the model performance on rare code
prediction. We exploit the inter-code relations by
encoding code descriptions and incorporating co-
occurrence under a code-organ-system hierarchi-
cal structure in order to enhance the connections
for rare codes. Our model is then evaluated on
the commonly used MIMIC-III dataset and outper-
forms the other baselines on both rare codes and
full codes. The visualisations further demonstrate
the advantage of our method on providing more
human-understandable explanations. We conduct
as well an analysis concerning the design of ad-
jacency matrices and the ablation study to better
understand the different components in our method.
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Limitations

In this work, we adopt three GCNs to exploit the
inter-code relations under different levels. How-
ever, this may bring extra training difficulty and the
risk of over-parameterization to the model. Besides,
during the preprocessing stage, we adopt a word-
level tokenizer and CBOW to obtain their embed-
dings for MIMIC-III texts and code descriptions.
However, this might not be enough to represent the
words since medical documents have some special
characteristics, but we do not take them into consid-
eration. We tried in our work with other pretraining
strategies, such as ClinicalBERT (Alsentzer et al.,
2019), BERT (Devlin et al., 2019), BioBERT (Lee
et al., 2020) and BioWordVec (Zhang et al., 2019).
We added as well the BPE tokenizer (Sennrich
et al., 2016) in order to capture the meaningful
medical sub-word units. However, the results are
all far from satisfactory.
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