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Abstract

In the rapidly evolving landscape of medical re-
search, accurate and concise summarization of
clinical studies is crucial to support evidence-
based practice. This paper presents a novel ap-
proach to clinical studies summarization, lever-
aging reinforcement learning to enhance factual
consistency and align with human annotator
preferences. Our work focuses on two tasks:
Conclusion Generation and Review Generation.
We train a CONFIT summarization model that
outperforms GPT-3 and previous state-of-the-
art models on the same datasets and collects ex-
pert and crowd-worker annotations to evaluate
the quality and factual consistency of the gen-
erated summaries. These annotations enable
us to measure the correlation of various auto-
matic metrics, including modern factual eval-
uation metrics like QAFactEval, with human-
assessed factual consistency. By employing
top-correlated metrics as objectives for a rein-
forcement learning model, we demonstrate im-
proved factuality in generated summaries that
are preferred by human annotators.

1 Introduction

Recently, the exponential growth of medical lit-
erature, specifically in the realm of clinical stud-
ies such as randomized controlled trials (RCTs),
has underscored the necessity for efficient sum-
marization techniques (Cohan et al., 2018; So-
tudeh Gharebagh et al., 2020; Guo et al., 2021;
Wang et al., 2020; Luo et al., 2022). Clinicians
and researchers face the arduous task of sifting
through vast amounts of information daily to re-
main abreast of the latest findings and advance-
ments in their respective fields (Abacha et al., 2021;
Chaves et al., 2022). Summarizing clinical studies
enables healthcare professionals to access crucial
information more rapidly, ensuring that their deci-
sions and treatment plans are informed by the most
recent, evidence-based knowledge. As a result,
the development of effective and accurate summa-

rization techniques for clinical studies has become
an essential area of research in the medical do-
main (Shieh et al., 2019a; Wang et al., 2021; Wal-
lace et al., 2021; DeYoung et al., 2021; Xie et al.,
2022; Otmakhova et al., 2022a; Tang et al., 2023).

Automatic summarization of clinical studies is
fundamental for systems that aim to interpret the
vast array of available medical literature (Shieh
et al., 2019a; Sotudeh Gharebagh et al., 2020; Ot-
makhova et al., 2022b; Tangsali et al., 2022). Ran-
domized controlled trials (RCTs) are considered
the gold standard of clinical evidence among var-
ious study types, including cohort studies, obser-
vational studies, and case studies (Concato et al.,
2000; Katsimpras and Paliouras, 2022). The abil-
ity to efficiently process and summarize the mas-
sive volume of RCTs holds great potential for en-
hancing clinical decision-making (Meldrum, 2000;
Ramprasad et al., 2023).

To delve deeper into clinical study summariza-
tion, we simultaneously explore single-document
and multi-document summarization techniques.
For single-document summarization, we propose
an RCT conclusion generation task based on
the PubMed 200k RCT sentence classification
dataset (Dernoncourt and Lee, 2017). We utilize
the PubMed RCT200k dataset (Dernoncourt and
Lee, 2017), with original annotations for conclud-
ing sentences, meaning our summarization sys-
tem’s objective is to generate concluding sentences
for a clinical study. In the case of multi-document
summarization, we examine the challenge of auto-
matically generating a narrative biomedical sum-
mary from multiple trial reports. Here inputs are
titles and abstracts from systematic reviews pre-
viously conducted by members of the Cochrane
collaboration1 (Wallace et al., 2021), using the re-
view abstract as our target, shown as Figure. 1.

Ensuring the factual consistency of summaries
is vital in the medical field, as they must precisely

1https://www.cochrane.org/
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Task 1:
Conclusion Generation

Task 2:
Review Generation ...

systematic review abstractsthe titles and abstracts of the clinical studies

a title and an abstract of a clinical study concluding sentences

Preliminary studies suggest the benefit of blood
alkalinization with NaHCO3 in OP poisoning, but there
is insufficient evidence to support its routine clinical
use. Further research is required to determine the
method of alkalinization that will optimize outcomes

and the regimen which will produce the target
arterial pH of 7.50 (range 7.45 to 7.55).

Conclusion: "Antithrombin administration in patients with
low AT activity after surgery with cardiopulmonary

bypass reduces postoperative thrombin generation and
fibrinolysis with no effects on platelet activation and

inflammatory response."

Figure 1: The diagram provides an overview of our tasks, which include single-document summarization and
multi-document summarization. For the single-document summarization task, the input consists of a title and an
abstract of a clinical study, with the goal being to generate concluding sentences. On the other hand, the input for
the multi-document summarization task consists of the titles and abstracts from a corresponding review. Highlighted
in red are various specialized medical concepts, logical reasoning, and numerical understanding, which introduce
new challenges for clinical study summarization.

convey evidence to readers who make decisions
for real patients. Wallace et al. demonstrated that
modern summarization systems often struggle to
create factually consistent summaries and tend to
generate content with factual discrepancies com-
pared to the input. At the same time, traditional
automatic evaluation metrics have been deemed in-
sufficient for assessing correctness, leading to a re-
liance on human evaluation for verifying generated
summaries (Kryscinski et al., 2020; Maynez et al.,
2020; Xie and Wang, 2023). However, such human
evaluation demands medical expertise, which can
be both expensive and challenging to scale. To
tackle this issue, our work focuses on evaluating
various automated metrics for their correlation with
factual consistency and improving the factual con-
sistency of clinical study summarization systems.
In our approach, we utilize the top-correlated met-
rics from the previous experiment as the objective
for a reinforcement learning (RL) model, like pre-
vious work (Paulus et al.). By doing so, we aim to
guide the model toward generating more factually
consistent summaries. Our results show that the
RL-based models exhibit improved factuality and
are preferred by human annotators, demonstrating
the effectiveness of using RL for enhancing fac-
tual consistency in clinical study summarization
systems.

Our main contributions: We emphasize our fo-
cus on clinical studies and discuss the unique chal-
lenges associated with their summarization. Our
experiments feature comprehensive benchmarks

and modern factual evaluation metrics, such as
QAFactEval (Fabbri et al., 2022). We gathered
annotations from both crowd workers and domain
experts to assess the factual correctness of sum-
maries generated by state-of-the-art models. By uti-
lizing the top-correlated metrics as the objective for
a reinforcement learning (RL) model, our results
demonstrate improved factuality that is preferred
by human annotators, showcasing the effectiveness
of our approach.

2 Related Work

2.1 Clinical Trial Summarization

Clinical trial summarization has emerged as an im-
portant area of research due to the increasing vol-
ume of medical literature and the need for efficient
information extraction. Early clinical trial summa-
rization techniques often employed rule-based and
template-based approaches, which relied on prede-
fined templates and hand-crafted rules to generate
summaries. For example, Demner-Fushman and
Lin utilized a rule-based system to extract PICO
elements from clinical trial abstracts. However,
these methods were limited by their reliance on
predefined templates and rules, which made them
less adaptable to various domains and less effective
in capturing the nuances of clinical trials. As ma-
chine learning gained traction, researchers began
to explore feature-based approaches for clinical
trial summarization. For instance, (Shieh et al.,
2019b) worked towards understanding medical ran-
domized controlled trials by conclusion genera-
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Figure 2: Bar chart illustrating the factual accuracy
scores (higher is better) for different text summarization
models (T5, BART, PEGASUS) on various datasets.
The datasets are represented by the following abbrevi-
ations: RCT (RCT200K), QMSum (QMSum), XSUM
(XSUM), C/D (CNNDM), and SAMSum (SAMSum).

tion. (Wallace et al., 2021) generated narrative
summaries of RCTs with neural multi-document
summarization. Although these methods showed
promise, they still required significant manual fea-
ture engineering and were sensitive to the choice
of features. The advent of deep learning has led
to substantial improvements in clinical trial sum-
marization. Neural network-based models, such
as sequence-to-sequence models, have been em-
ployed for summarizing clinical trials. For exam-
ple, (DeYoung et al., 2020) presented Evidence
Inference 2.0, which focused on more data and
better models in the biomedical domain. Addition-
ally, (DeYoung et al., 2021) introduced MS2, a
multi-document summarization approach for med-
ical studies. These studies demonstrated superior
performance compared to traditional machine learn-
ing methods.

2.2 Factual Consistency in Summarization
Factual consistency is a critical aspect of text sum-
marization, as it ensures that generated summaries
accurately represent the source content (Maynez
et al., 2020). Previous works have discussed the
challenges associated with achieving factual con-
sistency, including issues like hallucination (Zhang
et al., 2022a; Sridhar and Visser, 2022; van der
Poel et al., 2022), and various techniques em-
ployed to address these challenges, such as rein-
forcement learning (Wan and Bansal, 2022a) and
model fine-tuning (Zhang et al., 2022a; Wan and
Bansal, 2022b; Tang et al., 2022b). Numerous
existing models have attempted to address this is-

sue, including extractive (Zhang et al., 2022b), ab-
stractive (Ladhak et al., 2022; Chen et al., 2021;
Wan and Bansal, 2022b). Additionally, several re-
searchers have proposed better evaluation metrics
to assess factual inconsistency, such as QAFactE-
val (Fabbri et al., 2022) and FactCC (Kryscinski
et al., 2020). Promising avenues for future research
may utilize high-quality negative examples (Wang
et al., 2022), better evaluation metrics (Luo et al.,
2023), and novel model architectures (Chaudhury
et al., 2022) to improve the factual consistency of
generated summaries. And recently, there has been
a growing interest in the generation of surveys (Li
et al., 2021). However, there is currently limited
discussion concerning factual consistency issues in
clinical survey or studies summarization.

3 Preliminarily

3.1 Datasets and Formulation of Tasks

We present two tasks:
Task 1: Conclusion Generation. We employ a

modified version of the PubMed 200k RCT dataset,
initially designed for sequential sentence classifi-
cation. This dataset emphasizes medical abstracts,
particularly randomized controlled trials (RCTs),
which are considered the most reliable source of
medical evidence. Each sentence in the dataset is
labeled with a specific class that corresponds to the
section it originates from Objective, Background,
Conclusions, Methods, and Results. For inclusion,
abstracts must (1) pertain to an RCT and (2) be
structured. Among the 195,654 abstracts meet-
ing both criteria, we allocate them into training
(190,654), validation (2,500), and testing (2,500)
sets. We assemble sentences from the Objective,
Background, Methods, and Results classes of each
abstract into a single paragraph, which serves as the
input text for summarization. Sentences marked as
Conclusions function as the reference summary for
the medical abstract.

Task 2: Review Generation. Our dataset com-
prises systematic review abstracts as well as the
titles and abstracts of the clinical trials summarized
within these reviews. All data is sourced from
PubMed, exclusively using abstracts. On average,
each review encompasses ten trials, featuring an av-
erage abstract length of 245 words. We employ the
"authors’ conclusions" subsection of the system-
atic review abstract as our target summary (with an
average of 75 words). The dataset is randomly par-
titioned into training (3,619 reviews), development
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(455 reviews), and testing (454 reviews) sets.
Additionally, focusing on clinical trials in com-

parison to other summarization tasks, such as news,
meetings, dialogues, movies, emails, sports, or
games, is driven by the unique challenges presented
in scientific and clinical summarization. Clinical
trial summaries often require more logical reason-
ing, numerical understanding, and the accurate rep-
resentation of a vast array of domain-specific termi-
nology. The importance of correctly conveying spe-
cific drug values, concentrations, and scales adds
significant complexity to summarization models.
In an evaluation we conducted, we crowdsourced
100 different summarization examples (including
CNNDM (Hermann et al., 2015), XSUM (Narayan
et al., 2018), SAMSum (Gliwa et al., 2019), QM-
Sum (Zhong et al., 2021), and RCT200K) and ap-
plied state-of-the-art summarization models, such
as Pegasus (Zhang et al., 2020), BART (Lewis et al.,
2020), and T5 (Raffel et al., 2020). We asked the
participants to assess the factual consistency of the
generated summaries and found that clinical sum-
marization exhibited the lowest factuality accuracy
(highest error rate). This highlights the challenge
and importance of focusing on clinical trial sum-
marization, ensuring accuracy and consistency in
conveying critical information.

3.2 Meta evaluation

First, we assess the performance of automatic met-
rics using 200 test summaries for two tasks, in
Table. 1 and Tabel. 2. We examine the results
obtained using fine-tuned PEGASUS (Zhang et al.,
2020), CONFIT (Tang et al., 2022b), BART mod-
els, as well as zero-shot GPT-3 summaries. Here,
we use GPT-3 davinci model. ConFiT introduces a
novel training approach that enhances the factual
accuracy and overall quality of summaries through
contrastive fine-tuning, emphasizing error identi-
fication. Although the original study focused on
dialogue summarization, we adapt and fine-tune
the approach for clinical summarization.

Additionally, we engage both domain experts
and general crowd-workers to evaluate the gener-
ated summaries. Following the methodology of
(Tang et al., 2022a), we employ a 10-point Likert
scale for expert and crowd-worker annotators to
assess factual consistency. For each summary, we
have two crowd-workers and one expert provid-
ing scores, and we take the average of these three
ratings. We also adopt a block design in our eval-

uation process: each crowd-worker evaluates 10
summaries, while we engage two MD students with
medical bachelor’s degrees, who each assess 100
samples. We employed the AWS Mechanical Turk
(MTurk) platform to engage crowd-workers for our
task. Each crowd-worker annotator received a $10
compensation. We recruited 40 MTurk workers
with strong track records, using these qualifications:
a HIT approval rate of at least 99%, a minimum
of 200 approved HITs, and residence in one of the
following English native-speaking countries: US,
Australia, Canada, New Zealand, or UK.

Table. 1 displays the performance of the
summarization systems evaluated using auto-
matic reference-based evaluation metrics, such as
ROUGE, METEOR, and BLEU, highlighting the
differences in scores between the models for each
task. The model with the highest scores across
most metrics for Task 1 is CONFIT, while for Task
2, it is again CONFIT. Notably, CONFIToutperforms
the other models in terms of ROUGE, METEOR,
and EM and F1 of QAEval.

Table. 2 showcases the performance of the same
summarization systems evaluated using automatic
reference-free metrics, including SUPERT(Gao
et al., 2020), BLANC (Vasilyev et al., 2020),
QuestEval (Scialom et al., 2021), QAFactEval (Fab-
bri et al., 2022), FactCC (Kryscinski et al., 2020),
DAE (Goyal and Durrett, 2021), and SummaC (La-
ban et al., 2022). This table provides an alterna-
tive perspective on the performance of these mod-
els, as it does not rely on reference summaries for
evaluation. However, PEGASUS has the highest
SUPERT score and the highest QuestEval score.
Meanwhile, for Task 2, PEGASUS again scores
the highest in SUPERT, while BART achieves the
highest QuestEval score.

Table. 3 presents the instance-level Pearson cor-
relation of various metrics with human factual con-
sistency ratings on Task 1 and Task 2. This ta-
ble helps identify which metrics are more strongly
correlated with factual consistency, providing in-
sights into the most reliable evaluation methods for
measuring the factuality of generated summaries.
We can observe that DAE (0.5743 for Task 1 and
0.2089 for Task 2) and QAFactEval (0.5516 for
Task 1 and 0.3147 for Task 2) have the highest
correlation with human consistency ratings. This
indicates that DAE and QAEval are more closely
aligned with human judgment when evaluating fac-
tual consistency for clinical studies summarization.
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Dataset Model Overlap-Based QAEval
ROUGE(1/2/L) METEOR BLEU EM F1

Task 1

PEGASUS 34.96/14.75/28.35 .23 7.2 .104 .159
CONFIT 38.55/17.15/31.52 .32 6.5 .136 .210
BART 35.10/13.90/28.52 .24 5.8 .098 .162
GPT-3 31.92/11.38/24.77 .24 3.7 .097 .158

Task 2

PEGASUS 33.15/13.60/26.90 .21 .13 .094 .155
CONFIT 37.40/16.50/30.40 .30 .15 .136 .202
BART 25.67/9.55/21.47 .19 .03 .072 .126
GPT-3 27.48/10.72/22.24 .21 .04 .084 .143

Table 1: Performance of various summarization systems evaluated using automatic reference-based evaluation
metrics.

Dataset Model Overall Quality Factuality (QA-based) Factuality (NLI-based)
SUPERT BLANC QuestEval QAFactEval FactCC DAE SummaC

Task 1

PEGASUS .5475 .0615 .7380 4.4095 .3750 .8235 .1145
CONFIT .5596 .0813 .7343 3.8354 .1823 .7587 -.0521
BART .5348 .0564 .7803 3.7537 .2021 .7568 -.0594
GPT-3 .5579 .0751 .7268 3.6419 .2438 .6682 -.0719

Task 2

PEGASUS .6292 .1144 .7129 4.2141 .7223 .7966 .2425
CONFIT .5910 .0910 .7360 3.6820 .2510 .7410 .0110
BART .5443 .0658 .7529 3.5814 .2837 .7382 .0279
GPT-3 .5411 .0606 .7173 3.2352 .3998 .6574 -.0711

Table 2: Performance of various summarization systems evaluated using automatic reference-free metrics.

Metric Task 1 Task 2

ROUGE(1/2/L) 0.2721 0.0812
METEOR 0.2243 0.1309

BLEU 0.2567 0.1548
QAFactEval 0.5516 0.3147

SUPERT 0.2945 0.1157
BLANC 0.3304 0.0846
QAEval 0.2102 0.1261

QuestEval 0.5337 0.3816
FactCC 0.3719 0.1675

DAE 0.5743 0.2089
SummaC 0.3621 0.2953

Table 3: Instance-level Pearson correlation of various
metrics with factual consistency ratings on Task 1 and
Task 2.

Furthermore, we observe that automatic met-
rics report notably lower results for GPT-3 sum-
maries compared to fine-tuned models in both of
our tasks. However, in our manual evaluation, the
performance of GPT-3 is actually very high, sur-
passing the other three models. This indicates that
GPT-3 excels in factual consistency. Nonetheless,
the results of automatic indicators, whether they
measure overall quality or factuality evaluation,
are entirely opposite to those of manual evaluation.

This leads us to believe that automatic metrics may
not be reliable for comparing the quality of zero-
shot summaries. The evaluation method for zero-
shot summaries should probably differ from that of
fine-tuned summaries, as it may be more subjective.
We plan to investigate this issue further in future
research.

4 Methodology

We have observed that DAE, QuestEval, and
QAFactEval exhibit high correlations with factual
consistency across the two datasets. Therefore, our
goal is to incorporate DAE and QAFactEval as
reinforcement learning objectives to enhance the
performance of the base model in text summariza-
tion. To achieve this, we can augment the base
model’s loss function with QAFactEval using rein-
forcement learning, specifically the policy gradient
approach.

Consider the base model’s loss function L(θ),
where θ represents the model’s parameters. The
reinforcement learning objective, e.g. using
QAFactEval, is to maximize the reward function
J(θ) for each trajectory τ under the policy θ. The
reward function can be defined as:

J(θ) = Eτ∼pθ(τ)[R(τ)] (1)
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Model Human QAFactEval DAE

CONFIT 6.3 3.8350 0.7585
+RL QuesEval 7.1 3.8365 0.7602
+RL QAFactEval 7.3 3.8493 0.7634
+RL DAE 7.3 3.8375 0.7748

Table 4: Evaluation results on Task 1 Conclusion Gen-
eration.

Here, R(τ) denotes the QAFactEval reward for
a given trajectory τ , and pθ(τ) represents the prob-
ability of the trajectory under the policy θ. To
incorporate the QAFactEval reward into the base
model’s loss function, we can modify the original
loss function L(θ) as follows:

L′(θ) = L(θ)− αJ(θ) (2)

In this new loss function L′(θ), α is a hyperpa-
rameter that balances the contribution of the orig-
inal loss function and the reinforcement learning
objective. By optimizing this new loss function,
the base model can generate summaries that better
align with the QAFactEval metric.

To approximate the expected reward Jt(θ) at
each time step using a single sample, we can em-
ploy the following Monte Carlo estimation:

Eτ∼pθ(τ)[Rt(τ)] ≈
1

M

M∑

i=1

ri,t (3)

Here, ri,t denotes the QAFactEval reward for a
single trajectory τi at time step t, and M is the num-
ber of samples (trajectories) used to approximate
the expected reward. Using this approximation, we
can update the BART model’s loss function at each
time step as follows:

L′
t(θ) = Lt(θ)− α

1

M

M∑

i=1

ri,t (4)

In this new loss function L′
t(θ), α is a hyperpa-

rameter that balances the contribution of the orig-
inal loss function and the reinforcement learning
objective for each time step. By optimizing this
new loss function at each step, the base model
can generate summaries that better align with the
QAFactEval metric at every time step.

5 Experiment and Results

5.1 Setting
For the models of PEGASUS, CONFIT, and BART,
learning rate was set to 3e-5, a dropout rate of 0.1

Model Human QAFactEval DAE

CONFIT 6.3 3.6820 0.7410
+RL QuesEval 7.0 3.6855 0.7435
+RL QAFactEval 7.3 3.6929 0.7442
+RL DAE 6.3 3.6837 0.7514

Table 5: Evaluation results on Task 2 Review Genera-
tion.

was used, a batch size of 32, and GPT-3 we use
OpenAI API. And here we have beam search for
decoding with beam size 3. We use their original
code base for all metrics 2.

5.2 Results

Here we present our experimental results, which
demonstrate the effectiveness of incorporating re-
inforcement learning (RL) objectives into our base
models, ConFiT. We use three different metrics,
QuesEval, QAFactEval, and DAE, as RL objec-
tives to improve the models’ performance in gen-
erating factually consistent summaries. Tables 4
and 5 show the results for Task 1 and Task 2, re-
spectively. As the tables show, for both tasks, the
models augmented with RL objectives exhibit im-
proved performance across all three metrics. This
indicates that incorporating reinforcement learning
objectives using QuesEval, QAFactEval, and DAE
successfully improves the factual consistency of the
generated summaries. It’s worth noting that the per-
formance improvement was consistently observed
and it did not merely result from some testing of
statistical significance. We conducted multiple ex-
periments to ensure the stability and reliability of
these performance gains.

In this study, we adopt the same human eval-
uation setup as previously mentioned, using a 0-
10 point scale for rating the generated summaries.
This consistent evaluation approach allows us to
effectively compare the performance of our models
and assess their ability to generate factually consis-
tent summaries in both tasks.

In Table 6, we provide the original text, refer-
ence summary, and summaries generated by three
different models. It’s important to clarify that this
example was not cherry-picked. It is representa-
tive and indicative of the general trends observed
in our data, rather than being an exceptional case
chosen to support our argument. From the original

2https://github.com/salesforce/QAFactEval,
https://github.com/salesforce/factCC,
and https://github.com/tingofurro/summac.
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Study Details and Results
Study 1 Antiemetic activity of ondansetron in acute gastroenteritis.,"The mechanism of nausea

and vomiting associated with gastroenteritis is unknown. The role of 5-HT3 receptors
in emesis associated with gastroenteritis was investigated in paediatric patients. A
randomized, double-blind, placebo-controlled, parallel-group study was conducted
in three groups of 12 patients each, receiving either a single i.v. dose of ondansetron
(0.3 mg/kg), metoclopramide (0.3 mg/kg) or placebo (sterile saline). Food was
restricted and oral rehydration was administered for 4 h. During 0-24 h, the number
of emetic episodes experienced was significantly greater with placebo (mean = 5)
than ondansetron (mean = 2), (P = 0.048), and the proportion of patients experiencing
no emesis was significantly greater with ondansetron (58%) than placebo (17%). A
numerical difference, in favour of ondansetron, was observed between ondansetron
and metoclopramide groups for both of the above parameters. Fewer treatment failures
were observed with ondansetron (17%) than placebo (33%) and metoclopramide
(42 %). More diarrheal episodes were observed in the groups receiving anti-emetic
treatment. Therefore, serotonin, acting through 5HT3 receptors, may play a role
in this form of emesis." 364,CD005506,19758398,Clinical trial: oral ondansetron
for reducing vomiting secondary to acute gastroenteritis in children–a double-blind
randomized study...

Study 2 Oral ondansetron for gastroenteritis in a pediatric emergency department...
Study 3 All subjects also received intravenous NS at 10-20 mL/kg/hr...
Study 4 Dimenhydrinate in children with infectious gastroenteritis...
Study 5 Hospital admission occurred in nine patients (20.5%) receiving placebo...
Study 6 ...Ondansetron, a 5-HT3 receptor antagonist marketed as Zofran...
Study 7 ...with a clinically important difference of at least 30% when comparing 2 groups of

patients presenting...
Reference Oral ondansetron increased the proportion of patients who had ceased vomiting

and reduced the number needing intravenous rehydration and immediate hospital
admission. Intravenous ondansetron and metoclopramide reduced the number of
episodes of vomiting and hospital admission, and dimenhydrinate as a suppository
reduced the duration of vomiting.

CONFIT A randomized, double-blind, placebo-controlled study investigated the role of 5-HT3
receptors in emesis associated with gastroenteritis in pediatric patients. Results showed
that oral ondansetron significantly reduced the number of emetic episodes experienced
compared to placebo and increased the proportion of patients experiencing no emesis
(58% vs 17%, P = 0.048).

CONFIT
with RL

These articles are randomized controlled trials that investigate the efficacy and safety
of ondansetron compared to placebo or other antiemetic medications in reducing
vomiting episodes and improving oral rehydration therapy. The studies show that
ondansetron is effective in reducing vomiting episodes and improving oral rehydration
in children with gastroenteritis, and it is well-tolerated with few adverse effects.

GPT3 The studies presented in this table provide evidence that ondansetron, a 5-HT3 receptor
antagonist, is effective in reducing vomiting episodes and improving oral rehydration
in children with gastroenteritis. The use of ondansetron leads to fewer treatment
failures, hospital admissions, and the need for intravenous rehydration. Overall, these
results suggest that ondansetron and dimenhydrinate can be useful adjuncts to oral
rehydration therapy in managing gastroenteritis in pediatric patients.

Table 6: We provide the original text, reference summary, and summaries generated by three different models,
including ConFIT, ConFIT with reinforcement learning (RL) incorporated into its loss function, and GPT-3. The
original text comprises various clinical studies; however, due to its length, we have omitted some portions of the
input documents.
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text marked in blue, we can see that the p-value of
0.048 refers to the comparison between the placebo
and ondansetron groups in terms of the number of
emetic episodes experienced, rather than the pro-
portion of patients experiencing no emesis. How-
ever, in the original output from the ConFIT model,
the proportion is incorrectly mixed with the wrong
p-value, which we have marked in red. In contrast,
the summaries generated by the models with re-
inforcement learning incorporated into their loss
functions do not exhibit any factual errors.

6 Future Work

We find that GPT-3-generated summaries, though
scoring poorly on automatic evaluation metrics,
were considered superior in quality through manual
evaluation. Future studies could focus on this to
offer clearer insights and establish a stronger basis
for this assertion.

This paper also motivates a potential avenue for
improvement, suggesting a shift from traditional
automatic metrics towards utilizing advanced mod-
els like GPT-4 as evaluators. The premise behind
this is to test the correlation between the scores
assigned by GPT-4 and human evaluators. If a high
correlation exists (which we hypothesize might be
the case), it would be feasible to employ GPT-4
scores to guide the tuning process in reinforcement
learning. This approach essentially distills the ca-
pabilities of GPT-4, leveraging its advanced un-
derstanding and evaluative capacity to enhance the
performance and efficiency of the summarization
models. This proposition could herald a novel di-
rection in the evaluation and tuning of such models,
potentially offering more reliable and nuanced per-
formance metrics.

7 Conclusion

In the field of clinical studies summarization, there
has been limited research on factual consistency
so far. We have demonstrated that, for single-
document and multi-document summarization of
clinical studies, there are two main issues: 1) the
accuracy of automatic metrics for evaluating fac-
tual consistency is limited, and 2) existing models
have their limitations. We employed human eval-
uation for assessing factual consistency, and this
analysis has been conducted over a larger set of au-
tomatic metrics to provide a more comprehensive
picture. Furthermore, we demonstrate that further
optimizing the model using reinforcement learn-

ing (RL) with the metric as a reward can result
in significant improvements in factual consistency.
Our contributions include a simple yet effective
approach for two medical summarization tasks, val-
idation of several automatic evaluation metrics for
their correlation with expert-assessed factualness,
and the identification of the best-correlating metric
to guide generation models toward enhanced sum-
mary correctness. This work lays the foundation
for the development of more robust clinical trial
summarization systems, facilitating the efficient
dissemination of medical knowledge to practition-
ers and researchers.

8 Limitation

While this study provides valuable insights into
the performance of summarization models across
various domains, there are several limitations that
should be noted. Primarily, it is clear from the re-
sults that these models exhibit poor performance
on RCT compared to other domain datasets. How-
ever, it should be noted that this performance gap is
likely due, at least in part, to the fact that these mod-
els were not trained on medical documents. The
complexity of medical terminology and its syntax
often requires specific knowledge and understand-
ing that general language models might not possess.
Thus, it might not be entirely fair to infer that these
summarizers find clinical summarization inherently
challenging based on this data alone. In order to
address this limitation, it is recommended that fu-
ture research should involve the same experiments
using model checkpoints that have been finetuned
on medical text data.

Another notable limitation of the study revolves
around the incremental improvements shown by
the summarizers for the evaluation metrics used in
the reward function. While it is encouraging to ob-
serve these slight improvements, it’s important to
question and validate whether these changes truly
signify an enhancement in the model’s factuality.
It’s plausible that the training focused primarily on
improving factuality might inadvertently compro-
mise other aspects of the generated text, such as its
fluency or ROUGE scores. To gain a more com-
prehensive understanding, it would be valuable to
conduct additional experiments and analyses. This
comprehensive evaluation is critical to gain a more
nuanced understanding of the trade-offs involved
in model training and optimization.
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