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Preface

This volume contains papers from the 5th Workshop on Clinical Natural Language Processing (Clinical
NLP), held at ACL 2023.

Clinical text offers unique challenges that differentiate it not only from open-domain data, but from other
types of text in the biomedical domain as well. Notably, clinical text contains a significant number of
abbreviations, medical terms, and other clinical jargon. Clinical narratives are characterized by non-
standard document structures that are often critical to overall understanding. Narrative provider notes are
designed to communicate with other experts while at the same time serving as a legal record. Finally,
clinical notes contain sensitive patient-specific information that raise privacy and security concerns that
present special challenges for natural language systems. This workshop focuses on the work that develops
methods to address the above challenges, with the goal of advancing state-of-the-art in clinical NLP.

ClinicalNLP 2023 also hosted the MEDIQA-Chat 2023 shared tasks that promote research on effecti-
ve solutions for clinical note generation from medical conversations. The shared tasks focused on the
summarization of doctor-patient conversations and on the generation of synthetic dialogues from clini-
cal notes for data augmentation. They introduced new benchmarks for training and evaluation and used
an ensemble of evaluation metrics that highly correlate with human judgments. Further, the organizers
added a new requirement to submit the code for a second evaluation of the outputs. The MEDIQA-Chat
shared tasks attracted 120 registered teams with 17 teams submitting their codes and runs for official
participation. The participating teams experimented with the recently released Large Language Models
(LLMs) vs. older models and explored data augmentation, fine-tuning, and prompting methods. The
results provided new insights on the best approaches and techniques for future research directions in cli-
nical text generation.

This year, we received the total of 82 submissions, inclusive of shared task submissions, from which 58
were accepted for presentation.
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Keynote Talk: Patient record summarization: tasks,
approaches, evaluation, and open challenges

Noémie Elhadad
Columbia University

Abstract: The patient record contains an overwhelming large amount of information, too much for a
clinician to make sense of it, and yet the information it contains may be critical for clinicians to care
for their patients safely and effectively. In this talk, I will review two tasks to alleviate the information
overload in clinical care: longitudinal patient record summarization and abstractive brief hospital course
summarization. I will describe potential approaches, evaluation objectives, and current open questions.
Finally, using the abstractive task of brief hospital course summarization as a grounding example, I will
discuss large language models (LLMs) in the context of clinical NLP.

Bio: Noémie Elhadad is Chair of the department of Biomedical Informatics at Columbia University,
affiliated with the department of Computer Science and the Data Science Institute. Elhadad’s research
lies at the intersection of artificial intelligence, human-centered computing, and medicine. She creates
novel methods and tools to support patients and clinicians in their information needs, with particular
focus on ensuring that the AI systems of the future are robust, safe, fair, and just.
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Keynote Talk: The evolution of representations for clinical
text and a few more thoughts about generative clinical models

Timothy Miller
Boston Children’s Hospital, Harvard Medical School

Abstract: Large language models (LLMs) have excited the broader public like no previous NLP advan-
ce. This has led to predictions from all corners about the future of LLM-enabled NLP for clinical data
and tasks. In this talk, I review several recent projects from my lab that did not use LLMs, and re-imagine
these projects in an LLM-enabled context. The talk then synthesizes the lessons from those projects to
propose some guidelines for optimal use of LLMs in clinical NLP research, imagine future directions
that are now enabled, and to make some predictions about the future of our field.

Bio: Tim Miller is an Associate Professor in the Computational Health Informatics Program at Boston
Children’s Hospital, Department of Pediatrics at Harvard Medical School, and at the Harvard-MIT Center
for Regulatory Science. He is the PI of the Machine Learning for Medical Language Lab, home of several
federally funded projects, including projects focused on basic biomedical NLP research, as well as pro-
jects that are driven by biomedical use cases. His research focuses on domain adaptation/generalizability
of ML-based NLP methods, as well as methods for learning universal patient representations.
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Abstract

Automatic Speech Recognition (ASR) in med-
ical contexts has the potential to save time,
cut costs, increase report accuracy, and reduce
physician burnout. However, the healthcare
industry has been slower to adopt this technol-
ogy, in part due to the importance of avoiding
medically-relevant transcription mistakes. In
this work, we present the Clinical BERTScore
(CBERTScore), an ASR metric that penalizes
clinically-relevant mistakes more than others.
We collect a benchmark of 18 clinician prefer-
ences on 149 realistic medical sentences called
the Clinician Transcript Preference benchmark
(CTP) and make it publicly available1 for the
community to further develop clinically-aware
ASR metrics. To our knowledge, this is the first
public dataset of its kind. We demonstrate that
our metric more closely aligns with clinician
preferences on medical sentences as compared
to other metrics (WER, BLUE, METEOR, etc),
sometimes by wide margins.

1 Introduction

Clinicians in a number of disciplines work in an
overburdened healthcare system that leads to dif-
ficult working environments and an epidemic of
physician burnout (Dzau et al., 2018). AI-related
technologies have the potential for improving ef-
ficiency on repetitive tasks, therefore increasing
both patient throughput and decreasing physician
burnout. For example, physicians in a number of
disciplines spend as much time doing paperwork as
with patients (Tai-Seale et al., 2017). However, the
adoption of speech technology in the medical com-
munity has been slow (Latif et al., 2021), and there
are a number of speech technologies that could
improve efficiency.

Speech technology can be applied to a number
of medical problems including transcribing patient-
physician conversations (Shafran et al., 2020), help-

∗Authors contributed equally
1https://osf.io/tg492/

ing dysarthric patients communicate (Shor et al.,
2020), and diagnosing medical conditions from
speech (Shor et al., 2022; Shor and Venugopalan,
2022; Peplinski et al., 2021; Venugopalan et al.,
2021). In this work, we focus on the task of gener-
ating a report after a colonoscopy procedure.

One of many reasons for the lower adoption of
time-saving speech transcription technologies is
that the ASR systems often don’t perform as well in
real-world clinical settings as they do on evaluation
benchmarks. The most common metric for mea-
suring ASR performance, Word Error Rate (WER),
has significant practical drawbacks (Wang et al.,
2003; Morris et al., 2004; He et al., 2011). First,
all mistakes are treated equally. In clinical set-
tings, however, medical words are more important
(e.g. "had complete resection"→ "had complete
c-section" is a worse mistake than → "has com-
plete resection", but both have equal WER). Sec-
ond, some mistakes affect the overall intelligibility
more than others (e.g. "was no perforation" →
"was no puffer age" vs "was not any perforation").
Although researchers have proposed alternatives
to the WER, no metric combines medical domain
knowledge with recent AI advances in language
understanding.

In this work, we make the following contribu-
tions:

1. Generate a collection of realistic medical sen-
tences and transcripts with plausible ASR errors
and collect preferences from 18 clinicians on
149 sentences. We publicly released this dataset
for reference and future studies. This is the first
public dataset of its kind.

2. Present the Clinical BERTScore (CBERTScore)
and demonstrate that it more closely matches
clinician preferences on medical transcripts than
other ASR metrics (WER, BLEU, METEOR,
BERTScore).

3. Demonstrate that CBERTScore does not per-
form worse than other metrics on non-medical
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transcripts.

2 Related work

There are a number of ways to evaluate transcript
quality. The Word Error Rate (WER), is the sim-
plest to compute and most common. It counts the
number of insertions, deletions, and substitutions
between two text strings, and normalizes by the
length of the reference string. The Bilingual Eval-
uation Understudy (BLEU) (Papineni et al., 2002)
measures the amount of n-gram overlap between
two text strings (where n is often 4). It captures the
intuition that groups of words are important in addi-
tion to individual words. METEOR (Banerjee and
Lavie, 2005) focuses on unigrams, but computes an
explicit alignment between two strings and takes
both precision and recall into consideration. While
these techniques are cheap to compute, they pri-
marily focus on character or string similarity, not
semantic similarity.

Our work most closely follows the BERTScore
(Zhang et al., 2019). This metric computes a neural
word embedding for each word in the reference
and candidate. Embeddings are matched using
cosine distance instead of string similarity, and the
final score takes precision and recall into account
(see Fig.1). This method takes semantic similarity
into account, but not that some words are more
important to preserve in clinical contexts.

Structured graphs are one way to encode real-
world knowledge in a machine-readable format.
The Knowledge Graph (KG) (Singhal, 2012) is a
publicly available structure that encodes medical
knowledge. Previous work has used the medical
subset of the KG to learn medical entity extraction
(Shafran et al., 2020). We primarily follow this
approach to determine which words are clinically
significant.

3 Methods

3.1 Clinical BERTScore
Our proposed metric, the Clinical BERTScore
(CBERTScore), combines the BERTScore (Zhang
et al., 2019) and the medical subset of the Knowl-
edge Graph (Shafran et al., 2020).

BERTScore is a relatively novel language gener-
ation evaluation metric proposed in (Zhang et al.,
2019) based on pre-trained BERT contextual em-
beddings. It is designed to capture semantic sim-
ilarity between two sentences, instead of sim-
ple string matching. Given a reference sentence

x = ⟨x1, ..., xk⟩ and a candidate sentence x̂ =
⟨x̂1, ..., x̂l⟩, we first represent each token by a con-
textual embedding, and then calculate the cosine
similarities between the tokens. Each token in the
reference sentence is matched to the most similar
token in the candidate sentence, and vice versa.
The former is used to compute the recall RBERT,
and the latter to compute the precision PBERT. Pre-
cision and recall are then combined into a single
score BERTScore as follows:

RBERT =
1

|x|
∑

xi∈x

max
x̂j∈x̂

xT
i x̂j ,

PBERT =
1

|x̂|
∑

x̂j∈x̂

max
xi∈x

xT
i x̂j

BERTScore = 2
PBERT ·RBERT

PBERT +RBERT

Building on this, we define CBERTScore:
CBERTScore(x, x̂) =k × BERTScoremedical(x, x̂)+

(1− k)× BERTScoreall(x, x̂)

, where 0 ≤ k ≤ 1

BERTScoreall is computed over all words in the
sentences, and BERTScoremedical is computed over
a subset of them that are medically relevant. If
there are no medical terms in either the reference
or candidate sentence, we define the CBERTScore
to be the standard BERTScore (on all words), i.e.,
k is set at 0.

We inject medical information into this metric in
two ways. First, we compute a weighted score on
a subset of words involving medical terms, as de-
termined by the Knowledge Graph (Shafran et al.,
2020). Second, we tune the weight of the clinical
term penalty to best match a clinician transcript
dataset (CTP) that we collected. We describe our
method for determining k in Sec. 3.1.2.

3.1.1 Medical Entities
Similar to (Shafran et al., 2020), we de-
rive roughly 20K medically relevant words
from Google’s Knowledge graph (Singhal,
2012). These words come from entities
with properties such as “/medicine/disease",
“/medicine/drug", “/medicine/medical_treatment",
and “/medicine/medical_finding". We also include
numbers for the CBERTScore algorithm, since
numerical accuracy is important in medical
contexts.

3.1.2 Tuning the medical entities weight factor
CBERTScore has a parameter controlling the
weight of the clinical component. To determine
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Figure 1: Left: Background of the clinicians who were surveyed to create the Clinician Transcript Preference (CTP) dataset.
Right: Some examples of triplet medical sentences, which transcript clinicians prefer, and which transcript scores better based
on different metrics.

this factor, we picked the best performing k on
the training subset of the Clinician Transcript Pref-
erence (CTP) dataset (Sec. 3.2). We evaluated k
using 11 points evenly spaced between 0 and 1, and
performed the evaluation methodology in Sec. 3.2
for each. We then used this value for all subsequent
results and analyses.

3.2 Clinician Transcript Preference (CTP)
Dataset

In order to compare CBERTScore’s agreement with
human preference, we sent out a Qualtrics survey
to elicit judgment specifically from clinicians2. We
call this dataset the Clinician Transcript Preference
dataset (CTP), and we make it publicly available
on the Open Science Framework (OSF). To our
best knowledge, this is the first publicly available
dataset with clinician preferences of transcript er-
rors.

We collected data on 150 sentences. They were
divided into three groups, each containing 50 trials.
18 subjects with clinical backgrounds responded
to more than half the questions. Fig. 1 (left)
describes clinician backgrounds. Each participant
was randomly assigned to a group to ensure ap-
proximately uniform response coverage. For each
trial, participants are given a ground truth sentence
and two “transcripts" and asked to select the less
useful one or to indicate the two are about the
same. An example of such a triplet is as follows:

“Patient elects to go under Propofol sedation."
#1: Patient elects to go under Prilosec sedation.
#2: Patient selects to go under Propofol sedation.

The survey was designed to take no more than 20
min to minimize the cognitive strain on partici-
pants. One sentence was malformed, resulting in
149 sentences for the final dataset.

2Broadly defined as a person with extensive clinical experi-
ence or from a clinical research background, for our purpose.

3.2.1 Constructing the CTP triplets
To generate the triplets of (target, transcript #1,
transcript #2) used in the survey, we started by
downloading publicly available YouTube videos on
colonoscopies created by GI physicians and edu-
cational institutes. The target sentences were tran-
scribed by Google’s publicly available Speech-to-
Text medical dictation model (Soltau et al., 2021)
and manually checked for accuracy. Filler words
such as “uh" and repeated words were edited out.
Sentences longer than 30 words or less than 5 were
discarded.

For each target sentence, transcript #1 was gen-
erated by one of Google’s other, non-medical, pub-
licly available ASR models. Transcripts with an
edit distance(edi) outside [1, 3] were discarded.
This procedure generated 1220 candidate sen-
tences.

To ensure that the two transcripts were roughly
comparable in terms of fidelity, transcript #2 was
generated synthetically. We used a publicly avail-
able English word frequency dictionary(Goldhahn
et al., 2012) to select words in the target sentence
that were candidates for synthetic errors. Candi-
date words were at least 5 characters, appeared in
the 1M word dictionary fewer than 10 times, and
were not proper nouns. 486 candidate sentences
matched these criteria. Finally, transcript #2 was
generated by deleting the candidate word or manu-
ally substituting it with a phonetically similar word
or phrase3. We discarded similar sentences and se-
lected 150 triplets for the final survey. The ordering
of the two transcripts was randomized, and so were
the sentences.

3.2.2 Evaluating metrics on the CTP
To compare the ability of different metrics to agree
with rater preference from the CTP, we define a

3A Python fuzz search algorithm based on CMU Pronounc-
ing Dictionary was used for consistency.
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Figure 2: Comparison of different metrics’ agreement with human rater transcript preferences. Process of deriving a prediction
from metric values is described in Sec. 3.2. In all plots, "CBERTScore1.0“ is the performance from only the medical term
component (k = 1.0 in Sec. 3.1). "CBERTScore0.4“ uses the optimal value of k according to the train set. Left: Agreements
with clinicians on the CTP benchmark when labels are derived using majority voting. Center: Agreements with clinicians on the
CTP benchmark when restricted to questions with unanimous answers. Right: Agreement with speech pathologist raters on the
non-medical dataset, when restricting the data to cases where there is a fidelity difference between two candidate transcripts.

3-class classification problem as follows:

Predicted better transcript(M)(gt, t1, t2) =



t1 M(gt, s1)−M(gt, s2) > l

t2 M(gt, s1)−M(gt, s2) < −l
same else

where M is an evaluation metric, gt is the ground
truth sentence, and ti are the transcripts. Note
the predictions are reversed for the WER, since
lower values indicate higher fidelity. l is a free
variable, which we optimize separately for each
metric. We split the data into two halves, choose
the best performing l on one half, and report the
accuracy using that l on the second half.

3.2.3 Non-medical sentences

To demonstrate that CBERTScore doesn’t degrade
on non-medical speech, we compare the metrics’
agreement with rater preferences on a dataset with
annotations similar to (Tobin et al., 2022). Part of
this dataset consists of 5-tuples of (ground truth
sentence, transcript 1, transcript 2, assessment 1,
assessment 2), where the sentence assessments de-
scribe how much of the ground truth sentence’s
meaning is captured in the transcript. We used a
subset of 103 utterances from our annotated data
where the ratings were not the same, and at least
one transcript was rated as having “Major errors".
We report performance using a similar formulation
as on the CTP evaluation in Sec. 3.2.2: we frame
this as a 2-way classification problem (no cutoff is
needed since we exclude tuples that have the same
rating).

4 Results

4.1 Clinician responses

18 clinicians responded to a total number of 149
triplet questions. Each question had 5 or 6 re-
sponses. 78% of questions had more than half
agreement on which transcript was less useful and
42% had more than 80% agreement. Clinicians
thought transcripts were the same usefulness in
21% of cases.

4.2 Metric agreement on medical text

We report 3-way accuracy classification on the CTP
dataset using two labeling schemes (Fig. 2). In the
first, we only look at the questions where more
than half the respondents agreed. In the second, we
report accuracy on the questions where more than
4/5 of the respondents agreed. For both numbers,
we determine the cutoff from one half the data and
report accuracy on the second half.

First, the metric ordering by performance is
the same using both labeling schemes, and the
best CBERTScore medical weighting factor was
the same using both label schemes. Second,
BERTScore and CBERTScore are significantly
more closely aligned with clinician preferences
than other metrics. Third, CBERTScore weighted
entirely toward medical terms outperforms or ties
with BERTScore agreement. Fourth, the weighted
combination of medical and non-medical terms
outperforms other metrics in terms of clinician
agreement. Fifth, the medical component meaning-
fully improves the performance of CBERTScore
over BERTScore (75.9% vs 67.2% and 87.5% vs
84.4%).
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Figure 3: Fraction of cases where metric Y is correctly con-
ditioned on metric X and Y disagreeing. An indicator of how
similar the pattern of mistakes is between metrics.

4.3 Metric agreement on non-medical text

CBERTScore was the second best-performing met-
ric on non-medical text. Importantly, the addition
of the medical component did not degrade the per-
formance compared to BERTScore.

5 Discussion

5.1 Knowledge Graph medical terms wins
and losses on the CTP

The CTP (Sec. 3.2) had 127 distinct words that
were the source of transcript errors, and 684 dis-
tinct other words. The medically-relevant terms
used in the CBERTScore algorithm, identified pri-
marily from the Knowledge Graph as described
in Sec. 3.1.1, intersected with 99 of the 127 tran-
script error words. By manual inspection, 25 of
the 28 transcript error words in the CTP not in-
cluded in the CBERTScore word list were used
in a medical context but were not only medical in
meaning (ex. “surveillance", “tethered", and “lon-
gitudinal"). 3 of the 28 missed words did have a
primarily medical meaning, but were not included
in the CBERTScore list either due to errors in the
KG or errors in the queries generating the list (“co-
loguard", “colonoscope", “protuberance"). Some
of the words have a clear meaning in a medical
context, and could be manually added to the list for
future applications (“snare", “suctioning", etc.).

The CBERTScore word list included 100 words
that weren’t selected for transcript errors. Many of
these are medical in nature, but were not selected
for synthetic transcript errors via the method de-
scribed in Sec. 3.2 (ex. “endoscope", “hypoplastic",
“lymphoma").

5.2 CBERTScore performance on the CTP

5.2.1 CBERTScore wins
Fig. 3 left shows the degree to which better-
performing metrics subsume other metrics, or make
a different pattern of mistakes. The plot shows
the (Metric Y correct)/(Metric X and Y disagree).
Metrics that have higher clinician agreement and a
high fraction on this plot are strictly better, whereas
metrics with higher agreement but a low value in
this plot indicate that another metric might have
an additional signal. We see that CBERTScore is
nearly strictly better than the other metrics, with
the possible exception of METEOR (when they
differ, METEOR gives the correct rating in roughly
a third of cases).

There were some triplets that CBERTScore got
correct that no other metric did. The improvements
over BERTScore always involved a medical term,
and sometimes involved encouraging the metric to
prioritize medical mistakes (ex. "Marked the site
with 5 cc's of indigo carmine.“→ "Marked the site
with 5 cici's of indigo carmine.“ vs "Marked the
sight with 5 cc's of indigo carmine.“)

There were thirteen triplets that the neural word
embeddings predicted correctly that other metrics
did not. Many of these wins came from the strength
of neural word embeddings penalizing less for se-
mantically similar mistakes (ex. "Small burst of
coagulation to create a darkish white ablation.“→
"Small burst of coagulation to create a darkish
white oblation.“ vs "Small burst of coagulation
to create a dark white ablation.“). Furthermore,
BERTScore agreed with clinicians on some medi-
cal word mistakes, likely due to the BERT embed-
ding somewhat understanding when a transcript
error leads to a large semantic change in a medical
term (ex. "No ongoing infection or coagulopathy.“
→ "No on going infection or coagulopathy.“ vs
"No ongoing infection or glomerulopathy.“).

5.2.2 CBERTScore mistakes
Fig. 3 shows that METEOR made the most cor-
rect predictions when CBERTScore was incorrect.
Some mistakes are due to the KG medical list being
incomplete. For example, "longitudinal“ was not
included, but has medical meaning in clinical con-
texts (ex. "The longitudinal extent of the hot snare.“
→ "The long eternal extent of the hot snare.“ vs
"The longitudinal extend to the hot snare.“).

Another pattern of mistake is when a non-
medical adjective contains an error, but the ad-
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jective modifies a medical term in an important
way. For example, "vessel“ is a medical term, but
"feeding“ is not (ex. "This polyp is at high risk of
bleeding, with multiple feeding vessels.“→ "This
polyp is at high risk of bleeding, with multiple
seeding vessels.“ vs "This polyp is at high risking
bleeding, with multiple feeding vessels.“). This
suggests that future work might include modifica-
tions and dependencies when calculating clinical
importance.

Finally, a third pattern of mistake involves the
fact that METEOR penalizes complex correspon-
dences between candidate and reference sentences,
while CBERTScore only considers the best pair-
wise word matches. One example in the CTP pre-
serves most of the words, but reorders them (ex.
"Inject into the head of the polyp, another 1 to 2
cc.“ → "Injectant the head of the polyp, another
1 to 2 cc.“ vs "Inject into the head of the polyp,
another 1 2 to cc.“).

6 Conclusions

We present CBERTScore, a novel metric that com-
bines medical domain knowledge and recent ad-
vances in neural word embeddings. We collect and
release a benchmark of clinician rater preferences
on transcript errors, demonstrate that CBERTScore
is more closely aligned with clinician preferences,
and release the benchmark for the research com-
munity to continue to improve ASR in medical
contexts.
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Abstract

Assessing the capacity of numerical under-
standing of vision-and-language models over
images and texts is crucial for real vision-and-
language applications, such as systems for au-
tomated medical image analysis. We provide a
visual reasoning dataset focusing on numerical
understanding in the medical domain. The ex-
periments using our dataset show that current
vision-and-language models fail to perform nu-
merical inference in the medical domain. How-
ever, the data augmentation with only a small
amount of our dataset improves the model per-
formance, while maintaining the performance
in the general domain.

1 Introduction

Vision-and-language models have made great
progress on complex tasks, going beyond image
recognition and towards reasoning over images and
texts (Antol et al., 2015; Xie et al., 2019; Suhr
et al., 2019). Following the success of pre-trained
language models (Devlin et al., 2019, inter alia), re-
cent advances in vision-and-language models have
been made by the introduction of large-scale pre-
training (Li et al., 2019; Kim et al., 2021; Singh
et al., 2022). However, as with pre-trained lan-
guage models, it is unclear what information pre-
trained vision-and-language models learn and use
in their predictions, and what their limitations are.

While a large body of research (Naik et al.,
2018; Rozen et al., 2019; Ravichander et al., 2019;
Richardson et al., 2020) has provided challenging
reasoning tasks to probe the reasoning ability of
pre-trained language models, such work has been
more limited for vision-and-language models. Fur-
thermore, previous visual reasoning datasets are
usually provided by the general domain of images,
and analysis across different domains is desirable.

∗Equal Contribution.
1https://radiopaedia.org/cases/haemorrhagic-intracranial-

metastases-from-breast-cancer

Figure 1: The practical example of the need for visual
reasoning in the medical domain. (a) A magnetic reso-
nance imaging (MRI) image showing two brain metas-
tases1. (b) Treatment strategy depending on the lesion
number of brain metastases (modified from Gondi et al.
(2022), not for medical use).

Our focus is to investigate whether current
vision-and-language models have the ability to in-
fer numerical relationships between images and
texts in the medical domain, which is crucial for
real vision-and-language applications such as sys-
tems for automated medical image analysis. Con-
sider the example of images and textual descrip-
tions in a medical article presented in Figure 1.
The lesion number affects the treatment strategy
for diseases such as brain metastasis. If systems
can automatically judge whether the lesion num-
ber in given images matches that in arbitrary query
texts, they can support medical decision-making.
Recently, a vision-and-language model focusing on
the medical domain (Delbrouck et al., 2022) has
begun to be provided but is not yet fully developed.

With this motivation, we provide a visual
reasoning dataset focusing on numerical infer-
ence in the medical domain by adding annota-
tions to the previous medical image and cap-
tion dataset MedICaT (Subramanian et al., 2020).
We call our dataset MedVTE, which will be
publicly available at https://github.com/
ynklab/MedVTE. Using MedVTE, we investi-
gate the extent to which current pre-trained vision-
and-language models have the ability of numerical
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understanding on visual reasoning tasks across im-
ages and texts in the medical domain. The experi-
ments show that current models have much room
to perform numerical inference in the medical do-
main.

2 Background

2.1 Vision-and-language understanding

Regarding standard vision-and-language under-
standing tasks, SNLI-VE (Xie et al., 2019) is a
large general domain dataset for the Visual Textual
Entailment (VTE) task. The dataset consists of
image-sentence pairs annotated with a three-class
label (entailment, contradiction, or neutral), indi-
cating whether a premise image entails a hypothe-
sis sentence. There have been studies investigating
the counting ability of vision-and-language mod-
els on visual question-answering tasks and object
detection tasks (Chattopadhyay et al., 2017; Zhang
et al., 2018; Song and Qiu, 2018; Trott et al., 2018;
Acharya et al., 2019; Parcalabescu et al., 2021).
However, since previous studies only use datasets
in the general domain, it is unclear the extent to
which models can maintain the ability to under-
stand numerical expressions in the medical domain.

For visual reasoning in the medical domain,
Li et al. (2020) have compared the performance
of four pre-trained vision-and-language models
and traditional CNN-RNN models on two datasets
of thoracic findings classification tasks: MIMIC-
CXR (Johnson et al., 2019) and OpenI datasets.
The results showed that the pre-trained models out-
performed the traditional models. Our VTE dataset
gives a fine-grained analysis of the capacity of the
pre-trained vision-and-language models for numer-
ical understanding in the medical domain.

2.2 Clinical NLP

Clinical NLP is one of the practical fields of NLP,
and various reasoning tasks in the medical domain
have been provided. For sentence-level language
understanding tasks, emrQA (Pampari et al., 2018)
is a large-scale QA dataset on electronic medical
records, and MedSTS (Wang et al., 2020) is a re-
source for Semantic Textual Similarity (STS) tasks
in the medical domain. The most related dataset to
ours is MedNLI (Romanov and Shivade, 2018), a
physician-annotated Natural Language Inference
(NLI) dataset with premises extracted from clinical
notes. However, a recent study has reported anno-
tation artifacts in MedNLI (Herlihy and Rudinger,

2021). To avoid such undesired artifacts, we cover
a variety of numerical expressions.

3 MedVTE Datasets

We introduce MedVTE, visual reasoning datasets
in the medical domain involving numerical expres-
sions. MedVTE is composed of pairs of medical
images, captions, and three-class entailment labels
(entailment, contradiction, or neutral). MedVTE
focuses on the relationship between the number of
lesions, such as cancer in an image and the numeri-
cal expression in a text.

We created MedVTE by selecting examples
involving numerical expressions from MedICaT
dataset (Subramanian et al., 2020). MedICaT con-
tains 217,060 figure-caption pairs in medical arti-
cles, whose captions sometimes refer to the number
of the depicted lesions (e.g., tumors or nodules).
The selection is conducted by one medical expert.

3.1 Premise–hypothesis collection
In MedVTE, a premise is a MedICaT figure, and a
hypothesis is one complete sentence containing one
or more lesion numbers. We created 409 examples
for the MedVTE dataset in total.

Step 1. Cleaning We removed 58 MedICaT
figure–caption duplicate pairs. We also mitigated
occasional errors in MedICaT captions, such as
missing letters or interrupted sentences. Some
MedICaT captions are provided in two versions,
the one by the MedICaT authors and the other from
the S2ORC dataset (Lo et al., 2020). In such cases,
we always chose the longer one to avoid including
incomplete sentences.

Step 2. Figure collection We collected MedICaT
figure–caption pairs whose captions include lesion
numbers in a rule-based approach. We assigned
Penn Treebank part-of-speech (POS) tags (Marcus
et al., 1993) to all captions. We then applied a
spaCy rule-based matcher to accept only captions
having a numeral followed by a noun suggesting
lesions. This step left us 431 figure–caption pairs.
See Appendix A for details.

Step 3. Hypothesis collection Every MedVTE
hypothesis is a single sentence including one or
more lesion numbers. We collected hypotheses
by splitting captions into sentences and selecting
sentences containing at least one lesion number.

Sentence selection was performed in a rule-
based approach as in Step 2 followed by manual
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Figure 2: MedVTE examples. Premises are MedICaT figures and hypotheses are MedICaT caption sentences
containing numerical expressions of lesions. For each hypothesis, the strict label considers all information, and the
loose label is only determined by comparing lesion numbers. Corresponding lesion numbers are colored in orange,
yellow, and dark blue. Light blue spans indicate out-of-figure information, which is beyond the figure’s scope and
deemed unverifiable by the medical expert based on the figure alone.

reviews. In manual reviews, we removed erro-
neous lesion numbers where integers do not ac-
tually count lesions, such as cell line names Walker
256 tumor. We also excluded invalid premise
figure-hypothesis sentence pairs meeting the be-
low criteria:

• the figure file contains multiple article figures

• the hypothesis is not a single sentence

• the hypothesis does not make sense due to
ungrammaticality.

When multiple hypothesis sentences corre-
sponded to a single premise figure, we treated
each premise figure-hypothesis sentence pair as
an independent sample. We obtained 409 premise-
hypothesis pairs for 373 premise figures, where
430 lesion numbers appear in total.

3.2 Labeling

We assigned two types of entailment labels, strict
labels and loose labels, to premise-hypothesis pairs
on MedVTE.

Strict labels follow the common practice of anno-
tating visual reasoning datasets to compare all the

Models
Test

Train
SNLI-VE MVTEl MVTEs

ViLT
SNLI-VE 0.757 0.243 0.290
+MVTEl 0.757 0.443 0.366
+MVTEs 0.745 0.371 0.416

FLAVA
SNLI-VE 0.790 0.236 0.281
+MVTEl 0.791 0.428 0.356
+MVTEs 0.791 0.355 0.408

Table 1: F1-macro scores of each baseline model and
dataset. MVTEl and MVTEs indicate MedVTE anno-
tated with loose labels and strict labels, respectively.
+MVTEl indicates SNLI-VE mixed with MVTEl.

information, not only numerical one but also med-
ical background knowledge, of a premise figure
and a hypothesis sentence. However, we found that
the considerable number of strict labels became
neutral under given images because out-of-figure
information in hypothesis sentences (i.e., informa-
tion that is not acquired from images), such as “this
image was obtained six months after surgery,” is
necessary to judge their labels as entailment.

To realize separate assessments of the numeri-
cal reasoning abilities of models under only given
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images, we add loose label annotations rather than
editing hypothesis sentences. Loose labels only
compare numerical information of a premise figure
and a hypothesis sentence. This approach provides
an option to focus on numerical reasoning abilities
with loose labels, or to fully measure medical rea-
soning abilities with strict labels, which requires
expert knowledge to recognize out-of-figure infor-
mation.

The following is the definition of loose labels.
Details are available in Appendix C.

• entailment: All lesion numbers are consistent
with the premise figure

• contradiction: One or more lesion numbers
are smaller than those depicted in the premise
figure

• neutral: Either of the following is satisfied:
(i) one or more lesion numbers are larger than
those depicted in the premise figure although
the others are consistent, (ii) the number of le-
sion numbers cannot be determined only from
the premise figure, or (iii) no clauses remain
after removing out-of-figure information from
the hypothesis.

Figure 2 shows MedVTE examples. In the
top and middle examples, their loose labels are
the same as their strict labels. In the bottom
example, its loose label is different from its
strict label with the consideration of out-of-figure
information. The distribution of loose labels in
MedVTE is (entailment, neutral, contradiction) =
(310, 95, 4), and that of strict labels
is (entailment, neutral, contradiction) =
(208, 197, 4).

4 Experiments and Analysis

4.1 Experimental setup

Models Vision-and-language models are catego-
rized into three broad types based on their en-
coding style, fusion encoder, dual encoder, and
a combination of both. We used two vision-and-
language models for our experiments: a Vision-and-
Language Transformer model (ViLT) (Kim et al.,
2021) and a Foundational Language And Vision
Alignment model (FLAVA) (Singh et al., 2022).
ViLT is a fusion-encoder style model which has
112M parameters. FLAVA is a fusion-encoder plus

dual-encoder style model which has 243M param-
eters. See details of pre-training datasets for each
model in Appendix D.

Training For baseline models, we use vision-
and-language models fine-tuned with the training
set of SNLI-VE. We split the MedVTE dataset as
train:test=306:103 and evaluate the performance of
the models on the MedVTE test set. To investigate
whether a small portion of additional training data
in the medical domain contributes to knowledge
transfer for visual reasoning, we evaluate models
fine-tuned with the SNLI-VE training set mixed
with the MedVTE training set. We fine-tune the
models for three epochs for each dataset and use
F1-macro scores for evaluation metrics. Details on
the hyperparameters can be found in Appendix D.

4.2 Baseline results
Table 1 shows baseline results. While both
ViLT and FLAVA models trained with SNLI-VE
achieved around 75% on in-domain SNLI-VE, their
performance was very low on MedVTE.

When we evaluated models trained with SNLI-
VE mixed with a subset of MedVTE, the perfor-
mance on MedVTE was improved while maintain-
ing the performance on SNLI-VE. However, the
overall performance on MedVTE was still lower
than 50%. This indicates that numerical inference
in the medical domain is challenging for vision-
and-language models even when they train with a
subset of MedVTE. Regarding the difference be-
tween loose labels and strict labels with a subset of
MedVTE, the performance improvement on Med-
VTE strict labels was lower than that on loose la-
bels. This suggests that the ability to use out-of-
figure information is difficult to obtain from the
data augmentation.

5 Conclusion

We created the visual reasoning dataset MedVTE,
focusing on numerical understanding in the med-
ical domain. The experiments using MedVTE
showed that current vision-and-language models
struggled with performing numerical inference in
the medical domain. However, the data augmen-
tation with only a small amount of our MedVTE
dataset improved the model performance, while
maintaining the performance in the general domain.
In future work, we increase the size of our Med-
VTE dataset and make further analysis of vision-
and-language models to investigate the extent to

11



which the size of a fine-tuning dataset affects the
performance of numerical inference in the medical
domain. Improving automated numerical vision-
and-language understanding in the medical domain
could aid therapeutic decision-making that depends
on lesion numbers.

6 Limitation

Since hypothesis sentences were created and la-
beled by medical experts, the size of our current
dataset is small. In particular, the number of exam-
ples of contradiction is small because the hypoth-
esis sentences were created based on captions to
efficiently construct our dataset. However, we can
increase the number of examples of contradiction
by rewriting phrases in the hypothesis sentences.
The claim of this study is that we can relatively effi-
ciently create a VTE dataset in the medical domain
from the existing image caption dataset, and can
empirically demonstrate the challenges of current
vision-and-language models on the VTE dataset.
Although increasing the data size is an important
next step, it is beyond the scope of this paper.
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A Sample selection rules

This section explains detailed MedVTE sample
selection rules.

We employed rule-based approaches to select
figure-caption pairs from the MedICaT dataset so
that all sampled captions refer to the number of
lesions.

We selected sentences in the MedICaT captions
containing LESION-NUMBER-EXPRESSIONs. We
defined a LESION-NUMBER-EXPRESSION as any
token subsequence of a single sentence of a caption
that satisfies all of the following Rules 1 to 3:

• Definition 1. COMPARATIVE is a string whose
lowercase form is either at least, at most, more
than, or less than.

• Definition 2. NUMBER is a single token whose
Penn Treebank part-of-speech (POS) tag (Mar-
cus et al., 1993) is CD (cardinal number).

• Definition 3. LESION-NOUN is a single token
whose POS tag is either NN (noun, singular
or mass) or NNS (noun, plural).

• Rule 1. A LESION-NUMBER-EXPRESSION

must be a concatenation of COMPARATIVE,
NUMBER, and LESION-NOUN in this order,
or a concatenation of NUMBER and LESION-
NOUN in this order.

• Rule 2. The lemma of LESION-NOUN must be
either cancer, lesion, mass, metastasis, nod-
ule, or tumor.

• Rule 3. A LESION-NUMBER-EXPRESSION

must not appear immediately after a token
whose lowercase form is either figure, figures,
fig, figs, patient, case, day, sample, type, cate-
gory, group, grade, level, stage, rads, pirads,
birads, cin, score, likert, c, t, l, s, segment, gs,
suv, +, +1, +2, +3, +4, +5, mm, cm, mm2,
cm2, mm3, or cm3.

In our implementation, we first assigned POS
tags to all MedICaT captions using Berkeley Neu-
ral Parser (Stern et al., 2017; Kitaev and Klein,
2018; Kitaev et al., 2019). We then built a spaCy
rule-based matcher and applied it to all parsing
results.

Figure 3: Distribution of the quantity of 424 of the 430
lesion numbers in the MedVTE hypotheses. Note that
the remaining six lesion numbers are excluded because
they appear immediately after a comparative expression
such as “at least” or “more than.”

B Dataset statistics

Of the 409 MedVTE premise-hypothesis pairs, 300
(73.3%) have radiological premise figures, twelve
(2.9%) have scopic premise figures, and the remain-
ing have other various types of premise figures in-
cluding histopathological images.

MedVTE contains 430 lesion numbers in total
because three of the 409 hypotheses (0.7%) contain
three lesion numbers, fifteen hypotheses (3.7%)
contain two lesion numbers, while the remaining
391 hypotheses (95.6%) contain one lesion number.

Six of the 430 lesion numbers (1.4%) include
comparative expressions, four of which are associ-
ated with “at least” and the others are accompanied
by “more than.” Figure 3 shows the distribution
of the remaining 424 lesion numbers. The most
frequent lesion number is two, occurring 223 times
in the dataset (52.6%). 398 lesion numbers (92.6%)
are between one and five, and fourteen lesion num-
bers (3.3%) are greater than ten.

C Details of labeling

C.1 Loose labels

Each MedVTE premise image consists of one or
more subfigures that are often excerpts of a vast
series of radiological, pathological, or endoscopic
images. Therefore, it must be considered that the
premise image may not reflect the entire patient
and may contain only a subset of the lesions that
are actually present, or conversely, the same lesion
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Figure 4: Another example of MedVTE. The four subfigures outlined in yellow apparently have six lesions. However,
the medical expert has determined that the yellow subfigures demonstrate five lesions and assigned entailment label
because it is explainable that the lesion numbered “3” repeatedly appears in the second and third subfigures at the
different levels.

may repeatedly appear across multiple subfigures
as in Figure 4. This phenomenon is prevalent not
only in the medical articles from which MedVTE
originates but also in the real-world clinical prac-
tice that we target for application.

We regard each hypothesis as a set of proposi-
tions. For each proposition addressing the lesion
number in the hypothesis sentence, the following
procedure was employed to determine the veracity
or falsity.

(a) If the medical expert determines that the
quantities are equal in the premise figure and the
hypothesis sentence, the proposition is supported.

(b) When the lesion number in the hypothesis
sentence apparently exceeds that in the premise
figure, the medical expert is requested to carefully
review the premise figure and determine if the gap
can be explained by the following reason:

• The original caption is correct, but the medical
expert initially missed some lesions due to
subtle image findings.

If so, the hypothesis is supported. Otherwise, the
loose label is neutral because it is impossible to
judge which of the following is happening:

• The original caption is correct, but the premise
figure does not show all the lesions

• The original caption has overcounted the le-
sions.

(c) When the lesion number in the hypothesis
sentence appears to be smaller than the premise
figure, the medical expert is asked to examine the
premise figure again and determine which of the
following is the most convincing:

• The original caption is correct, but the medical
expert initially overcounted the lesions due to
equivocal image findings

• The original caption is correct, but the medical
expert initially overcounted the lesions due to
the same lesion repeatedly appearing across
multiple subfigures

• The original caption has undercounted the le-
sions.

In the first or second case, the hypothesis is sup-
ported. In the last case, the loose label is contradic-
tion.

C.2 Strict labels
When a hypothesis contains propositions that can-
not be judged true or false from the premise im-
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age alone, we consider it out-of-figure information.
The following are examples of propositions that we
regard as out-of-figure information:

• Mention to other figures than the premise fig-
ure (e.g., “show no enhancement on arterial
phase images of MRI and on the arterial phase
of CT scan (not shown)”)

• Numerical values for elapsed time, such as
days, months, or years (e.g., “Axial contrast-
enhanced CT six weeks pre-RF ablation (a)
demonstrates two lesions”)

• Specific lesion size numbers (e.g., “The two
nodules were 1.2 cm in diameter”).

If the hypothesis sentence includes out-of-figure
information, we set the strict label to neutral re-
gardless of the loose label. Otherwise, the strict
label is the same as the loose label.

D Model details

ViLT is pre-trained on MSCOCO (Lin et al.,
2014)+VG (Krishna et al., 2017)+CC (Sharma
et al., 2018)+SBU (Ordonez et al., 2011). FLAVA
is pre-trained on filtered YFCC100M (Thomee
et al., 2015)+CC12M (Changpinyo et al.,
2021)+WIT (Srinivasan et al., 2021)+Red-
Caps (Desai et al., 2021)+LN (Pont-Tuset et al.,
2020)+MSCOCO+VG+CC+SBU.

We basically adopted models and parameters im-
plemented in transformers2. We attached a 2-layer
classifier head ourselves for FLAVA since there was
no model implementation for classification tasks in
the library. Table 2 and Table 3 show hyperparame-
ters in ViLT and FLAVA models, respectively.

2https://huggingface.co/docs/transformers/v4.20.1/en/index

Hyperparameter Value
Encoder
hidden size 768
number of heads 12
number of layers 12
intermediate size 3072
dropout probability 0
patch size 32× 32
input image size 384× 640

Classifier Head
hidden size 768
Others
text vocabulary size 30522
Training
epochs 3
gradient accumulation steps 3
per device batch size 48
learning rate 5e-05
AdamW weight decay 0
AdamW β1 0.9
AdamW β2 0.999

Table 2: Hyperparameters in ViLT
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Hyperparameter Value
Image Encoder
hidden size 768
number of heads 12
intermediate size 3072
number of layers 12
dropout probability 0
patch size 16× 16
input image size 224× 224

Text Encoder
hidden size 768
number of heads 12
intermediate size 3072
number of layers 12
dropout probability 0
Multimodal Encoder
hidden size 768
number of heads 12
intermediate size 3072
number of layers 6
dropout probability 0
Classifier Head
hidden size 1536
Others
text vocabulary size 30522
image dVAE codebook size 8192
Training
epochs 3
gradient accumulation steps 3
per device batch size 24
learning rate 1e-05
learning rate schedule linear
warmup updates 2000
AdamW weight decay 1e-02
AdamW β1 0.9
AdamW β2 0.999

Table 3: Hyperparameters in FLAVA
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Abstract

Valuable datasets that contain sensitive infor-
mation are not shared due to privacy and copy-
right concerns. This hinders progress in many
areas and prevents the use of machine learning
solutions to solve relevant tasks. One possible
solution is sharing models that are trained on
such datasets. However, this is also associated
with potential privacy risks due to data extrac-
tion attacks. In this work, we propose a solution
based on sharing parts of the model’s parame-
ters, and using a proxy dataset for complimen-
tary knowledge transfer. Our experiments show
encouraging results, and reduced risk to po-
tential training data identification attacks. We
present a viable solution to sharing knowledge
with data-disadvantaged parties, that do not
have the resources to produce high-quality data,
with reduced privacy risks to the sharing parties.
We make our code publicly available.1

1 Introduction

NLP research in many areas (e.g., healthcare) is
hindered by the unavailability of publicly-available
datasets. Even though such datasets might be avail-
able for some researchers, sharing them with the
community is problematic in many cases due to
privacy and copyright concerns (Liu et al., 2021).

De-identifying sensitive information in such
datasets is a potential option. However, depend-
ing on the nature of the data, the utility of the
data might be negatively affected (Jordon et al.,
2021) when de-identifying the data. Sharing a
model that is trained on the data instead of directly
sharing the data itself is another option (Lehman
et al., 2021). The shared model transfers knowl-
edge gained from raw data and is beneficial in many
cases (e.g., when an institute is interested in solving
the same task, but lacks enough data). However,
sharing the model is also associated with potential
re-identification risks (Carlini et al., 2021).

1https://github.com/paulyoussef/ppkt/

Instead of directly sharing models or data, data-
free knowledge distillation (DF-KD) aims to trans-
fer the knowledge from a large teacher model to
a smaller student model without relying on any
task-specific data, i.e., data that has been used to
train the teacher model. Instead, many approaches
make use of a proxy dataset (Krishna et al., 2020)
to facilitate the knowledge transfer.

In this work, we propose a solution to the prob-
lem of sharing knowledge between models in a
privacy-preserving manner. Our solution depends
on sharing parts of the model, and using a proxy
dataset for complementary knowledge transfer. Par-
tially sharing the model mitigates potential privacy
risks. Further training on a proxy dataset helps
compensating the loss caused by the absence of the
non-shared parts of the model.

We experiment on two datasets for text classifica-
tion from the clinical domain, AP (Gao et al., 2023)
for relation classification and MedNLI (Romanov
and Shivade, 2018) for natural language inference,
and show that our approach substantially improves
the performance of a student model trained only
on a proxy dataset. Additionally, we show that
the resulting model cannot be leveraged to reliably
identify the original training data.

Teacher StudentMedNLI
AP labels

MedNLI
with

frozen, teacher model is used 
only for inference 

training on data 
from MedNLI 
with AP labels

Figure 1: The process of using the proxy dataset,
MedNLI, to indirectly train the student model on the
target task, AP. Left: MedNLI is labeled with AP la-
bels using a teacher model that was trained on AP be-
fore. Right: Training the student model with the proxy
dataset, i.e., MedNLI inputs and AP labels.
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2 Related Work

Knowledge distillation (KD). The goal of knowl-
edge distillation is to transfer knowledge from a
large teacher model to a student model of a smaller
size. Hinton et al. (2015) propose training the
student model such, that its output distribution
matches the output distribution of the teacher. In or-
der to distill knowledge from BERT (Devlin et al.,
2019) into a smaller transformer architecture, Sanh
et al. (2019) additionally use the masked language
modeling loss used to pre-train BERT and a cosine
embedding loss in order to make the hidden repre-
sentations from both models more similar on the
original pre-trainig corpus of BERT. Haidar et al.
(2022) randomly choose two intermediate layers
from the teacher and the student and train the stu-
dent’s layer to produce similar representations to
that of the teacher. In our method, we make use of
the teacher’s hard predictions, and do not assume
access to its outputs distribution.

Data-free knowledge distillation (DF-KD).
Even though the teacher’s training data can be used
in KD, the DF-KD setting assumes the unavailabil-
ity of such data. Lopes et al. (2017) aim to recon-
struct the teacher’s training set using the teacher’s
activation records on the same data. Rashid et al.
(2021) use an adversarial generator to generate out-
of-domain data, on which the teacher and student
disagree the most, and then use this data to train
the student. Krishna et al. (2020) show that it is
possible to extract a model using its predictions on
nonsensical data, but put no restrictions on the size
of the model. Our work assumes the availability
of a proxy dataset from a related task and that the
teacher and the student share the same architecture.

Data extraction from language models. Car-
lini et al. (2021) show that it is possible to extract
training data from GPT-2 (Radford et al., 2019).
Huang et al. (2022) experiment on GPT-Neo (Gao
et al., 2020) and show that it could leak sensitive
information, but the chances of extracting infor-
mation about a specific user are small because
of the model’s weak association abilities. Simi-
lar work that targets BERT (Vakili and Dalianis,
2021; Lehman et al., 2021) suggests that extracting
sensitive information from BERT is unlikely, but
robustness against more sophisticated attacks can-
not be guaranteed. Membership inference attacks,
that aim to identify whether certain data instances
have been used to train the model, show some suc-
cess against BERT (Shejwalkar et al., 2021). We

conduct a membership inference attack, in order
to inspect if the student models we produce can be
used to identify the teacher’s training examples.

3 Problem Statement

Let T be a teacher model, trained for a specific task
target on training data Dtarget and S be a student
model with the same architecture, but untrained.
We are interested in transferring the knowledge
captured by T on Dtarget to S without providing S
any access to Dtarget. Ideally, S cannot be used to
identify any data from target. S can be trained on
any data that does not come from the same distribu-
tion as Dtarget. We refer to such data as Dproxy. T
can provide predictions on Dproxy based on what
it has learned on Dtarget. We measure the perfor-
mance of both, T and S, using a held-out test set
from target, which we refer to as D

′
target.

4 Method

Our method for transferring knowledge from T to
S without using any task-specific data, consists of
two parts: 1) partial parameter sharing, 2) finetun-
ing on a proxy dataset.

Partial parameter sharing. Since T and S have
the same architecture, we copy parameters from N
non-adjacent layers of T , and use them directly in
the corresponding position in S, in order to facili-
tate knowledge transfer from T to S. We consider
sharing only non-adjacent layers from T , since hav-
ing several consecutive layers in their initialized
state might result in representations of lower qual-
ity. We keep the parameters from T fixed during
the later finetuning step to avoid degrading to pa-
rameters of lower quality. Since the parameters
from T reflect a compressed version of the data,
we conjecture that partially sharing them provides
S only with a distorted and partial view of Dtarget.

Finetuning on a proxy dataset. Sharing param-
eters in the first step only affects N layers from S,
the rest of the layers in S are kept in their state from
pre-training, and the task-specific parameters are
randomly initialized. In order to make these layers
contribute to the knowledge transfer as well, we
finetune the model using the proxy dataset Dproxy.
Note that Dproxy contains data that are not part
of target, but that are artificially labeled using T .
Hence, Dproxy can be unlabeled. This process is
depicted in Figure 1. We only use hard predictions
from T , i.e., we only use the class with the highest
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probability as label and do not use T ’s probability
distribution over all classes. We leave experiment-
ing with T ’s probability distribution over all classes
for future work. To train the student model, we use
the cross-entropy loss:

LCE = −
C∑

c=1

yt,c log(ys,c) (1)

where C is the number of classes, yt,c ∈ {0, 1}
is the teacher’s prediction, indicating if the input
belongs to the c-th class or not, and ys,c is the
students’ model probability for class c.

5 Experimental Setup

In this section, we describe the data and the experi-
ments we design to evaluate our proposed method
for knowledge transfer.

5.1 Data

We use two datasets in our experiments. The first
one, AP, acts as the target task, whose data should
be kept private. The second dataset, MedNLI, is
larger and we use it as a proxy dataset to transfer
knowledge from the teacher model. Table 1 pro-
vides statistics on both datasets, and Table 2 shows
an example from each dataset.

The Assessment and Plan Relation Labeling
(AP) (Gao et al., 2023) dataset is based on clin-
ical notes from MIMIC-III v1.4 (Johnson et al.,
2016). Each instance consists of an assessment that
describes the current state of the patient and her ac-
tive health problems, a plan that handles a specific
problem, and a label that describes the relation be-
tween the assessment and the plan (direct, indirect,
neither or irrelevant). We set the training and test
sets of AP to be Dtarget and D

′
target respectively,

i.e., AP is our target task.
The Medical Natural Language Inference

(MedNLI) (Romanov and Shivade, 2018) is a
dataset for medical language inference. Each in-
stance consists of a premise, a hypothesis and a
label belonging to one of three classes (entailment,
neutral and contradiction) depending on whether
the hypothesis can be entailed from the premise or
not. The premise sentences are taken from MIMIC-
III v1.3 (Johnson et al., 2016), whereas the hypoth-
esis sentences were generated by clinicians. We set
MedNLI to be Dproxy, i.e., MedNLI is the proxy
dataset, that we label with the teacher, and use for
complementary knowledge transfer.

Training Dev Test len1 len2

AP 4633 467 667 40 51.0
MedNLI 11232 1395 1422 20 5.8

Table 1: Dataset statistics. leni refers to the average
length of the i-th input in tokens. Note that we do
not use the test set of MedNLI, the evaluation is done
on AP’s test set. We report the size of the test set for
completeness.

AP
Input1 64M with EtOH cirrhosis, Afib, ad-

mit with upper GI bleed... Label:
DirectInput2 Anemia. Predominary acute blood

loss

MedNLI
Input1 She has cough with sputum, occa-

sional blood streaks but no gross
blood.

Label:
Contra-
dictionInput2 The patient has normal lungs

Table 2: Examples from AP and MedNLI

5.2 Target Task Performance

The goal of this experiment is to compare the per-
formance of the teacher model with the perfor-
mance of several student models:

• student-none: a student that depends only on
the proxy dataset, MedNLI, to learn the target
task.

• student-3: a student model with 3 non-
adjacent layers from the teacher. We select
the first 3 layers with even indices.

• student-6: the same as student-3, but with 6
layers instead of 3.

We use BERT base-cased (Devlin et al., 2019),
which consists of 12 encoder layers, as a base
model for both the teacher and the student. Note
that other domain-specific BERT-based models
(e.g., BioClinicalBERT (Alsentzer et al., 2019))
perform better on both tasks. However, these mod-
els are pre-trained on data from MIMIC, and we
wanted to avoid confounding our results by this
factor. We initially train the teacher model on the
AP training set for 3 epochs, with a learning rate of
5× 10−5, store a model checkpoint every 20 steps
and select the checkpoint with the highest Macro-
F1 on the validation set. Similarly, we finetune the
student model for 1 epoch using the proxy train
and validation sets after substituting some layers
(in the case of student-3 and student-6).
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5.3 Training Data Identification

The goal of this experiment is to evaluate to what
extent the different student models can be used to
re-identify training data from the target task, AP,
compared to the teacher model.

We create a synthetic dataset of positives (real
training data from AP), and negatives (other data).
To keep the task challenging, we create negatives
by identifying medical entities in the positive exam-
ple, and replacing these by other randomly chosen
entities of the same type. We use a clinical NER
model (Zhang et al., 2021) to annotate the entities
of type: problem (e.g., diseases), treatment (e.g.,
medications), and test (e.g., diagnostic tests). We
restrict the number of replacements to 4 in each
instance (2 in each input part). Our final dataset
consists of 100 positive and 100 negative examples.

We evaluate the capability of the models to iden-
tify training data after finetuning on the proxy
dataset in case of the student models, and after
finetuning on the AP dataset in case of the teacher
model. We use the positive and negative examples
as input to all models, and extract their respective
representations of the [CLS] token from the last
layer. This representation is often used as an input
to a linear layer, which outputs the final predictions
in classification tasks in BERT.

After extracting the representations for the pos-
itive and negative examples, we train a logistic
regression model using 4-fold cross validation to
predict whether the provided representations consti-
tute real training data or not. Note, that this setting
assumes the availability of labeled data to train the
logistic regression model, i.e., access to original
training data of the model under attack. However,
this data should be difficult to acquire in practice.
We follow other authors (e.g., (Shejwalkar et al.,
2021)) in assuming the availability of such data.

6 Results and Discussion

The results for the experiments explained in Sec-
tions 5.2 and 5.3 are shown in Table 3. The results
show that the teacher model performs the best on
AP’s test set. This is not surprising, given that
the teacher is trained on data that is quite similar
to the test data. The gains in performance from
training only on the proxy dataset from MedNLI,
without sharing any parameters, are limited (see
student-none). This might be attributed to the fact
that the datasets are still different, even though they
come from similar tasks (e.g., AP’s inputs are much

AP Performance Identification
(Macro-F1) (Accuracy)

majority 11.2 50.00
teacher 76.9 67.40

student-none 27.1 56.35
student-3 39.0 54.65
student-6 59.3 56.89

Table 3: Performance of all models on AP’s test set
(section 5.2), and the training data identification task
(section 5.3). Majority refers to a majority baseline.
The best performing model overall is bold. The best
performing among the student models is underlined.

longer than MedNLI’s, cf. Table 1). Grafting the
student models with parameters from the teacher
substantially improves the performance. This is
especially apparent as the number of shared layers
is increased to six.

However, the good performance of the teacher
model on AP makes it more susceptible to the train-
ing data identification attack. Indeed, the results in
the second column show that the representations
from the teacher model are more helpful in iden-
tifying the training data than the representations
extracted from the student models. The student
models in general perform poorly in identifying
the real training examples from AP, and their per-
formance is close to that of the majority baseline.
This suggests that sharing parameters with student
models is harmless, as the representations we ex-
tract from them cannot be reliably used to identify
the original training data of the teacher.

7 Conclusion

In this work, we presented an approach to tackle
knowledge transfer between two parties: a teacher,
that is trained on sensitive data, and a student
model, that lacks enough data to be trained, but
is interested in learning the same task. Our solution
depends on the teacher partially sharing some of its
parameters with the student, and providing it with
predictions on an unlabeled proxy dataset that is
different from the target dataset. Our experimental
results indicate that the proposed solution is ef-
fective in knowledge transfer, and associated with
reduced risks to potential training data identifica-
tion attacks. In future work, we will look into using
other model architectures, use more tasks for eval-
uation, take into account more advanced privacy
attacks and consider cross-lingual settings, where
the teacher and student use different languages.
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Abstract
Alzheimer’s Disease (AD) is a neurodegener-
ative disorder that affects cognitive abilities
and memory, especially in older adults. One
of the challenges of AD is that it can be dif-
ficult to diagnose in its early stages. How-
ever, recent research has shown that changes
in language, including speech decline and dif-
ficulty in processing information, can be im-
portant indicators of AD and may help with
early detection. Hence, the speech narratives
of the patients can be useful in diagnosing the
early stages of Alzheimer’s disease. While
the previous works have presented the poten-
tial of using speech narratives to diagnose AD
in high-resource languages, this work explores
the possibility of using a low-resourced lan-
guage, i.e., Hindi language, to diagnose AD.
In this paper, we present a dataset specifically
for analyzing AD in the Hindi language, along
with experimental results using various state-
of-the-art algorithms to assess the diagnostic
potential of speech narratives in Hindi. Our
analysis suggests that speech narratives in the
Hindi language have the potential to aid in the
diagnosis of AD. Our dataset and code are
made publicly available at https://github.
com/rkritesh210/DementiaBankHindi.

1 Introduction

Alzheimer’s Disease (AD) is the most typical kind
of dementia, characterized by a specific pattern of
cognitive and functional deterioration brought on
by aging that may eventually lead to death (Soria
Lopez et al., 2019). This condition is mostly seen
in adults over 60. Hampel et al. (2011) predicted
that by 2040, more than 80 million people would
be affected by dementia globally, up from an esti-
mated 24 million in 2001.

In the early stages of AD, it is common to
experience subtle language impairments such as
problems with word finding and comprehension,
the use of incorrect words, ambiguous referents,
loss of verbal fluency, speaking too much or too

loudly, repeating ideas, straying from the topic,
which worsens in the moderate and severe stages
(Meghanani et al., 2021). This shows that the tem-
poral aspects of spontaneous speech are impacted
by this disease. With the advancement of tech-
nology, machine learning approaches have been
widely applied in the early diagnosis of AD uti-
lizing neuroimaging scans such as Magnetic Res-
onance Imaging (MRI) and Positron Emission To-
mography (PET) (Thapa et al., 2020b). However,
this technique for identifying AD patients from
Control Normal (CN) is limited to medical person-
nel (Thapa et al., 2020b). Szatloczki et al. (2015)
showed that linguistic analysis could be used to
identify AD more accurately than other types of
cognitive testing. The temporal features of spon-
taneous speech, such as speech pace, frequency,
and length of pauses, are sensitive detectors of the
early stage of the illness, allowing an early and
straightforward linguistic screening for AD. Thus,
speech might be a straightforward but crucial char-
acteristic that can be utilized to create potent AI
models for AD diagnosis.

Through groundbreaking advancements in NLP,
machines are now able to comprehend human lan-
guage with unprecedented accuracy, unlocking a
new realm of possibilities for data analysis and
knowledge extraction (Naseem et al., 2021). Due
to its ability to analyze language patterns and de-
tect small alterations that may signal cognitive de-
terioration, NLP has grown in prominence in iden-
tifying AD (Thapa et al., 2022). NLP has been
used to diagnose AD largely in high-resource lan-
guages like English. However, there is potential
for this approach to be adapted to the low-resource
languages in developing countries, including those
spoken in India. Therefore the motivation behind
this work is to promote the use of automated NLP-
based tools for detecting AD in a low-resource lan-
guage. Such a method will result in an accurate,
quick, and economical AD diagnosis. Our contri-
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butions are as follows:

• A new dataset for the low-resource language,
Hindi, is created. The dataset (Dementia-
BankHindi) includes transcripts from 168 pa-
tients with Alzheimer’s disease (AD) and
98 healthy control normal (CN) participants.
The scientific community is expected to ben-
efit from this original dataset.

• Using Hindi transcripts, an NLP-based
methodology is given for the early diagno-
sis of AD patients. We have also explored
how various machine translation-based sys-
tems perform in diagnosing AD using Hindi
transcripts.

2 Related Works

In recent times, there has been significant research
in the field of detecting AD using data-driven ap-
proaches (Adhikari et al., 2022). The rapid growth
of NLP techniques has led to increased utiliza-
tion of speech and linguistic features for detecting
AD. Consequently, machine learning (ML) tech-
niques are extensively employed in this domain.
Classical ML-based methods require manual fea-
ture engineering. Such feature extraction methods
can vary widely for different languages and can
get outdated easily for evolving languages (Thapa
et al., 2020a). Driven by the limitation of manual
feature engineering of classical ML methods for
such a diverse and complex task, in more recent
times researchers have leveraged deep learning
methods for the detection of AD. Karlekar et al.
(2018) applied three neural models Convolutional
Neural Network (CNN), Long Short-Term Mem-
ory (LSTM), and a stronger CNN-LSTM for de-
tection of AD against CN on transcripts of Demen-
tia bank’s dataset of cookie theft picture descrip-
tion. With their initial approach, they were able to
achieve an accuracy of 82.8%, 83.7%, and 84.9%
for the CNN, LSTM, and CNN-LSTM architec-
ture respectively. But when fed with POS-tagged
data, their best-performing model CNN-LSTM
model achieved an accuracy of 91.1%. Wang et al.
(2021) took a multimodal approach where they
also leveraged acoustic features for dementia de-
tection. They used a CNN-attention Network and
explored audio-based, text-based, and multimodal
approaches using both audio and text-based fea-
tures. They reported that a multimodal approach
(C-Attention-Unified model) using Linguistic fea-

tures and X-vector (acoustic) features performed
best and could detect AD with an accuracy of
77.2% and an F1 score of 0.763.

Work has also been done for the detection of
AD in languages other than English. Guo et al.
(2020) proposed an autoencoder-based method to
augment the Mandarin corpus (Liu et al., 2019)
with a larger English dataset from DementiaBank
and used a contrastive learning method based on
BERT embeddings. With the data augmentation
method, they achieved an accuracy of 81.6% in
AD prediction. Rentoumi et al. (2017) used a
dataset of transcripts of Boston cookie theft pic-
ture descriptions in the Greek language. The sam-
ples were obtained from native Greek Speakers
diagnosed with Alzheimer’s and normal controls.
They extracted a total of 10 features based on Lex-
ical and Syntactic measures and employed Naive
Bayes (NB) and SVM with SMO (Sequential Min-
imal Optimization) classifiers.

Though extensive work has been done in the
field of dementia detection for widely used lan-
guages such as English and Mandarin (Chinese)
as per WHO’s report, 58% of dementia patients
worldwide belong to low-income, middle-income
countries (Chen et al., 2019). This highlights
the importance of building NLP-based diagnos-
tic tools for lesser-known and low-resource lan-
guages. India as one of the lower-middle-income
(Review, 2023) countries, is estimated to have de-
mentia prevalence in 7.4% of the population, for
ages 60 and above, resulting in about 8.8 million
Indians older than 60 years living with dementia
(Lee et al., 2023). Hindi is the most spoken lan-
guage in India and to the best of our knowledge,
no work has been done in the Hindi language for
the detection of Alzheimer’s disease. Thus, we be-
lieve our annotated dataset could serve as a step-
ping stone toward the detection of AD in the Hindi
language and would contribute to further research
in this field.

3 Dataset

DementiaBank’s Pitt Corpus is utilized in this
study. DementiaBank results from an experiment
conducted by Becker et al. (1994) that contains
audio recordings and transcripts for the Boston
Cookie Theft picture description task. The task
required the participants to describe a scene, as
shown in Figure 1.

The transcription for the recordings was done
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Figure 1: Boston cookie theft picture. This picture is
widely used in the diagnosis of AD where patients are
made to describe the scene.

manually using the CHAT (Codes for the Human
Analysis of Transcripts) protocol (MacWhinney,
2017). The experiment consisted of 292 partic-
ipants, with 194 having some sort of dementia.
This resulted in 309 transcripts for the dementia
category, as some participants had multiple record-
ing sessions. This study deals with AD diagnosis.
Thus, only the 255 transcripts from 168 AD pa-
tients and 244 transcripts from 98 CN participants
were used in the study. Table 1 gives the demo-
graphics of the participants of the experiment.

Attributes AD CN
No. of subjects 168 98

Sex 113F / 55M 67F / 31M
Avg. Age 71.2 64.7

Avg. MMSE 19.9 29.1

Table 1: Demographics of the participants.

The transcriptions of recordings are accessible
in English, which were translated into Hindi by
three fluent Hindi speakers. We decided on man-
ual translation since it is more likely to capture the
social subtleties needed for the language.

We also created four more datasets using neu-
ral machine translation. BLEU (Bilingual Evalua-
tion Understudy) score (Papineni et al., 2002) was
used to compare machine translation against man-
ual translation. mBART-50 (Tang et al., 2020),
Google Translate, M2M-100 (Fan et al., 2020),
and OPUS-MT (Tiedemann and Thottingal, 2020)
were used as translation models. The BLEU score
for each translation model is shown in Table 2.
The table reflects that the text translated through
the neural models is inaccurate. This shows that
although deep learning models have been very
prominent for various tasks, they still lack human-
level performance that requires capturing niche so-
cial subtleties. Thus, manual translation was used
in the study.

Translation models BLEU-score
mBART-50 0.342

Google Translate 0.503
M2M-100 0.350
OPUS-MT 0.267

Table 2: BLEU score of different translation models

3.1 Exploratory Data Analysis

The top 10 important words from the entire dataset,
along with their corresponding translation and TF-
IDF (Term Frequency - Inverse Document Fre-
quency) scores, are displayed in Table 3. TF-IDF
scores are used to determine which words are more
important to the document. A high TF-IDF score
denotes the high significance of the word in the
document.

Word Translation TF-IDF

कुकɃ Cookie 0.3109
पानी Water 0.2969
बतर्न Utensils 0.2630
ʸसक Sink 0.2416
स्टूल Stool 0.2414
माँ Mother 0.2362
जार Jar 0.2294
लड़कɃ Girl 0.2124
लड़का Boy 0.2109
लगता Seems 0.1942

Table 3: Top-10 most frequent words in the dataset with
corresponding TF-IDF scores

3.2 Data Preprocessing

A crucial phase of data preprocessing in English
is to convert all the words to uppercase or lower-
case. Unlike English, case insensitivity is a fea-
ture of the Hindi language. As a result, no such
modification is necessary. The punctuation marks,
such as commas, semicolons, etc. that do not
contribute any substantive significance to the con-
tent are eliminated in this study. Eliminating stop
words from classification jobs while using NLP is
another common practice that often enhances the
model’s performance. However, stop words like
“and", “therefore," and others were frequently re-
peated by AD patients so, for this reason, stop
words were not removed as they maintain the lan-
guage traits of AD people (Khodabakhsh et al.,
2014; Adhikari et al., 2021). Furthermore, Khod-
abakhsh et al. (2014) also suggested that pause
words such as ‘um,’ ‘uh,’ and ‘ah’ were more fre-
quently used by AD patients; as a result, they were
not removed in the preprocessing phase and were
translated as is.
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Model Manual Translation OPUS-MT M2M-100 Google Translate mBART-50
Acc↑ MMAE↓ F1macro↑ Acc↑ MMAE↓ F1macro↑ Acc↑ MMAE↓ F1macro↑ Acc↑ MMAE↓ F1macro↑ Acc↑ MMAE↓ F1macro↑

RF 0.727 0.287 0.702 0.672 0.327 0.662 0.727 0.267 0.717 0.696 0.304 0.690 0.654 0.343 0.639
NB 0.732 0.237 0.718 0.593 0.386 0.527 0.684 0.277 0.651 0.660 0.310 0.624 0.551 0.460 0.456
LR 0.726 0.269 0.721 0.666 0.332 0.653 0.690 0.307 0.680 0.709 0.292 0.704 0.654 0.343 0.639

SVC 0.732 0.267 0.731 0.690 0.309 0.683 0.690 0.309 0.683 0.703 0.298 0.697 0.648 0.353 0.637
XGB 0.709 0.291 0.702 0.666 0.335 0.659 0.690 0.307 0.680 0.690 0.310 0.684 0.690 0.309 0.683
ADA 0.715 0.285 0.708 0.678 0.321 0.669 0.684 0.317 0.682 0.721 0.281 0.718 0.696 0.302 0.688

LSTM 0.836 0.146 0.836 0.727 0.256 0.726 0.727 0.274 0.723 0.781 0.212 0.781 0.727 0.270 0.725
Bi-LSTM 0.872 0.127 0.869 0.800 0.200 0.797 0.745 0.272 0.730 0.763 0.242 0.758 0.745 0.263 0.738

BERT (Hindi) 0.842 0.125 0.840 0.820 0.199 0.807 0.717 0.276 0.717 0.700 0.300 0.694 0.740 0.260 0.734
ALBERT 0.829 0.169 0.828 0.714 0.283 0.711 0.794 0.208 0.791 0.800 0.200 0.797 0.743 0.267 0.735

XLM-RoBERTa 0.880 0.120 0.879 0.800 0.200 0.798 0.820 0.180 0.819 0.760 0.240 0.753 0.820 0.180 0.816
RoBERTa 0.860 0.140 0.859 0.740 0.260 0.739 0.780 0.220 0.779 0.720 0.280 0.719 0.780 0.220 0.779

Table 4: Baseline results with different algorithms for multiple translation models. The DementiaBank was trans-
lated manually and also using various machine translation algorithms.

4 Experimental Results and Discussion

We developed benchmarks using a variety of ap-
proaches, including traditional machine learning
methods, deep learning, and transformer-based
models. To evaluate the results for each base-
line, we used accuracy, macro-mean-squared-error
(MMAE), and F1-score (macro) as assessment
metrics. Accuracy is a trivial evaluation metric in
classification tasks. However, we use macro MAE
and macro F1 to account for imbalanced datasets.
Using macro MAE and macro F1 score gives equal
weight to each class, regardless of size.

4.1 Benchmark Algorithms
We performed benchmarks with various machine
learning and deep learning algorithms.
Machine Learning Algorithms: We employed
Random Forest (RF) (Svetnik et al., 2003), Naive
Bayes (NB) (Rish et al., 2001), Logistic Regres-
sion (LR), Support Vector Classification (SVC)
(Hsu et al., 2003), XGBoost (XGB) (Chen et al.,
2015), and AdaBoost (ADA) (Schapire, 2013) as
our classical machine learning techniques. The
vectorization of the corpus was done using the TF-
IDF vectorizer.
Deep Learning Algorithms: LSTM (Hochreiter
and Schmidhuber, 1997) and bidirectional LSTM
were used as deep learning algorithms. Word em-
bedding was done using the TensorFlow tokenizer.
For transformer-based models, we used FillMask
models for RoBERTa and ALBERT. We also im-
plemented BERT (Doiron, 2023), ALBERT (Joshi,
2022), XML-RoBERTa (Pandya et al., 2021), and
RoBERTa (Huang et al., 2021) for the benchmark
evaluations.

4.2 Results and Analysis
The comprehensive classification results for diag-
nosing AD and CN are shown in Table 4. With
an F1-score and accuracy of 0.879 and 0.880, re-
spectively, the XML-Roberta model performed the

best among all algorithms. SVC and NB beat
the other ML methods with an accuracy of 0.732.
DL and ML models did not perform as good as
transformer-based models. The requirement for
more sophisticated and reliable algorithms for text
identification is highlighted by the model’s sub-
stantially lower F1 score of ML models compared
to transformer-based models. Similarly, we run
the benchmark evaluations for the translations us-
ing neural machine translation. The translation
made using OPUS-MT showed a f1-score of 0.807.
This shows that the machine translation-based
transcripts can also capture the nuances in speech
which are necessary to delineate AD patients from
CN groups. The benchmark evaluations done on
manual translation have shown remarkable perfor-
mance compared to the translations done by ma-
chine translation algorithms. This shows that auto-
mated translations may not account for social sub-
tleties.

5 Conclusion

Our work presents a novel dataset in the Hindi
language that classifies the speech of AD pa-
tients against CN individuals. AD cannot be
cured, so its detection and management become
crucial. Speech impairment is one of the most
common symptoms of AD. Hence, we have cre-
ated this dataset that has the potential to sig-
nificantly aid in the development of automated,
speedy, and cost-effective systems for detecting
AD. We also performed benchmarks on the cre-
ated dataset and achieved the highest accuracy of
0.880 and an F1 score of 0.879 with the XLM-
Roberta model. Such considerable benchmark re-
sults encourage further research in the field by
extending the dataset and creating more sophisti-
cated and domain-specific models. Results show
there is room for improvement in constructing su-
perior models.
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Limitations

Some potential limitations of this work include a
relatively small sample size, which may limit the
generalizability of the results. Hindi is spoken dif-
ferently across India, hence the translations made
by the three translators may not be representative.
Study did not examine the potential impact of re-
gional dialects or variations in Hindi, on the accu-
racy of the diagnosis. Finally, the study focused
solely on the use of speech narratives and did not
explore the other types of data, e.g., imaging or
genetic data, which could be important for the di-
agnosis of AD.
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The example of translated transcripts for control
normal (CN) participants and AD patients are
shown in Table 5 and Table 6 respectively. The
translations show that google translate was able to
generate more similar translations as manual trans-
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evaluation of translation can be subjective, we use
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CHAT ID: 002-2.cha

Transcript from De-
mentiaBank

a boy and a girl are in the kitchen with their mother. and the little boy is getting a cookie for the little girl but he’s on a stool
it’s about to fall down. the mother is washing dishes. and she’s obviously thinking of something else because the water’s
pouring out over the sink. she’s finished with some of the dishes. it seems to be summertime because there are bushes. the
window is open. there seems to be some kind of a breeze because the curtains on the sill there blowing. must be fairly hot.
the mother’s in a sleeveless dress. the children are in short sleeve tops and have sandals. the little boy has tennis shoes on.
the mother obviously is unaware of what the children are doing. she’s going to be aware of it very shortly. I mean how much
more do you want hm okay.

Manual Translation

एक लड़का और एक लड़कɃ रसोई में अपनी माँ के साथ हैं। और छोटा लड़का छोटी लड़कɃ के Ǻलए एक कुकɃ ले रहा है लेिकन वह एक स्टूल पर
है जो नीचे िगरने वाला ह।ै माँ बतर्न धो रही ह।ै और वह स्पष्ट रूप से कुछ और सोच रही है क्योंिक ʸसक के ऊपर से पानी बह रहा ह।ै उसने कुछ
बतर्न समाप्त कर Ǻलए हैं। ऐसा लगता है िक गȺमयों का समय है क्योंिक झािड़याँ हैं। Ǻखड़कɃ खलुी ह।ै ऐसा लगता है िक िकसी तरह कɃ हवा चल
रही है क्योंिक वहाँ कɃ ʹसल पर लगे पदǼ उड़ रहे हैं। काफɃ गमर् होना चािहए। माँ एक िबना आस्तीन कɃ पोशाक में ह।ै

Google TM

एक लड़का और एक लड़कɃ अपनी माँ के साथ रसोई में हैं। और छोटे लड़के को छोटी लड़कɃ के Ǻलए एक कुकɃ िमल रही ह,ै लेिकन वह एक स्टूल
पर है जो नीचे िगरने वाला ह।ै माँ व्यजंन धो रही ह।ै और वह स्पष्ट रूप से कुछ और के बारे में सोच रही है क्योंिक पानी ʸसक पर बाहर िनकल रहा
ह।ै वह कुछ व्यजंनों के साथ समाप्त हो गई ह।ै यह गȺमयों में लगता है क्योंिक वहाँ झािड़यों हैं। Ǻखड़कɃ खलुी है । वहाँ कुछ प्रकार कɃ हवा लगती है
क्योंिक वहाँ पर पदǼ बहते हैं। काफɃ गमर् होना चािहए। एक स्लीवलेस डर् ेस में माँ कɃ। बच्चे छोटी आस्तीन में होते हैं और सैंडल होते हैं। छोटे लड़के
के पास टेिनस के जूते हैं। मां स्पष्ट रूप से इस बात से अनजान है िक बच्चे क्या कर रहे हैं। वह बहुत जल्द ही इसके बारे में जागरूक हो रही ह।ै
Imean िकतना अ˃धक आप hm ठीक चाहते हैं।

mBART-50 TM

एक लड़का और एक लड़कɃ मां के साथ रसोईघर में हैं। और छोटा लड़का छोटे लड़कɃ के Ǻलए एक कुकɃ ले रहा है लेिकन वह एक कुसɁ पर है यह
नीचे िगरने के Ǻलए जा रहा ह।ै मां बतर्न धो रही ह।ै और वह स्पष्ट रूप से कुछ और के बारे में सोच रहा है क्योंिक पानी Sink के ऊपर बह रहा ह।ै
वह कुछ बतर्नों के साथ समाप्त हो गया ह।ै लगता है यह गमɁ का समय है क्योंिक वहाँ झािड़याँ हैं। िंवडो खलुा ह।ै ऐसा लगता है िक हवा कुछ तरह
से चल रही है क्योंिक सील पर परदे उड़ रहे हैं। काफɃ गमर् होना चािहए। मां बेिहश्त पोशाक में ह।ै बच्चों को कमज़ोर सूती के टोप पहने जाते हैं और
सैंडल पहने जाते हैं। छोटे लड़के पर टेिनस जूते हैं। मां स्पष्ट रूप से नहीं जानती िक बच्चे क्या कर रहे हैं। वह बहुत जल्दी यह जानने के Ǻलए जा
रहा ह।ै imean िकतना अ˃धक आप चाहते हैं hm ठीक ह।ै

M2M-100 TM

एक लड़का और एक लड़कɃ अपनी मां के साथ रसोई में हैं। और छोटा लड़का छोटी लड़कɃ के Ǻलए एक कुकɃ िमल रहा है लेिकन वह एक मल पर
है यह िगरने के Ǻलए तयैार ह।ै मां ने खाना धोया ह।ै और वह स्पष्ट रूप से कुछ और के बारे में सोच रहा है क्योंिक पानी स्नान पर बह रहा ह।ै वह
कुछ ˃डश के साथ खत्म हो गया ह।ै ऐसा लगता है िक यह गȺमयों का समय है क्योंिक वहाँ झािड़याँ हैं। Ǻखड़कɃ खलुी ह।ै ऐसा लगता है िक वहाँ
कुछ तरह का एक बफर् है क्योंिक वहां ब्लेड पर पदǼ फें क रहे हैं। काफɃ गमर् होना चािहए। मम्मी के कपड़े बेकार हैं। बच्चों के पास छोटी-छोटी बूदंें
हैं और सैंडल हैं। बच्चे के पास टेिनस जूते हैं। माता-िपता स्पष्ट रूप से यह नहीं जानते हैं िक बच्चे क्या कर रहे हैं। वह जल्द ही इसके बारे में जान
लेगी। इमेन िकतना अ˃धक आप चाहते हैं ठीक ह।ै

OPUS-MT TM

एक लड़का और लड़कɃ रसोई में अपनी माँ के साथ हैं. और छोटा लड़का छोटी लड़कɃ के Ǻलए एक कुकɃ हो रहा ह.ै..... लेिकन वह यह नीचे िगर
करने के बारे में ह.ै माँ बरतन धो रही ह.ै और वह स्पष्ट रूप से कुछ और के बारे में सोच रहा है क्योंिक पानी डूबने पर बाहर बहा रहा ह.ै वह कुछ
व्यजंनों के साथ समाप्त हो गया ह.ै ऐसा लगता है िक गȺमयों का समय है क्योंिक वहाँ झाड़ी हैं. िंवडो खलुा ह.ै ऐसा लगता है िक एक प्रकार कɃ
हवा है क्योंिक वहाँ के परदे वहाँ बाढ़ कɃ बाढ़ से गुज़र रहे हैं । काफɃ गमर् होना चािहए. माँ एक बेकार पोशाक में ह.ै बच्चे छोटी सीटों पर हैं और जूते
हैं. छोटे लड़के के जूते. स्पष्ट रूप से माँ को पता नहीं िक बच्चे क्या कर रहे हैं । वह इसके बारे में बहुत जल्द पता करने जा रहा ह.ै Dmm ठीक है
चाहते हैं िकतना अ˃धक.

Table 5: Example of the original and translated transcripts of control normal (CN) participants

CHAT ID: 051-1.cha

Transcript from
DementiaBank

the boy reaching for the cookies is gonna fall down on the um what uh shes saying shho i think shho but give me a cookie
too um mother is wiping the dish sink is running over the uh im to tell everything i see all the action yeah splashing the water
gram well xxx and the girl saying shho give me a cookie too thats all i see

Manual Transla-
tion

लड़का कुकɃज़ के Ǻलए पहँुच रहा है उम पर िगरने वाला है वह क्या कह रही है उह क्या कह रही है शो मुझे लगता है शो लेिकन मुझे एक कुकɃ भी
दे उम चने के पानी के छींटे अच्छी तरह से और लड़कɃ कह रही है िक मुझे एक कुकɃ भी दो वह सब मैं देख रहा हँू।

Google TM
कुकɃज़ के Ǻलए पहुचंने वाला लड़का उम पर िगरने वाला है जो उह शेस कह रहा है िक मुझे लगता है िक मुझे लगता है िक मुझे एक कुकɃ भी ह,ै
उम माँ ˃डश ʸसक को पोंछ रही ह,ै उह इम के ऊपर चल रही है सब कुछ बताने के Ǻलए मैं सभी एक्शन को देख रहा हूं पानी चने कɃ अच्छी तरह
से xxx और शॉ कहती है िक मुझे एक कुकɃ भी है जो मैं देख रहा हू।ं

mBART-50 TM
लड़का कुकɃ के Ǻलए पहुचंने के Ǻलए नीचे िगरने के Ǻलए है um क्या uh वह कह रही है shho मैं सोचता हँू shho लेिकन मुझे एक कुकɃ भी दे रहा
हँू um माँ बतर्न धो रहा है धोने के Ǻलए कूल्हे पर चल रहा है uh im सब कुछ बताने के Ǻलए मैं देख रहा हँू सभी िक्रया हाँ ʺछड़का हुआ पानी ग्राम
अच्छी तरह से xxx और लड़कɃ कह रही है shho मुझे एक कुकɃ भी दे रहा है िक सब मैं देख रहा हँू।

M2M-100 TM
कुकɃज़ के Ǻलए पहुचंने वाला लड़का ओम पर िगरने जा रहा है िक ओह क्या कहता है shho मैं सोचता हूं shho लेिकन मुझे एक कुकɃ दें ओम माँ
˃डश स्नान पर चल रही है ओह im सब कुछ बताने के Ǻलए मैं देखता हूं सभी कारर्वाई हाँ पानी gram अच्छी xxx और लड़कɃ कहती है shho मुझे
एक कुकɃ देना भी यही सब मैं देखता हू।ं

OPUS-MT TM
कुकɃज़ के Ǻलए प्रवेश करने वाला लड़का उमर पर िगर रहा है क्या उह वह कह रहा है hhhh मैं लगता है पर नीचे िगर रहा है लेिकन मुझे एक कुकɃ
भी एक उमर पानी ʸसक बदं कर रहा है सब कुछ बताने के Ǻलए उह, मैं सब कुछ अच्छी तरह से देखने के Ǻलए जा रहा हँू और लड़कɃ कहते हैं िक
मुझे एक कुकɃ है िक मैं भी देख रहा हँू िक मैं देख रहा हँू

Table 6: Example of the original and translated transcripts of patients with AD
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Abstract

Massively multilingual pre-trained language
models (MMPLMs) are developed in recent
years demonstrating superpowers and the
pre-knowledge they acquire for downstream
tasks. This work investigates whether
MMPLMs can be applied to clinical domain
machine translation (MT) towards entirely
unseen languages via transfer learning. We
carry out an experimental investigation
using Meta-AI’s MMPLMs “wmt21-dense-
24-wide-en-X and X-en (WMT21fb)” which
were pre-trained on 7 language pairs and 14
translation directions including English to
Czech, German, Hausa, Icelandic, Japanese,
Russian, and Chinese, and the opposite
direction. We fine-tune these MMPLMs
towards English-Spanish language pair
which did not exist at all in their original
pre-trained corpora both implicitly and
explicitly. We prepare carefully aligned
clinical domain data for this fine-tuning,
which is different from their original mixed
domain knowledge. Our experimental result
shows that the fine-tuning is very successful
using just 250k well-aligned in-domain EN-
ES segments for three sub-task translation
testings: clinical cases, clinical terms, and
ontology concepts. It achieves very close
evaluation scores to another MMPLM
NLLB from Meta-AI, which included
Spanish as a high-resource setting in
the pre-training. To the best of our
knowledge, this is the first work on using
MMPLMs towards clinical domain transfer-
learning NMT successfully for totally
unseen languages during pre-training.

1 Introduction

Multilingual neural machine translation
(MNMT) has its root from the beginning of
NMT era (Dong et al., 2015; Firat et al., 2016)
but only made its first milestone when Google’s
end-to-end MNMT arrived (Johnson et al.,
2017) where the artificial token was introduced

for the first time for translation task at the
beginning of the input source sentence to
indicate the specified target language, e.g.
“2en” as translating into English. This model
used a shared word-piece vocabulary and
enabled multilingual NMT through a single
encoder-decoder model training. Google’s
MNMT also demonstrated the possibility of
“zero-shot” translation as long as the languages
to be translated from or to have been seen
during the training stage, even though not
explicitly. However, as the authors mentioned,
Google’s MNMT only allows translating
between languages that have been seen
individually as “source and target languages
during some point, not for entirely new ones”
in their many-to-many model, which was
tested using the WMT14 and WMT15 data
(Johnson et al., 2017). This set an obstacle to
translating freshly new languages that do not
exist in their pre-training stage. Then using the
later developed NMT structure Transformer
and BERT (Devlin et al., 2019; Vaswani et al.,
2017), Facebook AI extended the coverage of
multilingual translation into 50, 100, and 200+
languages via mBERT-50 (Tang et al., 2020),
M2M-100 (Fan et al., 2021), and NLLB (NLLB
Team et al., 2022) models. However, these
models never address the issue of translating
entirely new languages that do not exist in
their pre-training stage, which sets an obstacle
for MT applications in serving an even broader
community.

In this work, we move one step forward
towards domain-specific transfer-learning
(Zoph et al., 2016) for NMT via fine-tuning
an entirely new language pair that does not
exist in the deployed multilingual pre-trained
language models (MPLMs). The MPLMs
we used are from Facebook AI (Meta-AI)’ s
submission to the WMT21 news translation
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task, i.e. “wmt21-dense-24-wide-en-X” and
“wmt21-dense-24-wide-X-en” which were pre-
trained for 7 languages Hausa (ha), Icelandic
(is), Japanese (ja), Czech (cs), Russian (ru),
Chinese (zh), German (de) to English (en),
and backward (Tran et al., 2021). We use a
well-prepared 250k pairs of English-Spanish
(en-es) clinical domain corpus and demonstrate
that not only it is possible to achieve successful
transfer-learning on this explicit new language
pair, i.e. the Spanish language is totally
unseen among the languages in the MPLM,
but also the domain knowledge transfer from
general and mixed domain to the clinical
domain is very successful. In comparison to
the massively MPLM (MMPLM) NLLB which
covers Spanish as a high-resource language at
its pre-training stage, our transfer-learning
model achieves very close evaluation scores
in most sub-tasks (clinical cases and clinical
terms translation) and even wins NLLB in
ontology concept translation task by the metric
COMET (Rei et al., 2020) using ClinSpEn2022
testing data at WMT22. This is a follow-up
work reporting further findings based on our
previous shared task participation (Han et al.,
2022a) and pre-print (Han et al., 2022b).

2 Related Work

Regarding the early usage of special tokens
in NMT, Sennrich et al. (2016) designed the
token T from Latin Tu and V from Latin
Vos for familiar and polite indicators attached
to the source sentences towards English-
to-German NMT. Yamagishi et al. (2016)
designed tokens <all-active>, <all-passive>,
<reference> and <predict> to control of voice
of Japanese-to-English NMT; either they are
active, passive, reference aware or prediction
guided. Subsequently, Google’s MNMT system
designed target language indicators, e.g. <2en>
and <2jp> controlling the translation towards
English and Japanese respectively (Johnson
et al., 2017). Google’s MNMT also designed
mixed target language translation control, e.g.
(1-α)<2ko> + α<2jp> tells a mixed language
translation into Korean and Japanese with a
weighting mechanism. We take one step further
to use an existing language controller token
from a MPLM as a pseudo code to fine-tune
an external language translation model, which

was entirely not seen during the pre-training
stage.

Regarding transfer-learning applications for
downstream NLP tasks other than MT, Muller
et al. (2021) applied transfer learning from
MPLMs towards unseen languages of different
typologies on dependency parsing (DEP),
named entity recognition (NER), and part-
of-speech (POS) tagging. Ahuja et al. (2022)
carried out zero-shot transfer learning for
natural language inference (NLI) tasks such
as question answering.

In this paper, we ask this research question
(RQ): Can Massive Multilingual Pre-Trained
Language Models Create a Knowledge Space
Transferring to Entirely New Language (Pairs)
and New (clinical) Domains for Machine
Translation Task via Fine-Tuning?

3 Model Settings

To investigate into our RQ, we take Meta-
AI’s MNMT submission to WMT21 shared
task on news translation, i.e. the MMPLM
“wmt21-dense-24-wide-en-X” and “wmt21-dense-
24-wide-X-en” as our test-base, and we name
them as WMT21fb models (Tran et al.,
2021)1. They are conditional generation models
from the same structure of massive M2M-
100 (Fan et al., 2021) having a total number
of 4.7 billion parameters which demand high
computational cost for fine-tuning. WMT21fb
models were trained on mixed domain data
using “all available resources” they had, for
instances, from historical WMT challenges,
large-scale data mining, and their in-domain
back-translation. Then these models were fine-
tuned in news domain for 7 languages including
Hausa, Icelandic, Japanese, Czech, Russian,
Chinese, German from and to English.

The challenging language we choose is
Spanish, which did not appear in the training
stage of WMT21fb models. The fine-tuning
corpus we use is extracted from MeSpEn
(Villegas et al., 2018) clinical domain data,
of which we managed to extract 250k pairs
of English-Spanish segments after data
cleaning. They are from IBECS-descriptions,
IBECS-titles, MedlinePlus-health_topics-
titles, MedlinePlus-health_topics-descriptions,

1https://github.com/facebookresearch/fairseq/
tree/main/examples/wmt21
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Japanese <=> English

Russian <=> English

Hausa <=> English

Icelandic <=> English English<=>Spanish

Czech <=> English

German <=> English

Chinese <=> English

Spanish to English

English to Portugueses 

…

Korean to English

English to Japanese 

Ukrainian to English

English to Russian 

Korean to Portugueses 

Ukrainian to Russian 

Рис. 1: (Figure:) Difference of Google’s Multi-lingual NMT Bridge Models (left) and Our Transfer-Learning
Model (right).

Pubmed-descriptions, Scielo-descriptions, and
Scielo-titles.

To implement the fine-tuning, we use the
<2en> token for translating from Spanish to
English, and <2ru> (originally to Russian)
pseudo token for translating towards English-
to-Spanish (en2es) 2. The difference between
our transfer-learning NMT model and Google’s
MNMT can be shown in Figure 1, right vs left.
In Google’s MNMT model, it can only translate
“new language pairs” that are not explicitly seen
but implicitly seen, e.g. bridging language pairs
(Ukrainian-to-English and English-to-Russian
⇒ Ukrainian-to-Russian), or language pairs
that have been seen as source (Korean) and
target (Portuguese) somewhere. In our transfer-
learned NMT, Spanish was not among the
trained languages at all.

In comparison, we deploy another MMPLM
from Meta-AI, i.e. the “No-Language-Left-
Behind (NLLB)” which was trained on 204
languages including Spanish as one of their
high-resource ones (NLLB Team et al., 2022).
NLLB full model is a massive size Transformer
having 55 billion parameters and we use its
distilled version NLLB-200-distilled 3, which
still has 1.3 billion parameters. Fine-tuning is
carried out on NLLB using the same 250K ES-
EN corpus.

3.1 Model Parameters in Detail

Some fine-tuning parameters for NLLB-200-
distilled (NLLB Team et al., 2022) are listed

2using <2es> token will result into errors since
Spanish was actually not used in the WMT21fb PLMs

3https://huggingface.co/facebook/
nllb-200-distilled-1.3B

below:

• batch size = 24

• gradient accumulation steps = 8

• weight decay = 0.01

• learning rate = 2e-5

• number of training epochs = 1

• encoder-decoder layers = 24+24

• Activation function (encoder/decoder) =
ReLU

The Parameters for fine-tuning WMT21fb
model are the same as for the NLLB-200, except
for the batch size which is set as 2, which is
because the model is too large and we got an
OOM error if the batch size is set above 2. More
details on M2M-100 for Conditional Generation
structure (Fan et al., 2021) we used can be find
in Figure 2.

4 Model Evaluations

4.1 Testing Corpus from Clinical Domain

We used the official testing corpus from
ClinSpEn2022 shared task affiliated to
Biomedical-MT at WMT22. ClinSpEn2022
aims at developing clinical domain machine
translation on Spanish-English language pair4,
which is hosted in CodaLab (Pavao et al.,
2022) 5.

4https://temu.bsc.es/clinspen/
5https://codalab.lisn.upsaclay.fr/competitions/

6696
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Рис. 2: (Figure:) M2M-100 Model Structure For Conditional Generation Encoder: Samples and Parameters

Task-I: Clinical Cases (CC) EN→ES
MT fine-tuning in.es? SacreBLEU METEOR COMET BLEU-HF ROUGE-L-F1

Clnical-NLLB Yes 37.74 0.6273 0.4081 0.3601 0.6193
Clinical-WMT21fb No 34.30 0.5868 0.3448 0.3266 0.5927

Task-II: Clinical Terms (CT) EN←ES
MT fine-tuning in.es? SacreBLEU METEOR COMET BLEU-HF ROUGE-L-F1

Clinical-NLLB Yes 28.57 0.5873 1.0290 0.2844 0.6710
Clinical-WMT21fb No 24.39 0.5840 0.8584 0.2431 0.6699

Task-III: Ontology Concept (OC) EN→ES
MT fine-tuning in.es? SacreBLEU METEOR COMET BLEU-HF ROUGE-L-F1

Clinical-NLLB Yes 41.63 0.6072 0.9180 0.3932 0.7477
Clinical-WMT21fb No 40.71 0.5686 0.9908 0.3859 0.7199

Таблица 1: (Table:) Evaluation Scores using Five Official Metrics from ClinSpEn2022 Benchmark on Two
Models. The column “in.es” means if the original pre-trained model included the Spanish language before
fine-tuning/transfer-learning.

There are three sub-tasks: 1) Clinical Cases
(CC): on 202 COVID-19 clinical case reports;
2) Clinical Terms (CT): using more than
19K parallel terms extracted from biomedical
literature and electric health records (EHRs);
3) Ontology Concepts (OC): using more than
2K parallel concepts from biomedical ontology.
The translation direction on these three sub-
tasks are EN→ES, EN←ES, and EN→ES
respectively.

4.2 Evaluation Metrics

The official evaluation metrics used by
ClinSpEn2022 shared task are METEOR
(Banerjee and Lavie, 2005), SacreBLEU (Post,
2018), COMET (Rei et al., 2020), BLEU-
HF (HuggingFace) (Papineni et al., 2002),
and ROUGE-L-F1 (Lin, 2004). Among these,
METEOR is a metric using both precision and
recall not only on word surface level but also
introducing paraphrasing features. COMET
was proposed recently by taking advantage
of cross-lingual PLMs using knowledge from
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both source and target languages. ROUGE
was originally designed for text summarisation
evaluation using n-gram co-occurrences, while
ROUGE-L added the Longest Common
Subsequence (LCS) feature from translation
study.

The reporting of BLEU metric scores has
certain uncertainty, which is caused by some
parameter settings when using BLEU metric
including number of references, length penalty
computation on multi-references, maximum n-
gram, and smoothing applied to 0-count n-
grams. To address these issues, SacreBLEU
added some constrains while using BLEU
metric. These include the applying of its own
metric-internal pre-processing for detokenised
system outputs, the avoiding of user handling
reference set via automatically downloading
from WMT, and the export of a summary on
settings used.

4.3 Evaluation Scores

We present the MT evaluation scores using
five official metrics from ClinSpEn2022 shared
task on the three sub-tasks in Table 1, for
translating clinical cases, clinical terms, and
clinical concepts. The two fine-tuned models are
clinic-NLLB which is achieved by domain fine-
tuning and clinic-WMT21fb which is a domain
fine-tuning plus transfer-learning model to a
new language space.

On Task 1 and 2, Clinical-WMT21fb has
very comparable evaluation scores to clinical-
NLLB, even though it only used 250k pairs
es-en sentences for fine tuning without seeing
any en-es or Spanish language at all during
pre-training. In contrast, clinical-NLLB used
a large amount of Spanish data for its pre-
training phase. On Task 3, the evaluation
scores of these two models are even closer on
BLEU and SacreBLEU, especially the clinical-
WMT21fb wining COMET metric over clinical-
NLLB (0.9908 vs 0.9180).

This experimental result shows that with a
carefully prepared certain amount of fine-tuning
data, e.g. 250k pair of sentences, the MMPLMs
are capable to create a semantic knowledge
space transferring to an entirely new (external)
language pair for NMT task in a new domain,
i.e. clinical domain. This answers our RQ set
up in the beginning of this investigation.

4.4 Human Evaluation

We looked into three sub-task translation
outputs from the model clinical-WMT21fb. It
shows that for the EN←ES translation task,
i.e. the sub-task 2 clinical term translation,
the output file is totally file with only English
tokens. On the other two sub-tasks, i.e. the
clinical cases and ontology concept translation,
which have the translation direction EN→ES,
there are some Russian tokens in the output,
not only Spanish tokens. However, the Russian
tokens in the Spanish sentences are not
nonsense, instead proper translations of entities
and words. The entire test set of these
two sub-tasks is very large around 300K
sentences/segments, and there are only 12K
lines of them (4%) have Russian tokens. So we
have fine-tuned the model in EN-RU direction
on EN-SP data, and it translates well into
Spanish! But if there isn’t a suitable Spanish
token in the generation model, it takes a
Russian token.

We also looked into the translation outputs
from clinic-NLLB model for error analysis
using two native Spanish speakers, one of
them having a PhD degree in biomedical NLP
field and the other having a Master degree in
translation studies. The error analysis shows
that some of the translation errors come from
very literal translation, and others come from
gender related mistakes. This suggests that the
massively pre-trained MLM is still not there
to capture the differences of linguistic features
among pre-trained languages.

5 Discussion

5.1 On Automatic Metrics

We had more thoughts on the automatic
evaluation settings and outputs, especially on
the COMET metric in comparison to others.

Firstly, the closeness of most automatic
metric scores does not necessarily mean that
the translation outputs are very good. Most
metrics only measure the linguistic proximity
of outputs to the “gold standard of reference”.

Secondly, COMET is a reference-less metric
taking advantage of cross-lingual PLMs using
knowledge from both source and target
languages. This has pros and cons: a) it might
be able to capture the semantic relatedness
without seeing the same language tokens, even
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in the same sequence/sentence; b) also due
to this, it is not able to distinguish foreign
language tokens in the translation output,
which normally shall receive a penalty in
evaluation scores. This also inspires another
research topic, i.e. shall we really punish
the foreign or mixed-language tokens in the
translation output in all evaluation conditions,
or it shall depend on the situation of the output
applications? This has an echo to Google’s
zero-shot MNMT model (Johnson et al., 2017)
when the mixed language tokens are used for
translation model, e.g. (1-α)<2KO>+α<2JP>
resulting in mixed tokens of Korean and
Japanese in the output translation but they
are semantically correct tokens.

In a situation when users want only the
Spanish translation output, 4% of Russian
tokens in the Spanish translation should surely
receive a penalty in the quality evaluation
setting. The COMET metric will fail this
mission, and professional human evaluation
is always much needed for trustworthiness.
However, in a situation to measure the
models’ cross-lingual capability on semantic
preservation for direct output, or as input into
other ML models, is it better to generate NULL
or meaningless tokens or random translations in
the target language, or to choose semantically
correct foreign tokens when the model does not
know how to predict the exact correct target
tokens? This inspires us to think again about
the evaluation setting on different tasks.

5.2 MT System Output Examples

We present the MT system output examples
from both clinical-WMT21fb and clinical-
NLLB-200 for three tasks in Figure 3, 4, and
5. In these figures, the green colour is for the
“preferred translations” while the orange colour
is for “both sounds good”. The annotations
were firstly marked by one of the two human
evaluators we have, and then verified by the
second native Spanish speaker.

From these sampled MT outputs, the model
clinical-WMT21fb sometimes outperforms
clinical-NLLB-200, and vice versa. For instance,
in the concept translation (Figure 5), the
English concept “Abnormality of body height”
(ont_1) is better translated by transfer-learned
model into “Anomaĺıa de la altura corporal”
than “Anomaĺıas de la talla corporal” by

clinical-NLLB, since “altura” means “height”
while “talla” actually means “size” which is not
accurate. We will carry out a systematic human
evaluation in a larger sample size.

Regarding rare Russian tokens from the
language-transferred model, in Task-1, “Вско-
ре” from clinical-WMT21fb in line_n 4 means
“soon”, even though it is a Russian token, i.e.
non-Spanish token. In Task-3, “Тип” in “Тип
autosómico dominante” means “type of” from
ont_11 which is a meaningful Russian token.

6 Conclusion and Future Work

We investigated if real transfer-learning NMT
is possible using massive multilingual pre-
trained LMs (MMPLMs) to translate external
languages that are unseen at all in the training
phase. We used Meta-AI’s mixed domain
multilingual PLMs (WMT21fb) as our test base,
250K well-prepared EN-ES clinical data as
fine-tuning corpus, and <2ru> as pseudo-code
for new language (out-of-en) fine-tuning. We
tested the fine-tuned model on ClinSpEn2022
clinical domain shared task data, and the
results show that this fine-tuning is successful,
which achieves very comparable scores to Meta-
AI’s MMPLM NLLB model, which had Spanish
in the training phase as a high-resource setting.
We think this demonstrates that the Hyper-
Transformer model from WMT21fb does build
a language-independent “semantic space” that
allows one to understand a different language
and correctly construct a totally different
language model when fine-tuned on the
language which was absent and different from
the languages it was trained upon. This finding
can be very useful for future clinical knowledge
transformation, e.g. from existing high-resource
languages to low-resource languages, such that
clinicians from low-resource language speakers
can also benefit from AI-supported decision-
making. The well-trained clinical models based
on properly translated resources can also
potentially support patients’ self-diagnoses and
self-care in originally scarce resource settings.

There are many future works that can
be carried out based on the findings from
this work. Firstly, we plan to carry out
an extensive human-expert-based evaluation,
e.g. using HOPE metric (Gladkoff and Han,
2022), looking into the differences between
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Рис. 3: (Figure:) Task-1 Cases/Sentences EN-ES Translation Examples: clinic-WMT21fb vs clinic-NLLB

Рис. 4: (Figure:) Task-2 Clinical Term ES-EN Translation Examples: clinic-WMT21fb vs clinic-NLLB

the outputs of these two MMPLMs, such as
on translating multi-word expressions in the
clinical domain (Bhatia et al., 2023; Han, 2022).
We also designed corresponding measurements
on the evaluation of uncertainty and inter-
rater reliability (IRR) levels (Gladkoff et al.,

2022, 2023). Secondly, we think it is valuable
to integrate more high-performance automatic
metrics into the comparison such as hLEPOR
(Han et al., 2021). Finally, we will try more
external languages from different typologies in
future work.
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Рис. 5: (Figure:) Task-3 Concept EN-ES Translation Examples: clinic-WMT21fb vs clinic-NLLB

Limitations

1) On PLM Capability for Transferring to
New Language, in this work, we used Meta-
AI’s WMT21 multilingual pre-trained language
models as our test-base for the knowledge
transfer into an external language fine-tuning
and translation. This new-language ability is
much dependent on the MPLMs we used, such
as WMT21fb (Tran et al., 2021) as a huge size
model, a conditional generation from Meta-AI’s
massive M2M-100 model (Fan et al., 2021). If
we try to fine-tune a bilingual model on an
external language that the PLM did not see, it
will not be that good because for smaller-sized
models such fine-tuning would be too much of
a change, and the model will lose generalisation
which leads to problems. For huge multilingual
PLM models, the 250K of fine-tuning data is a
small set of numbers, and that’s why the model
does not lose generalisation and captures new
data well without losing linguistic knowledge
of other languages that it was trained on.
2) On the Impact of Language Families,
the MMPLM WMT21fb we deployed has

both alphabetic languages and CJK (Chinese,
Japanese, Koran) character languages, as well
as Slavic language (Russian). This might make
it easier to transfer to a new language, e.g.
alphabetic language. However, in situations
when the MPLMs did not include any of the
language scripts that belong to the language
family of the target one, it can be much harder
for it to transfer to the new target language.
This needs further investigation. One possible
extension of this work is using the dynamic
vocabulary method proposed by Lakew et al.
(2018).
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Letournel, Xavier Baró, Hugo Escalante, Sergio
Escalera, Tyler Thomas, and Zhen Xu. 2022.
Codalab competitions: An open source platform
to organize scientific challenges. Technical
report.

Matt Post. 2018. A call for clarity in reporting
BLEU scores. In Proceedings of the Third
Conference on Machine Translation: Research
Papers, pages 186–191, Belgium, Brussels.
Association for Computational Linguistics.

Ricardo Rei, Craig Stewart, Ana C Farinha, and
Alon Lavie. 2020. COMET: A neural framework
for MT evaluation. In Proceedings of the 2020
Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 2685–
2702, Online. Association for Computational
Linguistics.

Rico Sennrich, Barry Haddow, and Alexandra
Birch. 2016. Controlling politeness in neural
machine translation via side constraints. In
Proceedings of the 2016 Conference of the
North American Chapter of the Association for
Computational Linguistics: Human Language
Technologies, pages 35–40, San Diego, California.
Association for Computational Linguistics.

Yuqing Tang, Chau Tran, Xian Li, Peng-Jen Chen,
Naman Goyal, Vishrav Chaudhary, Jiatao Gu,
and Angela Fan. 2020. Multilingual translation
with extensible multilingual pretraining and
finetuning. CoRR, abs/2008.00401.

Chau Tran, Shruti Bhosale, James Cross, Philipp
Koehn, Sergey Edunov, and Angela Fan. 2021.
Facebook ai’s wmt21 news translation task
submission. In Proc. of WMT.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention
is all you need. In Conference on Neural
Information Processing System, pages 6000–
6010.

Marta Villegas, Ander Intxaurrondo, Aitor
Gonzalez-Agirre, Montserrat Marimon, and
Martin Krallinger. 2018. The mespen resource
for english-spanish medical machine translation
and terminologies: census of parallel corpora,
glossaries and term translations. LREC
MultilingualBIO: multilingual biomedical text
processing.

Hayahide Yamagishi, Shin Kanouchi, Takayuki
Sato, and Mamoru Komachi. 2016. Controlling
the voice of a sentence in Japanese-to-English
neural machine translation. In Proceedings of the
3rd Workshop on Asian Translation (WAT2016),
pages 203–210, Osaka, Japan. The COLING 2016
Organizing Committee.

Barret Zoph, Deniz Yuret, Jonathan May, and
Kevin Knight. 2016. Transfer learning for
low-resource neural machine translation. In
Proceedings of the 2016 Conference on Empirical
Methods in Natural Language Processing, pages
1568–1575, Austin, Texas. Association for
Computational Linguistics.

40

https://aclanthology.org/2018.iwslt-1.8
https://aclanthology.org/2018.iwslt-1.8
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://doi.org/10.18653/v1/2021.naacl-main.38
https://doi.org/10.18653/v1/2021.naacl-main.38
https://doi.org/10.18653/v1/2021.naacl-main.38
https://doi.org/10.18653/v1/2021.naacl-main.38
https://doi.org/10.48550/ARXIV.2207.04672
https://doi.org/10.48550/ARXIV.2207.04672
https://doi.org/10.48550/ARXIV.2207.04672
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://hal.inria.fr/hal-03629462v1
https://hal.inria.fr/hal-03629462v1
https://www.aclweb.org/anthology/W18-6319
https://www.aclweb.org/anthology/W18-6319
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/2020.emnlp-main.213
https://doi.org/10.18653/v1/N16-1005
https://doi.org/10.18653/v1/N16-1005
http://arxiv.org/abs/2008.00401
http://arxiv.org/abs/2008.00401
http://arxiv.org/abs/2008.00401
https://aclanthology.org/W16-4620
https://aclanthology.org/W16-4620
https://aclanthology.org/W16-4620
https://doi.org/10.18653/v1/D16-1163
https://doi.org/10.18653/v1/D16-1163


Proceedings of the 5th Clinical Natural Language Processing Workshop, pages 41–47
July 14, 2023 ©2023 Association for Computational Linguistics

Tracking the Evolution of Covid-19 Symptoms through Clinical
Conversations

Ticiana L. Coelho da Silva, José Antônio F. de Macêdo, Régis Pires Magalhães
Insight Data Science Lab
ÍRIS Lab, Ceará, Brazil

{ticianalc, jose.macedo, regis}@insightlab.ufc.br

Abstract

The Coronavirus pandemic has heightened the
demand for technological solutions capable of
gathering and monitoring data automatically,
quickly, and securely. To achieve this need,
the Plantão Coronavirus chatbot has been made
available to the population of Ceará State in
Brazil. This chatbot employs automated symp-
tom detection technology through Natural Lan-
guage Processing (NLP). The proposal of this
work is a symptom tracker, which is a neu-
ral network that processes texts and captures
symptoms in messages exchanged between cit-
izens of the state and the Plantão Coronavirus
nurse/doctor, i.e., clinical conversations. The
model has the ability to recognize new pat-
terns and has identified a high incidence of
altered psychological behaviors, including an-
guish, anxiety, and sadness, among users who
tested positive or negative for Covid-19. As
a result, the tool has emphasized the impor-
tance of expanding coverage through commu-
nity mental health services in the state.

1 Introduction

The Covid-19 pandemic required efficient and agile
measures from governments to mitigate the effects
caused by the disease. Plantão Coronavírus (PC)
is a chatbot, and one of the solutions developed
around April 2020 in Ceará State, Brazil, to hold
back the pandemic. PC is an automated tool to
converse with patients via text and provide them
guidelines on how to proceed based on their level
of emergency. The Plantão Coronavirus project
was specifically developed by ÍRIS Lab of Inno-
vation and Data in Ceará state, Brazil, in collab-
oration with the Health Secretary of Ceará State.
Its purpose is to create a chatbot with artificial in-
telligence capabilities. The platform incorporates
chatbot technology, enabling users to interact with
an artificial intelligence system, and also offers the
option to redirect to a virtual service manned by
healthcare professionals such as doctors or nurses.

The interactions between patients and healthcare
professionals through the PC generated a lot of
clinical conversation data that needed to be mined,
analyzed, and transformed into valuable informa-
tion. The Health Secretary was required to track
the signs of the disease, and it was not feasible to
perform this task manually by reading thousands
of texts. In this way, an automated and intelligent
solution to classify the Covid-19 symptoms was
essential. Especially at the beginning of the pan-
demic, when little was known about Covid-19.

This work proposes a solution to address the
issue of screening the symptoms reported by users
in a chat dialogue box. Ultimately, the chatbot
classifies the user’s health status as mild, moderate,
or severe. Based on this classification, the system
recommends various services to the user, including
medical appointments or Covid-19 tests.

Our solution approaches the identification of
symptoms in text as a Named Entity Recognition
(NER) problem. NER identifies named entities in
documents and categorizes them into predefined
classes based on the type of entity (Li et al., 2020).
Typically, a neural network is utilized for entity
recognition. In this study, the named entity is a
symptom.

However, in order to train a NER model for
extracting symptoms and diseases from clinical
conversations in Plantão Coronavírus, automatic
annotation was necessary due to the impractical-
ity of manual annotation given the large size of
the dataset. Additionally, there was no publicly
available NER model for Brazilian Portuguese that
could extract symptoms and diseases. Therefore,
we utilized ScispaCy (Neumann et al., 2019), a
disease-focused NER model trained on English-
language texts, and employed transfer learning to
build our model. During the training process, we
initially translated the Portuguese texts into English
and used the ScispaCy model to analyze each En-
glish text, extracting the symptoms identified and

41



translating them back into Portuguese. The training
set comprised the original text and the Portuguese
symptoms extracted by the ScispaCy model.

The intelligence developed in this study was cru-
cial in identifying patterns of disease indicators,
moreover, new or rare symptoms that had not yet
been documented by researchers and health pro-
fessionals in the state of Ceará. This enabled the
tracking of the evolution of Covid-19 findings over
time.

The entity recognition process was performed au-
tomatically. Related works as (Tarcar et al., 2019)
achieved an F1-score of 78.5% and (Neumann et al.,
2019) reached 84.94% of F1-score for the symp-
tom/disease discovery model. In contrast, this work
achieved F1-score equal to 85.66%. The F1-score
is a metric that quantifies the harmonic mean of
precision and recall. In our case, we report the F1-
score for the test set. Our approach has made sig-
nificant advances in tackling the disease in Ceará,
given the possibility of virus mutations and the
consequent appearance of new symptoms. With
the capability to recognize new patterns, our model
identified a high frequency of altered psychological
behaviors, such as anxiety, anguish, and sadness,
in both Covid-19 positive and negative users. As a
result, our tool highlighted the need for the state to
expand its mental health care services to the pop-
ulation through various channels. Our work has
enabled the government to develop a public policy
to address this need.

Moreover, less research is available for clinical
texts in low resource languages as Brazilian Por-
tuguese (Schneider et al., 2020). One can argue
whether or not Brazilian Portuguese is an low re-
source language, but we say that, at least for some
tasks, there are fewer resources compared to En-
glish or other languages, as discussed by (Costa
et al., 2020) and (Fischer et al., 2022).

2 Background

2.1 Plantão Coronavírus Dataset

During the COVID-19 pandemic, the Brazilian
state government of Ceará introduced Plantão Coro-
navírus, a web-based system designed to facilitate
online patient consultation1.

To better understand how the Plantão Coron-
avírus dataset was built, it is necessary to explain
some aspects of the Plantão Coronavírus system.

1https://coronavirus.ceara.gov.br/

When a user initiates an interaction with the sys-
tem, a virtual screening protocol categorizes the
user into one of three risk profiles: severe, mod-
erate, or mild. In the severe risk profile, the user
reports severe symptoms directly related to Covid-
19, such as shortness of breath, fever above 39ºC
for more than 48 hours, etc. The moderate risk pro-
file is for users who do not report severe symptoms
of Covid-19 but may be at an increased risk for get-
ting very sick from Covid-19, such as elderly over
70 years old, those with diabetes, asthma or chronic
lung disease, sickle cell disease, or those who are
immunocompromised, pregnant women, etc. The
low-risk or mild-risk profile is for users who report
being asymptomatic or having mild symptoms and
do not belong to high-risk groups for Covid-19,
such as a stuffy or runny nose, headaches, pain, etc.
After categorization, the user interacts with a nurse
who answers questions on several topics related to
Covid-19, primary care, testing locations, etc.

Since the launch of Plantão Coronavírus, numer-
ous consultations have been conducted, resulting
in the recording of several clinical dialogues be-
tween patients, nurses, and doctors. A subset of
these recordings was utilized to create a dataset for
training and testing a neural network that identifies
Covid-19 symptoms in Brazilian Portuguese texts.
To the best of the author’s knowledge, no exist-
ing model was available to recognize symptoms in
Brazilian Portuguese texts.

The criteria for classifying a user into one of the
three categories have been subject to changes over
time, following new guidelines from the Health
State Secretary and the World Health Organization
(WHO). Moreover, as the people’s expertise in deal-
ing with the pandemic has grown, the understand-
ing of categorizing users has also evolved. Conse-
quently, the recorded dialogues between users and
healthcare professionals vary significantly depend-
ing on the period considered. This variability can
introduce noise into the dataset. To minimize this
effect, we used data from two months (April/20 and
May/20) when the same Covid-19 protocol was fol-
lowed in the state of Ceará. This was the longest
continuous period we could identify when the same
protocol was in place, allowing us to build a more
robust dataset.

Table 1 presents an example of a clinical con-
versation between a patient and a doctor. The
dataset, we used in this work, includes approxi-
mately 27,690 dialogues, with 577,814 utterances,
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an average of 21.48 turns per dialogue, and an av-
erage of 9.9 words per utterance. As a reminder, an
utterance in a dialogue refers to a complete unit of
speech produced by one speaker, which can be a
sentence, phrase, or even a single word. In contrast,
a turn refers to a sequence of utterances produced
by one speaker before the other speaker takes a turn
in the conversation. A turn may consist of one or
more utterances. For privacy reasons, data is not
publicly available.

Doctor Hi, I’m Doctor Fabio. How can I help
you?

Patient I’m experiencing three days of fever
and a dry cough.

Doctor Did you get to take the temperature?
Patient Yes.
Doctor Do you feel shortness of breath?
Patient During this period of fever,

I took Dipirone...
Patient A little, I think because of the cough
Doctor right
Doctor Do you feel shortness of breath

when you walk?
Patient only when I cough.
Doctor I recommend taking a COVID test...
... ...

Table 1: Plantão Coronavírus Dialogue example

2.2 Related Works
Researchers have lately worked to create Covid-19-
related chatbots due to the significant demand for
patient follow-ups. Using research papers from the
Covid-19 Open Research Dataset and CORD-19
(Wang et al., 2020), (Lei et al., 2021) trained a NER
model. The research group used the papers to ex-
tract entities to identify symptoms in the patient’s
written sentences. The most prevalent symptoms
in the articles are found using word clouds, and
a knowledge graph was created using the chatbot
NLU model to keep track of follow-up appoint-
ments with returning patients. (Fazzinga et al.,
2021) uses argumentation graphs and natural lan-
guage to create dialog systems explaining Covid-19
vaccination.

The paper (Miner et al., 2020) outlines issues
and queries that a chatbot may handle during a pan-
demic like Covid-19. Initiatives like Clara 2 from

2https://www.cdc.gov/coronavirus/2019-ncov/symptoms-
testing/testing.html

the CDC in the United States aim to combat the
proliferation of contradicting information brought
on by ignorance and fake news, which can eventu-
ally make handling the pandemic crisis much more
challenging.

(Schaeffer et al., 2022) provides a dataset based
on three corpora: the first one contains 70 carefully
annotated tweets and 10 transcriptions of YouTube
videos. The second corpus comprises the same
textual material with the named entities annotated.
100 YouTube transcriptions that were automatically
tagged using NER models included the third corpus.
The dataset provides geographic information, city
names, and epidemiological data, such as diseases,
symptoms, and virus entities. (Schaeffer et al.,
2022) can be used to train and evaluate different
NER models.

(Beltagy et al., 2019) proposes SciBERT, a pre-
trained BERT-based language model for scientific
data. To enhance performance on downstream sci-
entific NLP tasks, SciBERT uses unsupervised pre-
training on a large multi-domain corpus of scien-
tific literature. The paper (Beltagy et al., 2019)
evaluates the performance of SciBERT for differ-
ent NLP tasks such as NER, Relation Classification,
and Text Classification, among others. BioBERTpt
(Schneider et al., 2020) was developed using clin-
ical notes and scientific abstracts. BioBERTpt
is NER model BERT-based for Portuguese texts.
However, the paper does not clarify the quality of
the model to extract the named entity disease. We
might experiment BioBERTpt and maybe enrich
our annotated data, instead of using only ScispaCy
to annotated our training data. It might be a future
study direction.

The authors (Lopes et al., 2019) manually col-
lected and annotated a corpus of Portuguese clini-
cal texts, identifying named entities such as char-
acterization, test, evolution, genetics, additional
observations, results, date and time, therapeutics,
among others. They also evaluated the effective-
ness of various state-of-the-art models for named
entity recognition. While their work is relevant to
ours, we are particularly interested in named enti-
ties related to diseases or symptoms, which were
not included in the dataset used in (Lopes et al.,
2019).

(Schäfer et al., 2022) explores two main ap-
proaches. Firstly, the authors investigate the ap-
plication of English models to translated texts, fol-
lowed by the transfer of predicted annotations back
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to the source language. This direction closely
aligns with the approach adopted in our paper
to create our training set. Secondly, the authors
explore the possibility of utilizing existing high-
quality annotations to train NLP models in the
target language, going beyond mere translation.
Given the scarcity of resources for low-resource
languages, the ideia is to employ English models
and external biomedical and clinical datasets as
substitutes. The primary objective is to assess the
potential benefits for low-resource languages by
leveraging the existing resources available in En-
glish. The findings in (Schäfer et al., 2022) indicate
that English language models can indeed be applied
to other languages in clinical contexts. Translated
training data can serve as a solid foundation in lan-
guages where resources are otherwise lacking. The
success of the second approach depends on both
the annotation standards and the similarity between
English and the low-resource language in terms of
grammar and morphology.

The study (Schäfer et al., 2022) further supports
the suitability of our methodology. A potential
future direction could involve evaluating our trans-
lation phase, similar to the approach described in
(Schäfer et al., 2022), through word alignment us-
ing contextualized embeddings with the assistance
of multilingual BERT.

3 Data and Methods

The symptom capture mechanism is the primary
contribution of this work and is integrated into the
entire triage process, from the chatbot to the tele-
service with health professionals. Our solution is
a technology that leverages Plantão Coronavírus
data to process and identify symptoms contained
in natural language texts. In the following sections,
we describe the pipeline for building a tracker that
monitors the evolution of Covid-19 symptoms.

Note that the sentences from Plantão Coron-
avírus were not annotated with symptoms. The
main challenge at this point was to build a training
set using this data. The pipeline from data collec-
tion to implementation of the NER model is shown
in Figure 1 and described as follows.

3.1 Annotate the Brazilian Portuguese dataset
with Covid-19 symptoms

The detection of symptoms in the Portuguese lan-
guage was a challenge because, at the beginning of
the pandemic, no publicly available model could

Figure 1: Pipeline to build and deploy the tracker of
Covid-19 symptoms evolution.

perform this task, according to the authors’ knowl-
edge.

Our solution is based on Transfer Learning (Pan
and Yang, 2009). The technological innovation
provided by our solution is a pioneering neural
model for recognizing symptoms in Brazilian Por-
tuguese, mainly because the Portuguese language
lacks NER models. The transfer learning technique
uses the knowledge gained by solving one problem
and applying it to a different but related problem,
allowing for rapid progress and improved perfor-
mance when modeling the second task. In other
words, transfer of learning is the improvement of
learning in a new task by transferring knowledge
from a related task that has already been learned.

So after collecting the dialogues from Plantão
Coronavírus, we chose to translate the texts that
were initially in Portuguese into English. Then,
submit each text (in English) to the ScispaCy model
(Neumann et al., 2019) as an input parameter. For
this work, the model used from ScispaCy was
en_ner_bc5cdr_md. Then, we analyzed the result
generated by this model and translated the symp-
toms captured by the ScispaCy model from English
to Portuguese. All in all, the training set of our
NER model comprises the original dialog text and
the symptoms captured by the ScispaCy model in
Portuguese.

The Google Translate was used in the text trans-
lation stages within our pipeline. Nowadays, these
translation networks present very accurate results
to the expected ones, making the noise insignificant
when analyzed in the context of this work.

Another important aspect to consider is the align-
ment of words or tokens. When translating clini-
cal conversations from Portuguese to English and
annotating them using ScispaCy, all named enti-
ties are outputted in English by the NER model.
Subsequently, we translate them back to Brazilian
Portuguese and use a script to locate them in the
original text. Our script also generates a training
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set in spaCy file format, indicating the occurrences
of named entities in the original text from Plantão
Coronavírus.

3.2 Train and Evaluate the NER model

As the NER component, we utilize spaCy NER 3.
Given its powerful neural network-based model’s
cutting-edge performance, this off-the-shelf NER
technology is typically chosen for use in many in-
dustrial applications (Honnibal et al., 2020). The
entity recognizer may be updated with new in-
stances using an existing pre-trained statistical
model thanks to SpaCy’s support for online learn-
ing.

The embed, encode, attend, and forecast steps
follow the basic four-step methodology used by
the spaCy NLP models, particularly NER. The
model first takes the text as input and converts the
words into distinct number values. Prefix, suffix,
shape, and lowercase characteristics are employed
in the embedding step to extract the commonalities
between the words. The values are sent through
a CNN (Convolutional Neural Network) network
to encode the context-free embeddings, creating
a context-sensitive sentence matrix. The matrix
must travel through the CNN Attention layer be-
fore transforming the prediction into a single vec-
tor. A common Multi-layer Perceptron (MLP) with
a Softmax layer is then utilized as a tag decoder
layer for class prediction. After training, the spaCy
model is prepared for various NLP tasks.

Initially, we trained the NER model with a total
of 27,690 dialogues in Portuguese. The dataset
contains at least one symptom annotated per sen-
tence. So, we split the dataset into training (22,152
dialogues) and test (5,538 dialogues) sets following
the distribution of 80% and 20%, respectively. We
kept training the NER model until it achieved an
F1-score equivalent to ScispaCy, i.e., 85.02. In the
end, it was possible to reach in terms of F1-score
of 85,6 for our NER model.

3.3 Deployment of the NER model

A relevant aspect to point out of the NER model
to extract Covid-19 symptoms in this work is the
absence of manually annotating the data, usually
performed by a human for entity recognition. In
a scenario where there was a vast amount of data,
and little time to process this information, the gain
from optimizing this training step was crucial in

3https://spacy.io/api/entityrecognizer

Figure 2: The Evolution of Covid-19 Symptoms and
Related Diseases.

Figure 3: Repeatedly reports of anxiety along the days.

supporting decision-making.
Another innovative aspect of our approach is its

ability to recognize mental health behaviors, en-
abling health professionals to develop and promote
public policies to assist individuals affected by is-
sues beyond the scope of epidemiology.

Currently, our solution is used in the Tele-
Service platform of the State of Ceará, where it
plays a pioneering role in the Health domain 4.

4 Experimental Results

Figure 2 demonstrates the evolution of symptoms
in a time series. Not all symptoms could be shown
in the figure’s legend. World Health Organization
(WHO), at the beginning of the pandemic, stated
a set of symptoms commonly reported by people
who got positive for Covid-19 very related to flu,
like nasal flaring, runny nose, malaise, fever, cough,
sore throat, diarrhea, headache, and no appetite.

However, new symptoms came along. Through
Figure 2, it is possible to identify the detection

4https://coronavirus.ceara.gov.br/
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of a new symptom of loss of smell on the 8th of
May. This symptom appeared and became quite
characteristic of Covid-19 after a certain period.
Still, on the time series, it is possible to see that the
frequency of each symptom is seasonal during the
analyzed period.

Diabetes is not tecnically a symptom, however
our NER model considered as a symptom, possibly
due to contextual factors or biases introduced by
the scispaCy model. However, it is worth mention-
ing that there has been an observed rise in hyper-
glycemic conditions associated with COVID-19,
particularly in patients with diabetes and those re-
ceiving steroid treatment (Lim et al., 2021). Nev-
ertheless, this topic falls outside the scope of the
current paper.

Another interesting point is that our NER model
could capture some symptoms related to altered
psychological behaviors, such as anxiety, mental
confusion, neurological disorder, and disorienta-
tion among the symptoms, as highlighted in Fig-
ure 3. Figures 2 and 3 do not represent the entire
population as a whole, but rather the number of
dialogues on the Plantão Coronavírus platform that
report specific symptoms.

As already reported in the previous session, our
Covid-19 symptom tracker achieved an F1-score
of 85.66, which is competitive compared to the
SciSpacy English model, which has an F1-score of
85.02. To mitigate catastrophic forgetting of old
knowledge as we update our NER model, we kept
including new sentences from Plantão Coronavírus
with the following symptoms annotated, such as
breathing difficulty, mental confusion, loss of smell,
loss of taste, tiredness, anxiety, anosmia, neurologi-
cal disorder, and disorientation, so the model could
learn not only from the frequent symptoms identi-
fied by en_ner_bc5cdr_md from SciSpacy and the
symptoms commonly reported by people who got
positive to Covid-19.

5 Conclusion and Future Works

This research provides a NER model to recognize
Covid-19 symptoms in Portuguese textual conver-
sations. At the start of the pandemic, no model
could automatically identify the symptoms in a text
written in Brazilian Portuguese; instead, we utilized
ScispaCy, an English-language NER model for dis-
eases, which through transfer learning, trained our
NER model.

The texts were initially translated from Por-

tuguese into English as part of the training proce-
dure. The ScispaCy model then processes each
English-language input text, and its identified
symptoms are subsequently translated from English
to Portuguese. The original text and the Portuguese
symptoms determined by the ScispaCy model com-
prise the training set.

On the Plantão Coronavírus dataset, our NER
model achieved an F1-score of 85.66, which is
competitive with the English model of ScispaCy,
which has an F1-score of 85.02. The NER model
has brought to light the necessity for the state
to increase its coverage of mental health services
through the community mental health channel.

As a future research direction, we intend to ex-
tend the NER model to other diseases prevalent
in Brazil, such as influenza, and explore various
neural architectures. Another future work is to
investigate the translation performance. One alter-
native might be manually translate a small sample
of our dataset and then compute the BLEU score
of the automatic translations on this sample for a
more accurate estimate. As mentioned earlier, we
selected data from April and May 2020, which cor-
responds to the early stages of the pandemic when
Plantão Coronavírus followed the same protocol.
As a future study, we can also examine the evo-
lution of “altered physiological behaviors" in the
dialogues that occurred after this time period.
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Abstract

In the rapidly evolving landscape of medical re-
search, accurate and concise summarization of
clinical studies is crucial to support evidence-
based practice. This paper presents a novel ap-
proach to clinical studies summarization, lever-
aging reinforcement learning to enhance factual
consistency and align with human annotator
preferences. Our work focuses on two tasks:
Conclusion Generation and Review Generation.
We train a CONFIT summarization model that
outperforms GPT-3 and previous state-of-the-
art models on the same datasets and collects ex-
pert and crowd-worker annotations to evaluate
the quality and factual consistency of the gen-
erated summaries. These annotations enable
us to measure the correlation of various auto-
matic metrics, including modern factual eval-
uation metrics like QAFactEval, with human-
assessed factual consistency. By employing
top-correlated metrics as objectives for a rein-
forcement learning model, we demonstrate im-
proved factuality in generated summaries that
are preferred by human annotators.

1 Introduction

Recently, the exponential growth of medical lit-
erature, specifically in the realm of clinical stud-
ies such as randomized controlled trials (RCTs),
has underscored the necessity for efficient sum-
marization techniques (Cohan et al., 2018; So-
tudeh Gharebagh et al., 2020; Guo et al., 2021;
Wang et al., 2020; Luo et al., 2022). Clinicians
and researchers face the arduous task of sifting
through vast amounts of information daily to re-
main abreast of the latest findings and advance-
ments in their respective fields (Abacha et al., 2021;
Chaves et al., 2022). Summarizing clinical studies
enables healthcare professionals to access crucial
information more rapidly, ensuring that their deci-
sions and treatment plans are informed by the most
recent, evidence-based knowledge. As a result,
the development of effective and accurate summa-

rization techniques for clinical studies has become
an essential area of research in the medical do-
main (Shieh et al., 2019a; Wang et al., 2021; Wal-
lace et al., 2021; DeYoung et al., 2021; Xie et al.,
2022; Otmakhova et al., 2022a; Tang et al., 2023).

Automatic summarization of clinical studies is
fundamental for systems that aim to interpret the
vast array of available medical literature (Shieh
et al., 2019a; Sotudeh Gharebagh et al., 2020; Ot-
makhova et al., 2022b; Tangsali et al., 2022). Ran-
domized controlled trials (RCTs) are considered
the gold standard of clinical evidence among var-
ious study types, including cohort studies, obser-
vational studies, and case studies (Concato et al.,
2000; Katsimpras and Paliouras, 2022). The abil-
ity to efficiently process and summarize the mas-
sive volume of RCTs holds great potential for en-
hancing clinical decision-making (Meldrum, 2000;
Ramprasad et al., 2023).

To delve deeper into clinical study summariza-
tion, we simultaneously explore single-document
and multi-document summarization techniques.
For single-document summarization, we propose
an RCT conclusion generation task based on
the PubMed 200k RCT sentence classification
dataset (Dernoncourt and Lee, 2017). We utilize
the PubMed RCT200k dataset (Dernoncourt and
Lee, 2017), with original annotations for conclud-
ing sentences, meaning our summarization sys-
tem’s objective is to generate concluding sentences
for a clinical study. In the case of multi-document
summarization, we examine the challenge of auto-
matically generating a narrative biomedical sum-
mary from multiple trial reports. Here inputs are
titles and abstracts from systematic reviews pre-
viously conducted by members of the Cochrane
collaboration1 (Wallace et al., 2021), using the re-
view abstract as our target, shown as Figure. 1.

Ensuring the factual consistency of summaries
is vital in the medical field, as they must precisely

1https://www.cochrane.org/
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Task 1:
Conclusion Generation

Task 2:
Review Generation ...

systematic review abstractsthe titles and abstracts of the clinical studies

a title and an abstract of a clinical study concluding sentences

Preliminary studies suggest the benefit of blood
alkalinization with NaHCO3 in OP poisoning, but there
is insufficient evidence to support its routine clinical
use. Further research is required to determine the
method of alkalinization that will optimize outcomes

and the regimen which will produce the target
arterial pH of 7.50 (range 7.45 to 7.55).

Conclusion: "Antithrombin administration in patients with
low AT activity after surgery with cardiopulmonary

bypass reduces postoperative thrombin generation and
fibrinolysis with no effects on platelet activation and

inflammatory response."

Figure 1: The diagram provides an overview of our tasks, which include single-document summarization and
multi-document summarization. For the single-document summarization task, the input consists of a title and an
abstract of a clinical study, with the goal being to generate concluding sentences. On the other hand, the input for
the multi-document summarization task consists of the titles and abstracts from a corresponding review. Highlighted
in red are various specialized medical concepts, logical reasoning, and numerical understanding, which introduce
new challenges for clinical study summarization.

convey evidence to readers who make decisions
for real patients. Wallace et al. demonstrated that
modern summarization systems often struggle to
create factually consistent summaries and tend to
generate content with factual discrepancies com-
pared to the input. At the same time, traditional
automatic evaluation metrics have been deemed in-
sufficient for assessing correctness, leading to a re-
liance on human evaluation for verifying generated
summaries (Kryscinski et al., 2020; Maynez et al.,
2020; Xie and Wang, 2023). However, such human
evaluation demands medical expertise, which can
be both expensive and challenging to scale. To
tackle this issue, our work focuses on evaluating
various automated metrics for their correlation with
factual consistency and improving the factual con-
sistency of clinical study summarization systems.
In our approach, we utilize the top-correlated met-
rics from the previous experiment as the objective
for a reinforcement learning (RL) model, like pre-
vious work (Paulus et al.). By doing so, we aim to
guide the model toward generating more factually
consistent summaries. Our results show that the
RL-based models exhibit improved factuality and
are preferred by human annotators, demonstrating
the effectiveness of using RL for enhancing fac-
tual consistency in clinical study summarization
systems.

Our main contributions: We emphasize our fo-
cus on clinical studies and discuss the unique chal-
lenges associated with their summarization. Our
experiments feature comprehensive benchmarks

and modern factual evaluation metrics, such as
QAFactEval (Fabbri et al., 2022). We gathered
annotations from both crowd workers and domain
experts to assess the factual correctness of sum-
maries generated by state-of-the-art models. By uti-
lizing the top-correlated metrics as the objective for
a reinforcement learning (RL) model, our results
demonstrate improved factuality that is preferred
by human annotators, showcasing the effectiveness
of our approach.

2 Related Work

2.1 Clinical Trial Summarization

Clinical trial summarization has emerged as an im-
portant area of research due to the increasing vol-
ume of medical literature and the need for efficient
information extraction. Early clinical trial summa-
rization techniques often employed rule-based and
template-based approaches, which relied on prede-
fined templates and hand-crafted rules to generate
summaries. For example, Demner-Fushman and
Lin utilized a rule-based system to extract PICO
elements from clinical trial abstracts. However,
these methods were limited by their reliance on
predefined templates and rules, which made them
less adaptable to various domains and less effective
in capturing the nuances of clinical trials. As ma-
chine learning gained traction, researchers began
to explore feature-based approaches for clinical
trial summarization. For instance, (Shieh et al.,
2019b) worked towards understanding medical ran-
domized controlled trials by conclusion genera-

49



RCT QMSum XSUM C/D SAMSum
60

70

80

90

63
65

84 85

77

62
64

82
80

73

68

63

85 84

71

Fa
ct

ua
lA

cc
ur

ac
y

T5
BART
PEGASUS

Figure 2: Bar chart illustrating the factual accuracy
scores (higher is better) for different text summarization
models (T5, BART, PEGASUS) on various datasets.
The datasets are represented by the following abbrevi-
ations: RCT (RCT200K), QMSum (QMSum), XSUM
(XSUM), C/D (CNNDM), and SAMSum (SAMSum).

tion. (Wallace et al., 2021) generated narrative
summaries of RCTs with neural multi-document
summarization. Although these methods showed
promise, they still required significant manual fea-
ture engineering and were sensitive to the choice
of features. The advent of deep learning has led
to substantial improvements in clinical trial sum-
marization. Neural network-based models, such
as sequence-to-sequence models, have been em-
ployed for summarizing clinical trials. For exam-
ple, (DeYoung et al., 2020) presented Evidence
Inference 2.0, which focused on more data and
better models in the biomedical domain. Addition-
ally, (DeYoung et al., 2021) introduced MS2, a
multi-document summarization approach for med-
ical studies. These studies demonstrated superior
performance compared to traditional machine learn-
ing methods.

2.2 Factual Consistency in Summarization
Factual consistency is a critical aspect of text sum-
marization, as it ensures that generated summaries
accurately represent the source content (Maynez
et al., 2020). Previous works have discussed the
challenges associated with achieving factual con-
sistency, including issues like hallucination (Zhang
et al., 2022a; Sridhar and Visser, 2022; van der
Poel et al., 2022), and various techniques em-
ployed to address these challenges, such as rein-
forcement learning (Wan and Bansal, 2022a) and
model fine-tuning (Zhang et al., 2022a; Wan and
Bansal, 2022b; Tang et al., 2022b). Numerous
existing models have attempted to address this is-

sue, including extractive (Zhang et al., 2022b), ab-
stractive (Ladhak et al., 2022; Chen et al., 2021;
Wan and Bansal, 2022b). Additionally, several re-
searchers have proposed better evaluation metrics
to assess factual inconsistency, such as QAFactE-
val (Fabbri et al., 2022) and FactCC (Kryscinski
et al., 2020). Promising avenues for future research
may utilize high-quality negative examples (Wang
et al., 2022), better evaluation metrics (Luo et al.,
2023), and novel model architectures (Chaudhury
et al., 2022) to improve the factual consistency of
generated summaries. And recently, there has been
a growing interest in the generation of surveys (Li
et al., 2021). However, there is currently limited
discussion concerning factual consistency issues in
clinical survey or studies summarization.

3 Preliminarily

3.1 Datasets and Formulation of Tasks

We present two tasks:
Task 1: Conclusion Generation. We employ a

modified version of the PubMed 200k RCT dataset,
initially designed for sequential sentence classifi-
cation. This dataset emphasizes medical abstracts,
particularly randomized controlled trials (RCTs),
which are considered the most reliable source of
medical evidence. Each sentence in the dataset is
labeled with a specific class that corresponds to the
section it originates from Objective, Background,
Conclusions, Methods, and Results. For inclusion,
abstracts must (1) pertain to an RCT and (2) be
structured. Among the 195,654 abstracts meet-
ing both criteria, we allocate them into training
(190,654), validation (2,500), and testing (2,500)
sets. We assemble sentences from the Objective,
Background, Methods, and Results classes of each
abstract into a single paragraph, which serves as the
input text for summarization. Sentences marked as
Conclusions function as the reference summary for
the medical abstract.

Task 2: Review Generation. Our dataset com-
prises systematic review abstracts as well as the
titles and abstracts of the clinical trials summarized
within these reviews. All data is sourced from
PubMed, exclusively using abstracts. On average,
each review encompasses ten trials, featuring an av-
erage abstract length of 245 words. We employ the
"authors’ conclusions" subsection of the system-
atic review abstract as our target summary (with an
average of 75 words). The dataset is randomly par-
titioned into training (3,619 reviews), development
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(455 reviews), and testing (454 reviews) sets.
Additionally, focusing on clinical trials in com-

parison to other summarization tasks, such as news,
meetings, dialogues, movies, emails, sports, or
games, is driven by the unique challenges presented
in scientific and clinical summarization. Clinical
trial summaries often require more logical reason-
ing, numerical understanding, and the accurate rep-
resentation of a vast array of domain-specific termi-
nology. The importance of correctly conveying spe-
cific drug values, concentrations, and scales adds
significant complexity to summarization models.
In an evaluation we conducted, we crowdsourced
100 different summarization examples (including
CNNDM (Hermann et al., 2015), XSUM (Narayan
et al., 2018), SAMSum (Gliwa et al., 2019), QM-
Sum (Zhong et al., 2021), and RCT200K) and ap-
plied state-of-the-art summarization models, such
as Pegasus (Zhang et al., 2020), BART (Lewis et al.,
2020), and T5 (Raffel et al., 2020). We asked the
participants to assess the factual consistency of the
generated summaries and found that clinical sum-
marization exhibited the lowest factuality accuracy
(highest error rate). This highlights the challenge
and importance of focusing on clinical trial sum-
marization, ensuring accuracy and consistency in
conveying critical information.

3.2 Meta evaluation

First, we assess the performance of automatic met-
rics using 200 test summaries for two tasks, in
Table. 1 and Tabel. 2. We examine the results
obtained using fine-tuned PEGASUS (Zhang et al.,
2020), CONFIT (Tang et al., 2022b), BART mod-
els, as well as zero-shot GPT-3 summaries. Here,
we use GPT-3 davinci model. ConFiT introduces a
novel training approach that enhances the factual
accuracy and overall quality of summaries through
contrastive fine-tuning, emphasizing error identi-
fication. Although the original study focused on
dialogue summarization, we adapt and fine-tune
the approach for clinical summarization.

Additionally, we engage both domain experts
and general crowd-workers to evaluate the gener-
ated summaries. Following the methodology of
(Tang et al., 2022a), we employ a 10-point Likert
scale for expert and crowd-worker annotators to
assess factual consistency. For each summary, we
have two crowd-workers and one expert provid-
ing scores, and we take the average of these three
ratings. We also adopt a block design in our eval-

uation process: each crowd-worker evaluates 10
summaries, while we engage two MD students with
medical bachelor’s degrees, who each assess 100
samples. We employed the AWS Mechanical Turk
(MTurk) platform to engage crowd-workers for our
task. Each crowd-worker annotator received a $10
compensation. We recruited 40 MTurk workers
with strong track records, using these qualifications:
a HIT approval rate of at least 99%, a minimum
of 200 approved HITs, and residence in one of the
following English native-speaking countries: US,
Australia, Canada, New Zealand, or UK.

Table. 1 displays the performance of the
summarization systems evaluated using auto-
matic reference-based evaluation metrics, such as
ROUGE, METEOR, and BLEU, highlighting the
differences in scores between the models for each
task. The model with the highest scores across
most metrics for Task 1 is CONFIT, while for Task
2, it is again CONFIT. Notably, CONFIToutperforms
the other models in terms of ROUGE, METEOR,
and EM and F1 of QAEval.

Table. 2 showcases the performance of the same
summarization systems evaluated using automatic
reference-free metrics, including SUPERT(Gao
et al., 2020), BLANC (Vasilyev et al., 2020),
QuestEval (Scialom et al., 2021), QAFactEval (Fab-
bri et al., 2022), FactCC (Kryscinski et al., 2020),
DAE (Goyal and Durrett, 2021), and SummaC (La-
ban et al., 2022). This table provides an alterna-
tive perspective on the performance of these mod-
els, as it does not rely on reference summaries for
evaluation. However, PEGASUS has the highest
SUPERT score and the highest QuestEval score.
Meanwhile, for Task 2, PEGASUS again scores
the highest in SUPERT, while BART achieves the
highest QuestEval score.

Table. 3 presents the instance-level Pearson cor-
relation of various metrics with human factual con-
sistency ratings on Task 1 and Task 2. This ta-
ble helps identify which metrics are more strongly
correlated with factual consistency, providing in-
sights into the most reliable evaluation methods for
measuring the factuality of generated summaries.
We can observe that DAE (0.5743 for Task 1 and
0.2089 for Task 2) and QAFactEval (0.5516 for
Task 1 and 0.3147 for Task 2) have the highest
correlation with human consistency ratings. This
indicates that DAE and QAEval are more closely
aligned with human judgment when evaluating fac-
tual consistency for clinical studies summarization.
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Dataset Model Overlap-Based QAEval
ROUGE(1/2/L) METEOR BLEU EM F1

Task 1

PEGASUS 34.96/14.75/28.35 .23 7.2 .104 .159
CONFIT 38.55/17.15/31.52 .32 6.5 .136 .210
BART 35.10/13.90/28.52 .24 5.8 .098 .162
GPT-3 31.92/11.38/24.77 .24 3.7 .097 .158

Task 2

PEGASUS 33.15/13.60/26.90 .21 .13 .094 .155
CONFIT 37.40/16.50/30.40 .30 .15 .136 .202
BART 25.67/9.55/21.47 .19 .03 .072 .126
GPT-3 27.48/10.72/22.24 .21 .04 .084 .143

Table 1: Performance of various summarization systems evaluated using automatic reference-based evaluation
metrics.

Dataset Model Overall Quality Factuality (QA-based) Factuality (NLI-based)
SUPERT BLANC QuestEval QAFactEval FactCC DAE SummaC

Task 1

PEGASUS .5475 .0615 .7380 4.4095 .3750 .8235 .1145
CONFIT .5596 .0813 .7343 3.8354 .1823 .7587 -.0521
BART .5348 .0564 .7803 3.7537 .2021 .7568 -.0594
GPT-3 .5579 .0751 .7268 3.6419 .2438 .6682 -.0719

Task 2

PEGASUS .6292 .1144 .7129 4.2141 .7223 .7966 .2425
CONFIT .5910 .0910 .7360 3.6820 .2510 .7410 .0110
BART .5443 .0658 .7529 3.5814 .2837 .7382 .0279
GPT-3 .5411 .0606 .7173 3.2352 .3998 .6574 -.0711

Table 2: Performance of various summarization systems evaluated using automatic reference-free metrics.

Metric Task 1 Task 2

ROUGE(1/2/L) 0.2721 0.0812
METEOR 0.2243 0.1309

BLEU 0.2567 0.1548
QAFactEval 0.5516 0.3147

SUPERT 0.2945 0.1157
BLANC 0.3304 0.0846
QAEval 0.2102 0.1261

QuestEval 0.5337 0.3816
FactCC 0.3719 0.1675

DAE 0.5743 0.2089
SummaC 0.3621 0.2953

Table 3: Instance-level Pearson correlation of various
metrics with factual consistency ratings on Task 1 and
Task 2.

Furthermore, we observe that automatic met-
rics report notably lower results for GPT-3 sum-
maries compared to fine-tuned models in both of
our tasks. However, in our manual evaluation, the
performance of GPT-3 is actually very high, sur-
passing the other three models. This indicates that
GPT-3 excels in factual consistency. Nonetheless,
the results of automatic indicators, whether they
measure overall quality or factuality evaluation,
are entirely opposite to those of manual evaluation.

This leads us to believe that automatic metrics may
not be reliable for comparing the quality of zero-
shot summaries. The evaluation method for zero-
shot summaries should probably differ from that of
fine-tuned summaries, as it may be more subjective.
We plan to investigate this issue further in future
research.

4 Methodology

We have observed that DAE, QuestEval, and
QAFactEval exhibit high correlations with factual
consistency across the two datasets. Therefore, our
goal is to incorporate DAE and QAFactEval as
reinforcement learning objectives to enhance the
performance of the base model in text summariza-
tion. To achieve this, we can augment the base
model’s loss function with QAFactEval using rein-
forcement learning, specifically the policy gradient
approach.

Consider the base model’s loss function L(θ),
where θ represents the model’s parameters. The
reinforcement learning objective, e.g. using
QAFactEval, is to maximize the reward function
J(θ) for each trajectory τ under the policy θ. The
reward function can be defined as:

J(θ) = Eτ∼pθ(τ)[R(τ)] (1)
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Model Human QAFactEval DAE

CONFIT 6.3 3.8350 0.7585
+RL QuesEval 7.1 3.8365 0.7602
+RL QAFactEval 7.3 3.8493 0.7634
+RL DAE 7.3 3.8375 0.7748

Table 4: Evaluation results on Task 1 Conclusion Gen-
eration.

Here, R(τ) denotes the QAFactEval reward for
a given trajectory τ , and pθ(τ) represents the prob-
ability of the trajectory under the policy θ. To
incorporate the QAFactEval reward into the base
model’s loss function, we can modify the original
loss function L(θ) as follows:

L′(θ) = L(θ)− αJ(θ) (2)

In this new loss function L′(θ), α is a hyperpa-
rameter that balances the contribution of the orig-
inal loss function and the reinforcement learning
objective. By optimizing this new loss function,
the base model can generate summaries that better
align with the QAFactEval metric.

To approximate the expected reward Jt(θ) at
each time step using a single sample, we can em-
ploy the following Monte Carlo estimation:

Eτ∼pθ(τ)[Rt(τ)] ≈
1

M

M∑

i=1

ri,t (3)

Here, ri,t denotes the QAFactEval reward for a
single trajectory τi at time step t, and M is the num-
ber of samples (trajectories) used to approximate
the expected reward. Using this approximation, we
can update the BART model’s loss function at each
time step as follows:

L′
t(θ) = Lt(θ)− α

1

M

M∑

i=1

ri,t (4)

In this new loss function L′
t(θ), α is a hyperpa-

rameter that balances the contribution of the orig-
inal loss function and the reinforcement learning
objective for each time step. By optimizing this
new loss function at each step, the base model
can generate summaries that better align with the
QAFactEval metric at every time step.

5 Experiment and Results

5.1 Setting
For the models of PEGASUS, CONFIT, and BART,
learning rate was set to 3e-5, a dropout rate of 0.1

Model Human QAFactEval DAE

CONFIT 6.3 3.6820 0.7410
+RL QuesEval 7.0 3.6855 0.7435
+RL QAFactEval 7.3 3.6929 0.7442
+RL DAE 6.3 3.6837 0.7514

Table 5: Evaluation results on Task 2 Review Genera-
tion.

was used, a batch size of 32, and GPT-3 we use
OpenAI API. And here we have beam search for
decoding with beam size 3. We use their original
code base for all metrics 2.

5.2 Results

Here we present our experimental results, which
demonstrate the effectiveness of incorporating re-
inforcement learning (RL) objectives into our base
models, ConFiT. We use three different metrics,
QuesEval, QAFactEval, and DAE, as RL objec-
tives to improve the models’ performance in gen-
erating factually consistent summaries. Tables 4
and 5 show the results for Task 1 and Task 2, re-
spectively. As the tables show, for both tasks, the
models augmented with RL objectives exhibit im-
proved performance across all three metrics. This
indicates that incorporating reinforcement learning
objectives using QuesEval, QAFactEval, and DAE
successfully improves the factual consistency of the
generated summaries. It’s worth noting that the per-
formance improvement was consistently observed
and it did not merely result from some testing of
statistical significance. We conducted multiple ex-
periments to ensure the stability and reliability of
these performance gains.

In this study, we adopt the same human eval-
uation setup as previously mentioned, using a 0-
10 point scale for rating the generated summaries.
This consistent evaluation approach allows us to
effectively compare the performance of our models
and assess their ability to generate factually consis-
tent summaries in both tasks.

In Table 6, we provide the original text, refer-
ence summary, and summaries generated by three
different models. It’s important to clarify that this
example was not cherry-picked. It is representa-
tive and indicative of the general trends observed
in our data, rather than being an exceptional case
chosen to support our argument. From the original

2https://github.com/salesforce/QAFactEval,
https://github.com/salesforce/factCC,
and https://github.com/tingofurro/summac.
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Study Details and Results
Study 1 Antiemetic activity of ondansetron in acute gastroenteritis.,"The mechanism of nausea

and vomiting associated with gastroenteritis is unknown. The role of 5-HT3 receptors
in emesis associated with gastroenteritis was investigated in paediatric patients. A
randomized, double-blind, placebo-controlled, parallel-group study was conducted
in three groups of 12 patients each, receiving either a single i.v. dose of ondansetron
(0.3 mg/kg), metoclopramide (0.3 mg/kg) or placebo (sterile saline). Food was
restricted and oral rehydration was administered for 4 h. During 0-24 h, the number
of emetic episodes experienced was significantly greater with placebo (mean = 5)
than ondansetron (mean = 2), (P = 0.048), and the proportion of patients experiencing
no emesis was significantly greater with ondansetron (58%) than placebo (17%). A
numerical difference, in favour of ondansetron, was observed between ondansetron
and metoclopramide groups for both of the above parameters. Fewer treatment failures
were observed with ondansetron (17%) than placebo (33%) and metoclopramide
(42 %). More diarrheal episodes were observed in the groups receiving anti-emetic
treatment. Therefore, serotonin, acting through 5HT3 receptors, may play a role
in this form of emesis." 364,CD005506,19758398,Clinical trial: oral ondansetron
for reducing vomiting secondary to acute gastroenteritis in children–a double-blind
randomized study...

Study 2 Oral ondansetron for gastroenteritis in a pediatric emergency department...
Study 3 All subjects also received intravenous NS at 10-20 mL/kg/hr...
Study 4 Dimenhydrinate in children with infectious gastroenteritis...
Study 5 Hospital admission occurred in nine patients (20.5%) receiving placebo...
Study 6 ...Ondansetron, a 5-HT3 receptor antagonist marketed as Zofran...
Study 7 ...with a clinically important difference of at least 30% when comparing 2 groups of

patients presenting...
Reference Oral ondansetron increased the proportion of patients who had ceased vomiting

and reduced the number needing intravenous rehydration and immediate hospital
admission. Intravenous ondansetron and metoclopramide reduced the number of
episodes of vomiting and hospital admission, and dimenhydrinate as a suppository
reduced the duration of vomiting.

CONFIT A randomized, double-blind, placebo-controlled study investigated the role of 5-HT3
receptors in emesis associated with gastroenteritis in pediatric patients. Results showed
that oral ondansetron significantly reduced the number of emetic episodes experienced
compared to placebo and increased the proportion of patients experiencing no emesis
(58% vs 17%, P = 0.048).

CONFIT
with RL

These articles are randomized controlled trials that investigate the efficacy and safety
of ondansetron compared to placebo or other antiemetic medications in reducing
vomiting episodes and improving oral rehydration therapy. The studies show that
ondansetron is effective in reducing vomiting episodes and improving oral rehydration
in children with gastroenteritis, and it is well-tolerated with few adverse effects.

GPT3 The studies presented in this table provide evidence that ondansetron, a 5-HT3 receptor
antagonist, is effective in reducing vomiting episodes and improving oral rehydration
in children with gastroenteritis. The use of ondansetron leads to fewer treatment
failures, hospital admissions, and the need for intravenous rehydration. Overall, these
results suggest that ondansetron and dimenhydrinate can be useful adjuncts to oral
rehydration therapy in managing gastroenteritis in pediatric patients.

Table 6: We provide the original text, reference summary, and summaries generated by three different models,
including ConFIT, ConFIT with reinforcement learning (RL) incorporated into its loss function, and GPT-3. The
original text comprises various clinical studies; however, due to its length, we have omitted some portions of the
input documents.
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text marked in blue, we can see that the p-value of
0.048 refers to the comparison between the placebo
and ondansetron groups in terms of the number of
emetic episodes experienced, rather than the pro-
portion of patients experiencing no emesis. How-
ever, in the original output from the ConFIT model,
the proportion is incorrectly mixed with the wrong
p-value, which we have marked in red. In contrast,
the summaries generated by the models with re-
inforcement learning incorporated into their loss
functions do not exhibit any factual errors.

6 Future Work

We find that GPT-3-generated summaries, though
scoring poorly on automatic evaluation metrics,
were considered superior in quality through manual
evaluation. Future studies could focus on this to
offer clearer insights and establish a stronger basis
for this assertion.

This paper also motivates a potential avenue for
improvement, suggesting a shift from traditional
automatic metrics towards utilizing advanced mod-
els like GPT-4 as evaluators. The premise behind
this is to test the correlation between the scores
assigned by GPT-4 and human evaluators. If a high
correlation exists (which we hypothesize might be
the case), it would be feasible to employ GPT-4
scores to guide the tuning process in reinforcement
learning. This approach essentially distills the ca-
pabilities of GPT-4, leveraging its advanced un-
derstanding and evaluative capacity to enhance the
performance and efficiency of the summarization
models. This proposition could herald a novel di-
rection in the evaluation and tuning of such models,
potentially offering more reliable and nuanced per-
formance metrics.

7 Conclusion

In the field of clinical studies summarization, there
has been limited research on factual consistency
so far. We have demonstrated that, for single-
document and multi-document summarization of
clinical studies, there are two main issues: 1) the
accuracy of automatic metrics for evaluating fac-
tual consistency is limited, and 2) existing models
have their limitations. We employed human eval-
uation for assessing factual consistency, and this
analysis has been conducted over a larger set of au-
tomatic metrics to provide a more comprehensive
picture. Furthermore, we demonstrate that further
optimizing the model using reinforcement learn-

ing (RL) with the metric as a reward can result
in significant improvements in factual consistency.
Our contributions include a simple yet effective
approach for two medical summarization tasks, val-
idation of several automatic evaluation metrics for
their correlation with expert-assessed factualness,
and the identification of the best-correlating metric
to guide generation models toward enhanced sum-
mary correctness. This work lays the foundation
for the development of more robust clinical trial
summarization systems, facilitating the efficient
dissemination of medical knowledge to practition-
ers and researchers.

8 Limitation

While this study provides valuable insights into
the performance of summarization models across
various domains, there are several limitations that
should be noted. Primarily, it is clear from the re-
sults that these models exhibit poor performance
on RCT compared to other domain datasets. How-
ever, it should be noted that this performance gap is
likely due, at least in part, to the fact that these mod-
els were not trained on medical documents. The
complexity of medical terminology and its syntax
often requires specific knowledge and understand-
ing that general language models might not possess.
Thus, it might not be entirely fair to infer that these
summarizers find clinical summarization inherently
challenging based on this data alone. In order to
address this limitation, it is recommended that fu-
ture research should involve the same experiments
using model checkpoints that have been finetuned
on medical text data.

Another notable limitation of the study revolves
around the incremental improvements shown by
the summarizers for the evaluation metrics used in
the reward function. While it is encouraging to ob-
serve these slight improvements, it’s important to
question and validate whether these changes truly
signify an enhancement in the model’s factuality.
It’s plausible that the training focused primarily on
improving factuality might inadvertently compro-
mise other aspects of the generated text, such as its
fluency or ROUGE scores. To gain a more com-
prehensive understanding, it would be valuable to
conduct additional experiments and analyses. This
comprehensive evaluation is critical to gain a more
nuanced understanding of the trade-offs involved
in model training and optimization.
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Abstract

Pretrained language models leverage self-
supervised learning to use large amounts of un-
labeled text for learning contextual representa-
tions of sequences. However, in the domain
of medical conversations, the availability of
large, public datasets is limited due to issues
of privacy and data management. In this paper,
we study the effectiveness of dialog-aware pre-
training objectives and multiphase training in
using unlabeled data to improve LMs training
for medical utterance classification. The ob-
jectives of pretraining for dialog awareness in-
volve tasks that take into account the structure
of conversations, including features such as
turn-taking and the roles of speakers. The mul-
tiphase training process uses unannotated data
in a sequence that prioritizes similarities and
connections between different domains. We
empirically evaluate these methods on conver-
sational dialog classification tasks in the medi-
cal and counseling domains, and find that mul-
tiphase training can help achieve higher perfor-
mance than standard pretraining or finetuning.

1 Introduction

Current language technologies have enabled the
analysis of large amounts of medical conversations
to gain insights into important aspects of provider-
patient interactions such as patient experience, re-
sponse to treatment, time allocation for health is-
sues, or quality assurance (Zhou et al., 2021). How-
ever, many challenges remain open for this grow-
ing field of research on natural language processing
(NLP) for healthcare. Among them, there is a need
for efficient training frameworks that address the
lack of large-scale, publicly available medical dia-
log datasets.

The recent success of large transformer-based
models (Vaswani et al., 2017) in many Natural Lan-
guage Processing (NLP) tasks related to dialog
has motivated their application in the healthcare
domain, mainly because of their adaptability ca-

pabilities. Work in this area has shown that large
pretrained language models (PLMs) are effective
for tasks such as assessing and analyzing the qual-
ity of counseling conversations or building chatbots
for mental health care (Flemotomos et al., 2021).

Previous work on dialog-oriented pretraining ap-
proaches has used discourse-aware (intersentential)
learning tasks to learn “rich and robust context rep-
resentations and interactive relationships of dialog
utterances” (Zhang and Zhao, 2021). In addition,
the composition and order of pretraining corpora
have also been studied as crucial factors for down-
stream task performance (Gururangan et al., 2020),
with a multiphase pretraining regimen consisting of
general, domain-adaptive, and task-adaptive shown
to be effective. While these methods have been
found useful for general-purpose dialog, it is still
unclear how they perform in medical dialog. Differ-
ent from other types of conversational dialog, med-
ical conversations are domain-specific, and clas-
sification models require not only capturing the
discourse relations between dialog utterances and
turns but also being aware of speaker dynamics and
medical terminology.

In this work, we seek to empirically study the
effectiveness of dialog-aware pretraining and mul-
tiphase pretraining in medical utterance classifica-
tion tasks. We focus on pretraining tasks that allow
the model to leverage conversational properties,
such as turn-shift, speaker role, and intersenten-
tial dependencies. We evaluate these methods on
datasets that are limited in size, especially com-
pared to large corpora that are typically used to pre-
train language models. Thus, our goal is to confirm
if the pretraining approaches lead to improvements
over just finetuning with a small dataset.

The contributions of this work are threefold. (1)
We design and implement simple dialog-aware pre-
training tasks for medical conversations. (2) we
evaluate dialog-aware pretraining and multiphase
pretraining and show that while the former does
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not fare better than dialog-agnostic approaches, the
latter can effectively leverage unannotated corpora
of varying task relevance. (3) we draw lessons for
practitioners from our experiments.

2 Related Work

Pretrained Language Models. Previous works
have explored pretraining objectives and strate-
gies that use large amounts of unannotated data
to optimize large neural networks (Kim et al.,
2020). These methods can be broadly categorized
into autoregressive models (e.g., GPT (Radford
and Narasimhan, 2018)) and autoencoding mod-
els (BERT) (Devlin et al., 2019). The strategies
used in this work belong to the autoencoding class
since they rely on reconstructing the original in-
put from its corrupted version. In particular, we
explore domain-adaptive pretraining (DAPT) and
task-adaptive pretraining (TAPT), which have been
shown effective while incorporating both, domain-
relevant and task-relevant, unlabeled data (Guru-
rangan et al., 2020). In addition, given recent ad-
vances in large language models (LLMs), Lehman
et al. (2023) show that smaller language models
carefully trained on clinical data outperform much
larger models trained on general domain data, mo-
tivating our work on leveraging domain-specific
pretraining on health-related conversational data.

Pretraining Methods for Conversations. Re-
cent work in this area has used intersentential learn-
ing objectives to infer properties associated with
the relationship of sentences in the input. For in-
stance, Mehri et al. (2019) used masked-utterance
retrieval to guess the replaced (masked) utterance
based on the context utterance, and Zhang and
Zhao (2021) explored intersentential coherence
through utterance order restoration and contrastive
loss. Other approaches have explicitly incorporated
the dialog structure and information as part of the
pretraining task. For example, MPC-BERT (Gu
et al., 2021a) focused on multi-party conversations
and used dialog-unique information such as utter-
ance speakers and receivers.

Conversation Utterance Classification. Within
medical utterance classification, work has been
done to either categorize or forecast utterances that
describe behaviors from conversation participants
(Cao et al., 2019). For categorization, Pérez-Rosas
et al. compiled a dataset of motivational interview-
ing (MI) conversations, where each counselor ut-

terance is annotated with a predefined MI behavior
code for the counseling strategy employed in the
utterance (Pérez-Rosas et al., 2016). In this work,
we adopt the framework joint sentence represen-
tation (JSR) (Cohan et al., 2019). That is, instead
of encoding a single sentence at a time and using
its embedding for classification, we jointly encode
multiple sentences in a window with specified con-
text size and use their final embeddings to classify
multiple sentences at a time.

3 Pretraining Approaches

We explore dialog-aware pretraining and multi-
phase training to leverage unlabeled data in medical
conversations.

3.1 Discourse Structure Objectives
We focus on two pretraining tasks that incorpo-
rate information about turn shift behavior and the
speakers’ role. We believe that these play a more
significant role in clinical dialog than in everyday
conversations since the expected role and behavior
of each participant are fixed and understood by the
speakers. Thus, we hypothesize that models with
improved awareness of these structures will lead to
higher performance in medical dialog downstream
tasks.

Turn-shift Prediction. An important aspect of
conversation dynamics is turn-shifting behavior
i.e., points in the conversation where a speaker
starts a new turn, which can provide information
on power balance and rapport between partici-
pants. In clinical conversations, turn-taking behav-
ior helps to move the conversation forward and
facilitates patient-provider communication. We
incorporate turn-taking information into contex-
tual embeddings by designing a pretraining task
in which a model is evaluated and trained on its
ability to correctly identify the start of a new turn.
We define a turn as a contiguous span of utterances
spoken by one speaker. In our model, each utter-
ance is separated by [SEP] tokens and we predict
whether the current [SEP] is the start of a new turn.
We use a simple feed-forward neural network and
a final sigmoid activation for binary prediction on
[SEP] tokens with binary cross entropy loss for
scoring. Note that since the model receives speaker
role information through speaker embedding, it is
possible that information leakage may make this
task trivial. However, during our experiments, we
observe that the model does not converge quickly,
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Figure 1: An example dialog snippet and the generated pretraining examples for masked language modeling
(MLM) and SpeakerMLM pretraining objectives. Counselor utterances are in red, while client utterances are
in purple. Note that here actual token representation of the input sequence is skipped for legibility.

thus, suggesting it is not exclusively relying on the
speaker embeddings while predicting a turn-shift.

SpeakerMLM. Although dialog-agnostic MLM
has been shown to be effective for many domains
and tasks (Devlin et al., 2019), it often fails to lever-
age potentially helpful domain information, since
each non-special token at any position has an equal
chance of being masked. In order to augment an
MLM with dialog-specific information, we design
a masking strategy where masked tokens are se-
lected based on their dialog-specific information.
We hypothesize that by forcing the transformer
model to infer one speaker’s masked tokens from
the other speaker’s unmasked tokens, the model
will learn intersentential and inter-speaker depen-
dencies. More concretely, we start by randomly
selecting a speaker with uniform probability and
then randomly mask tokens from their utterances
with a specific mask probability, which is a hy-
perparameter. The loss used for this task is negative
log-likelihood, identical to the original MLM.

3.2 Discourse Coherence Objectives

In addition to the discourse structure pretraining
objectives described above, we experiment with Or-
der Recovery and Intruder Detection, two existing
pretrained objectives related to discourse coher-
ence that have been found useful in dialog-related
tasks (Mehri et al., 2019; Gu et al., 2021b).

Order Recovery. We hypothesize that since the
order of utterances is crucial in determining its
overall meaning, learning to recover their original
permutation may lead to a better contextual repre-
sentation of a medical conversation. Our modeling
approach is similar to Gu et al’s (Gu et al., 2021b),
but instead of training the model to minimize the

KL-divergence between the approximated rank-1
probability and the permutation probability, we
minimize the cross entropy between them, follow-
ing ListNet (Cao et al., 2007). We pass the [SEP]
embeddings to a feed-forward network with a final
sigmoid layer to derive a relevance score for the
utterance ranking with respect to the text order.

Intruder Detection. Intruder detection, also
known as inconsistency identification (Mehri et al.,
2019), seeks to model the coherence of utterances.
The goal of this pretraining task is to identify the
“intruder” i.e., an utterance that does not belong to
the original dialog snippet. We generate intruder
detection examples by randomly selecting an ut-
terance i from [1, 2, · · · , k], and replacing it Utti
with a negative sample randomly chosen from the
pool of all utterances spoken by the same speaker.
Note that the negative example cannot be Utti itself.
As in order recovery, the [SEP] embeddings corre-
sponding to each sentence in the dialog snippet are
obtained using a feed-forward network that uses
cross-entropy loss.

3.3 Multiphase Adaptive Pretraining
An important design aspect of pretraining strategies
is the way unlabeled dialog corpora is used during
pretraining. While pretraining language models on
large, general-topic corpora such as Wikipedia arti-
cles have been found useful for general-purpose di-
alog, pretraining on in-domain or unlabeled target-
domain presents an additional opportunity for lever-
aging unlabeled corpora. This is particularly rel-
evant for the clinical and psychotherapy domains,
where large collections of domain data (or anno-
tated data) are often not readily available. To ad-
dress this, we experiment with two main strate-
gies while using unlabeled data: domain-adaptive
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pretraining (DAPT) and task-adaptive pretraining
(TAPT) (Gururangan et al., 2020). The first allows
the model to access a set of unlabeled texts seman-
tically and stylistically similar to the target domain
so additional performance gain can be achieved on
the in-domain corpus. The second enables pretrain-
ing on unlabeled target corpora (Gururangan et al.,
2020).

During our experiments we use BERT (Devlin
et al., 2019), a popular choice for the contextual
embedding of text sequences, as our backbone ar-
chitecture. Below, we describe important elements
of the architecture that are adapted to conduct our
experiments while incorporating the pretraining ob-
jectives.

Input Representation. Instead of independently
encoding each dialog utterance, we opt for jointly
encoding multiple sentences in a local neighbor-
hood. Hence, we directly encode contextual in-
formation from surrounding utterances as opposed
to a single encoding approach, which requires an
extra step to contextualize single representations.
Previous works such as (Cohan et al., 2019) have
shown that context-augmented representations can
improve the model performance on sequential sen-
tence classification (SSC) tasks for conversational
domains. The main advantage of this strategy is
that a separate contextualization step is not neces-
sary and the resulting representation can be directly
fed into a feed-forward network for classification.
Thus, it allows classifying multiple sentences at
a time. Specifically, we set a context window of
fixed size k and concatenate all the utterances in
the window, separated by special tokens. Thus, a
sample sequence given k consecutive utterances
spoken in a dialog snippet will be represented as
shown below:

[CLS] Utt1 [SEP] Utt2 [SEP] · · ·Uttk [SEP]

where Utti refers to the sequence of tokens for utter-
ance i, and [CLS] and [SEP], respectively denote
the special tokens for classification and utterance
separation.

Speaker Embeddings. While the original BERT
uses segment embedding to distinguish multiple
sentences, we choose to use speaker embeddings
to focus on dyadic conversations only. The speaker
embedding layer maps two speakers to a learnable
embedding in the hidden dimension space. This
approach is similar to (Gu et al., 2020), but instead

of directly modeling end of turns with an additional
token, we provide the relevant turn information
through the speaker embedding.

Adaptation to Different Pretraining Objectives.
To adapt the model to different pretraining objec-
tives, we add a task-specific feed-forward layer and
an activation layer if necessary. Likewise, during
training on downstream tasks, a feed-forward layer
is added after the last layer of the encoding model
so that the model can be fined-tuned to classify
an utterance label from [CLS] embedding for fore-
casting, and from [SEP] embeddings for jointly
categorizing.

4 Datasets

We evaluate our pretraining approach using two
datasets portraying clinical interactions between
patients and their care-providers (Min et al., 2020;
Pérez-Rosas et al., 2016) and also a general-
purpose chit-chat dataset.

GRADE Clinical Conversations. This dataset
consists of clinical conversations from a large di-
abetes study (Nathan et al., 2013). The conver-
sations are conducted in English and portray in-
teractions between a diabetic patient and a care
provider during the patient’s regular check-up for
diabetes management. The dataset is annotated
at the utterance-level with eight diabetes-related
codes, covering a range of medical and diabetic-
specific topics including “Not Applicable” code for
any other topic (Min et al., 2020).

Motivational Interviewing Dataset. This
dataset consists of 277 motivational interviewing
(MI) counseling sessions also in English, compiled
by (Pérez-Rosas et al., 2016). It includes utterance-
level annotations for ten behavioral codes from
the Motivational Interviewing Treatment Integrity
(MITI) coding scheme, the current standard for
evaluating MI counseling fidelity and quality (Moy-
ers et al., 2016). The behavior codes indicate the
counseling strategy employed in each counselor
utterance. In addition to the 10 behavioral codes,
we include two generic codes, one for all client
utterances and another for counselor utterances
with no counseling strategy assigned, resulting in a
total of 12 codes.

DailyDialog. In addition to medical corpora, we
use the DailyDialog dataset, a corpus of human-
written dialogues covering general-domain and
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Figure 2: An overview of our multiphase pretraining framework for medical conversations. We start with an
pretrained model previously trained on large amounts of general-domain data such as Wikipedia or BookCorpus
(Zhu et al., 2015). We then apply domain-adaptive pretraining (DAPT), followed by task-adaptive pretraining
(TAPT). Finally, the model is finetuned on the training set of the target task.

chitchat topics such as school life or personal fi-
nances (Li et al., 2017). We use DailyDialog as an
outer-domain corpus related to the target task in
terms of data format or genre (dialogs), but domain
distant i.e., general daily life vs medical conversa-
tions.

Since all datasets are originally in long full-
session length form, we use a sliding window of
five conversational turns to segment the sessions
into smaller units. Table 1 shows overall statistics
for the three datasets.

GRADE MI DailyDialog

# conversations 56 277 13118
# examples 14195 48157 49486

# Finetune Labels 8 12 NA

Table 1: Dataset statistics of GRADE, MI, and Daily-
Dialog datasets

5 Experiments

We focus on two utterance classification tasks: cat-
egorization and forecasting, formulated as shown
in Table 2. For the categorization task, we seek to
label utterances in a medical conversation, where
the set of labels is a predefined set of speaker be-
haviors or conversation topics. In the forecasting
task, we use the same set of labels but seek to

forecast the label for an upcoming utterance based
on previous utterances. Our choice of these tasks
is motivated by the hypothesis that if our dialog-
aware pretraining objective leads to models with
a better contextual representation of neighboring
utterances, that improvement will translate into a
higher performance boost for forecasting tasks than
in categorizing.

Utterance Classification Tasks

Categorizing

Input: u1, u2, · · · , un
predict−−−→ Target: c1, c2 · · · , cn

Forecasting

Input: u1, u2, · · · , un
predict−−−→ Target: cn+1

Table 2: Comparison of categorizing and forecasting
tasks. ui denotes an utterance i in an example. ci de-
notes the target label for ui.

5.1 Experimental Setup
The experiments are run on a GeForce RTX 2080
Ti. For MLM and SpeakerMLM, we set the mask-
ing probability of each token to 0.15 and 0.30
respectively. We set the masking probability for
SpeakerMLM as 0.30, since by selecting only one
of the two speakers to mask we are asymptotically
masking only half of the total utterances, in con-
trast to MLM. Our evaluations are conducted with
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5-fold cross-validation. For training in both pre-
training and fine-tuning, we use a sliding window
with stride = 1 to maximize the model learning
opportunities. During test time, we partition the
dataset with a window of the same size.

We chose BERT as our base architecture since
pretrained parameters fine-tuned on large natural
language corpora are readily available, and also be-
cause due to its design the additional context input
could easily be supplied through the use of separate
token type ids. We used the bert-base-uncased
model implemented in (Wolf et al., 2020) with a
learning rate of 2e-5. The input to the model is a
sequence of token-level embeddings of each utter-
ance in the conversation and the predicted label is
assigned using a multilayer perceptron.

5.2 Fine-tuning Strategy

While DailyDialog is a conversational dataset, its
topic, and semantic content is generally not do-
main specific like GRADE or MI. Thus, we use this
dataset as a precursor pretraing corpus to DAPT
and TAPT, hoping to maximize the gains from
domain-adaptive pretraining by creating a concep-
tually “closer” stepping stone from the Wikipedia-
trained weights of bert-base-uncased.

We process each conversation in the datasets to
transform the long sequence into a set of smaller
dialog snippets of size k measured in the number
of utterances.

5.3 Utterance Classification Experiment

We evaluate the pretrained models on both cate-
gorizing and forecasting tasks. We experiment
with two baselines: (1) the same transformer model
described above with no pretraining (No) and (2)
standard MLM pretraining (MLM). We conduct
a set of experiments where we fix the pretrain-
ing method but vary (1) the composition of pre-
training corpus (2) the pretraining strategy, and
whether to use multi-phase adaptive pretraining or
not. Results are shown in Table 3 and Table 4.
In the tables, “Small” indicates that models are
trained using only the target corpus, whereas un-
der the “Mixed” setting models are trained on the
shuffled and combined corpus of all the three cor-
pora, and intended as a control against the “Multi”
setup which uses the multi-phase pretraining on all
corpora. For the “Multi” evaluation, the pretrain-
ing order is DailyDialog→ Non-target Corpus→
Target Corpus.

From these results, we note that overall, multi-
phase adaptive training (“Multi”) achieves the high-
est performances, but does not always lead to per-
formance gains. For instance, as seen in the per-
formance degradation in MI categorizing tasks, the
domain and target adaptive strategies actually lead
to lower performance, especially when the same
setup with “Mixed” pretraining strategy resulted
in performance degradation or stagnation. We hy-
pothesize that multi-phase pretraining amplifies the
effect of pretraining objectives hence leading to
a higher performance boost than when using the
“Mixed” setting only. This indicates that choosing
the right pretraining schedule/strategy is important
but doesn’t provide the full recipe for successful
pretraining.

We also observe that across datasets and tasks,
MLM and SpeakerMLM perform consistently
higher than other pretraining methods. However,
we see a clear difference in task performance for the
GRADE and MI datasets. Particularly, discourse-
aware objectives (Order Recovery, Intruder Detec-
tion) in MI tasks achieve comparable or higher
performances in both categorizing and forecasting.
In one notable instance, intruder detection achieves
the highest score with multi-phase training.

This trend is in line with existing discourse-
aware pretraining work (Mehri et al., 2019; Santra
et al., 2021) suggesting that pretraining tasks that
require the model to infer how local utterances are
related to each other can benefit from explicit in-
tersentential pretraining approaches. In our case,
MI tasks focus on counselor strategy and verbal
behavior rather than the semantic content of the
utterance, whereas the GRADE task is about the
utterance topic. In the former, correct classification
relies not only on the content of the target utterance
but also on the surrounding context.

Moreover, another comparison can be made
along the categorizing vs forecasting axis for both
datasets. While MLM outperforms SpeakerMLM
in categorizing tasks, SpeakerMLM performs best
in forecasting tasks. We believe that forecasting
represents a more intersentential task since the
model has no access to the target utterance and
has to rely only on the context utterances for clas-
sification. This may explain why SpeakerMLM
outperforms MLM in forecasting despite employ-
ing a similar principle and using a similar amount
of compute (15% of tokens).
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Categorizing Acc Forecasting Acc

No Pretraining 65.57 60.03

Objective / Corpus Small Mixed Multi Small Mixed Multi

MLM 65.67 66.14 66.72 61.03 61.76 62.09
Turn-shift Prediction 52.83 51.45 51.46 51.53 51.63 51.63

Order Recovery 65.00 55.53 55.21 57.79 53.83 52.76
Intruder Detection 62.18 62.67 61.56 53.26 58.73 57.40

SpeakerMLM 64.76 66.11 66.41 61.09 61.03 62.50

Table 3: Performance of pretrained BERT contextual embeddings on the GRADE topic classification task

Categorizing Acc Forecasting Acc

No Pretraining 76.87 69.58

Objective / Method Small Mixed Multi Small Mixed Multi

MLM 77.17 77.25 77.07 69.81 69.61 69.91
Turn-shift Prediction 76.85 73.92 73.92 69.57 69.60 69.63

Order Recovery 77.12 76.94 76.78 69.80 70.11 70.22
Intruder Detection 57.07 50.54 83.31 69.59 69.57 70.18

SpeakerMLM 77.18 76.82 76.39 69.50 69.47 70.18

Table 4: Performance of pretrained BERT contextual embeddings on the MI behavioral coding task

5.4 Evaluation Under Low Resource Settings

We also conduct experiments to evaluate the pro-
posed pretraining strategies on downstream task
performance in low-resource settings, where avail-
able supervised learning data is limited in quantity.

We measure the performance of pretrained mod-
els when using incremental amounts of finetuning
data: 0.01, 0.1, and 0.5. We limit our experiments
to the multi-phase adaptive setting (“Multi”) and
No Pretraining, MLM, and SpeakerMLM objec-
tives.

Results are shown in Table 5 and Table 6. Over-
all, results indicate a similar trend to experiments
conducted with all available data, with Speak-
erMLM showing a better performance in the fore-
casting task. In addition, we find that the No Pre-
training model has similar or better performances
as MLM methods in lower resource settings (0.01,
0.1, 0.25), which is in contrast to the full-resource
setting result. This suggests that domain-specific
pretraining does not always lead to robust perfor-
mances under lower resource settings, especially
when finetuning is required to improve the model
performance.

6 Is Our Finding Still Relevant in the
Era of LLMs?

Recently, there have been significant advances
in large language models (LLMs), which contain
more than several hundred billion parameters and

exhibit state-of-the-art performances on several nat-
ural language benchmarks, or even academic and
professional tasks (Chowdhery et al., 2022; Ope-
nAI, 2023). Given this development, the relevance
and need for NLP research that focuses on and opti-
mizes smaller-scale models, such as this work, may
be questioned.

We believe that research on the optimization and
development of smaller-scale models will still play
an important role in NLP research and applica-
tion. First, the ownership and control of a language
model can be important, especially to organizations
that handle and process medical data, which is a
focus of this work. Such organizations curate pa-
tient data with sensitive information, and as such,
feeding the data to LLMs, often only available
through APIs, may cause legal, ethical, or secu-
rity violations. Moreover, because LLMs are often
trained with large amounts of labeled data, they
often underperform task-specific finetuned models
that use fewer parameters (Lehman et al., 2023).
Thus, leveraging small to mid-size datasets for fine-
tuning remains a viable option.

7 Conclusion & Lessons Learned

In this work, we studied the performance of pre-
training strategies on utterance classification in the
medical field, a domain that often suffers from a
lack of large, publicly available datasets. We eval-
uated existing and novel dialog-aware and inter-
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Classification Acc Forecasting Acc

Objective / Data Fraction 0.01 0.1 0.25 0.5 0.01 0.1 0.25 0.5

No Pretraining 12.04 51.46 51.44 55.23 7.40 51.66 51.56 51.60
MLM 4.60 51.46 52.04 57.99 8.30 51.63 51.56 52.53

SpeakerMLM 12.30 51.46 52.54 59.22 8.70 51.63 51.56 52.56

Table 5: GRADE Low-resource evaluation of Multi-setting pretrained models using incremental amounts of fine-
tuning data.

Classification Acc Forecasting Acc

Objective / Data Fraction 0.01 0.1 0.25 0.5 0.01 0.1 0.25 0.5

No Pretraining 54.86 70.96 70.99 72.98 36.78 53.44 69.38 69.54
MLM 49.76 70.96 70.99 74.74 31.66 49.53 51.44 69.17

SpeakerMLM 53.10 70.82 70.99 71.20 33.60 49.53 51.98 69.56

Table 6: MI Low-resource evaluation of Multi-setting pretrained models using incremental amounts of finetuning
data.

sentential pretraining objectives, and we showed
that multi-phase adaptive training can effectively
harness unlabeled data based on task similarity and
relevance. We derive several lessons and further
directions from our findings:
Pretraining is often beneficial but also has the
potential to amplify the negative effects of ill-
matched pretraining tasks. Our experimental re-
sults confirmed previous works’ findings that pre-
training strategies to incorporate unlabeled data
can be helpful in classification tasks (Devlin et al.,
2019; Gururangan et al., 2020). However, we found
that using dialog-aware pretraining tasks in med-
ical utterance classification can also lead to poor
performance when they are not compatible with the
target task.
Pretraining with unlabeled non-target corpora
is a useful strategy when the availability of fine-
tuning data is limited. Our experimental results
showed that pretraining with similar non-target data
can boost performance. This is in line with previ-
ous findings by Gururangan et al. (2020), showing
that after general-domain pretraining on large cor-
pora, additional, domain or target-related training
can lead to performance gains. Moreover, we rec-
ommend using a multiphase pretraining schedule
that uses pretraining corpus on increasing order of
task similarity. However, one caveat we observed
during our low-resource experiments is that in set-
tings where the amount of fine-tuning data is below
a certain threshold, the advantage of pretraining
can be limited.
Pretraining with domain-specific data does not
result in better performance when compared

to domain-agnostic objectives. We implemented
several dialog-aware objectives and adapted MLM
so that the masking procedure can utilize speaker
information assigned to each utterance in conversa-
tion. However, we did not see conclusive evidence
that these task-specific adaptations led to a signif-
icant improvement. Furthermore, in some cases,
pretraining with dialog-aware objectives led to a
degradation in performance.

Limitations

Our work does not cover the full range of domain-
agnostic pretraining objectives, including denois-
ing objectives such as ELECTRA (Clark et al.
(2020)), or contrastive objectives, such as Sim-
CSE (Gao et al., 2021; Rethmeier and Augen-
stein, 2023). This paper focused on comparing
the masked language modeling (MLM) objective
with specially designed dialog-aware objectives.
It is our expectation that, given the empirical find-
ings of this project, task-agnostic general objectives
like ELECTRA, or SimCSE, will also outperform
dialog-aware methods. In addition, due to the lack
of task-related datasets, the set of corpora used
during our experiments is limited.

Ethics Statement

The data used for this study was cleaned and
anonymized to remove any personal and sensitive
information before conducting the reported experi-
ments.
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A Appendix

Hyperparameter Value
Batch Size 32
Optimizer Adam (betas=0.9,0.999)

Learning Rate 2e-5
Weight Decay 0.01

Training Epochs 5
MLM Probability 0.15

Speaker MLM Probability 0.30

Table 7: Training Hyperparameters
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Abstract
In developing countries like India, doctors
and healthcare professionals working in pub-
lic health spend significant time answering
health queries that are fact-based and repetitive.
Therefore, we propose an automated way to an-
swer maternal and child health-related queries.
A database of Frequently Asked Questions
(FAQs) and their corresponding answers gen-
erated by experts is curated from rural health
workers and young mothers. We develop a
Hindi chatbot that identifies k relevant Ques-
tion andAnswer (QnA) pairs from the database
in response to a healthcare query (q) written
in Devnagri script or Hindi-English (Hinglish)
code-mixed script. The curated database cov-
ers 80% of all the queries that a user of our
study is likely to ask. We experimented with (i)
rule-based methods, (ii) sentence embeddings,
and (iii) a paraphrasing classifier, to calculate
the q-Q similarity. We observed that paraphras-
ing classifier gives the best result when trained
first on an open-domain text and then on the
healthcare domain. Our chatbot uses an ensem-
ble of all three approaches. We observed that if
a given q can be answered using the database,
then our chatbot can provide at least one rele-
vant QnA pair among its top three suggestions
for up to 70% of the queries.

1 Introduction

With inequality in healthcare access across urban
and rural parts of India, pregnant and postpartum
women in rural areas suffer from low access to
healthcare due to limited time with healthcare pro-
fessionals, language barriers in doctor-patient com-
munication, and societal barriers. In resource-
constrained environments, digital support groups
are a common platform to seek information about
various maternal and child healthcare-related is-
sues (Das and Sarkar, 2014; Kaur et al., 2019; Ya-
dav et al., 2022). The moderators of such support
groups are overburdened with enormous queries
and find it challenging to provide answers timely.

Moreover, group members often ask their health
queries in regional languages such as Hindi or
Hinglish1. Given the doctor-to-population ratio
of 4.8 doctors per 10000 people in India (Potnuru
et al., 2017), the scalability of such healthcare inter-
ventions involving doctors becomes challenging
(Kaur et al., 2019). Thus, it presents an opportu-
nity to extend informational support to pregnant
and postpartum women through a chatbot that can
answer their written queries in their local language.
Chatbots are used in various domains, from rail-

ways ticket reservations to food delivery2. Chat-
bots have taken up different roles in healthcare,
such as psychotherapists, nurses, doctors, and
medical consultants (Weizenbaum, 1966; Agrawal
et al., 2017; Comendador et al., 2015). Chatbots
have the potential to act as the first point of contact
for women seeking answers for maternal and child
healthcare-related queries, especially in resource-
constrained environments (Yadav et al., 2019b). In
this work, we explore the potential of a chatbot to
provide accurate healthcare information by retriev-
ing the best matching FAQs with their correspond-
ing answers (Mittal et al., 2021).
We developed a chatbot that provides k most

relevant FAQs with their corresponding answers
(QnA pairs) in response to a healthcare query. The
chatbot uses a curated database of QnA pairs in
the Hindi language with answers vetted by health-
care professionals. Our chatbot can process user
queries written in Latin script (native script for
English) and Devanagari script (native script for
Hindi). Figure 1 illustrates the overall architec-
ture of the proposed chatbot. For evaluation, we
obtained a set of healthcare queries from ASHA

1It is a colloquial term to describe a language written using
the English script (Latin), but the grammar and vocabulary are
borrowed from Hindi. It is also called Hindi-English code-
mixed language. For example, ‘नमस्ते ’(hello) is written as
‘namaste’.

2https://www.chatbotguide.org/dominospizza-bot
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Figure 1: The architecture of the proposed chatbot is shown above. A user query (q) can be in the Devanagari or
Latin script. The chatbot fetches top-k most similar Question-Answer (QnA) pairs from the ASHA-FAQ database
and shows the user one question (Q) at a time.

workers3. In this paper, we discuss different al-
gorithmic approaches to developing chatbots and
the efficiency of these approaches in providing rel-
evant QnA pairs. The three primary approaches
used in this work are (i) the rule-based method, (ii)
sentence embeddings, and (ii) paraphrasing classi-
fiers. An ensemble model of all three primary ap-
proaches was found to be performing better than
other methods. We release the source code of our
chatbot to encourage future research in this direc-
tion 4.

2 Related Work

Earlier works on developing chatbots in health-
care using AI started with user query reformu-
lation and using knowledge from search engines
(Brill et al., 2002). They were made for the En-
glish language, and the same techniques could not
be used for Hindi speakers due to the scarcity of
resources. Kothari et al. (Kothari et al., 2009)
aimed to develop a FAQ retrieval system for the
unstructured English language written as a short-
hand for SMS by the Indian population. It re-
lied on character-level features to calculate the sen-
tence similarity scores. Initial works on build-
ing a QnA system for the Hindi language were
restricted to exploiting information from shallow
speech features like POS tags (Sahu et al., 2012).
In constructing an automatic question-answering
system for English-Hindi code-switched language
(also known as Hinglish), the word-level transla-
tion of code-switched queries to English queries
was a common practice due to a lack of resources
in the Hindi language (Raghavi et al., 2015; Sekine
and Grishman, 2003). Such approaches fail to gen-

3They are Accredited Social Health Activists (ASHA) em-
ployed by the Ministry of Health and Family Welfare, India.
They are frontline health workers connecting the rural popu-
lation with the state health system.

4github.com/ritwikmishra/asha-chatbot

eralize because Hindi-to-English word-level trans-
lations are highly dependent on the position of the
Hindi word in the sentence (Ray et al., 2018).
Previously cross-lingual word embeddings have

been used to solve a healthcare QnA system in low-
resource African languages(Daniel et al., 2019). It
has been empirically shown that fine-tuned ma-
chine learning models using embeddings from
pre-trained transformer-based encoders like BERT
outperform many other traditional AI models
on various tasks(González-Carvajal and Garrido-
Merchán, 2020; Hao et al., 2019). Earlier works
have shown the efficiency of BERT-based models
in measuring sentence similarity for FAQ retrieval
tasks(Bhagat et al., 2020; Sakata et al., 2019).
In this paper, we compared the performance of

different approaches for measuring sentence simi-
larity between Hindi sentences from the maternal
healthcare domain. For a given user query (q),
the most similar question (Q) and its correspond-
ing answer (A) are fetched from the ASHA-FAQ
database, which is described in the next section.

3 Data Description

We collected data from four prior studies by taking
permission from the authors (Yadav et al., 2019a,b,
2021, 2017). The data consists of hundreds of
pairs of questions and answers (in audio and text
modality), as asked in the real world by com-
munity health workers and pregnant and postpar-
tum women regarding maternal and child health is-
sues. Health experts have provided the answers to
these questions. The audio data was transcribed
and annotated with the help of two healthcare pro-
fessionals. Both annotators had a bachelor de-
gree in medicine and surgery, a master’s in pub-
lic health, and experience working in maternal and
child health. The two annotators manually tran-
scribed each session in the Devanagari script.
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In this work, annotations were performed using
an online transliteration tool5 and Audino (Grover
et al., 2020). More than 18 hours of audio in
the healthcare domain were transcribed to obtain
1150 question-answer (QnA) pairs. Subsequently,
we received 217 maternal health question-answer
pairs from Yadav et al. (Yadav et al., 2019b) and
added them to our ASHA-FAQ database resulting
in a total of 1365 unique questions and 1338 unique
answers 6.
Due to the COVID-19 pandemic, AI model field

testing was not feasible. Therefore, to evaluate
the models on real-time data, a total of 336 new
user queries (q) were collected from ASHA work-
ers with the help of a non-governmental organiza-
tion (NGO) partner. We requested ASHA workers
to provide us with queries that they frequently en-
counter. With the help of public health profession-
als (with a master’s degree in public health), the
authors annotated these 336 queries with relevant
questions from theASHA-FAQdatabase. For each
query q, authors identified completely and par-
tially matching QnA pairs from the ASHA-FAQ
database. Both types of matching (complete and
partial) have been treated as relevant in this work.
It has been found that, among 336 queries, 270
user queries had at least one relevant question in
the database. Hence, the coverage of the ASHA-
FAQ database is 80% in our experiment. The 270
questions, as mentioned above, will be treated as
the hold-out test set to evaluate the performance
of different FAQ-retrieval approaches used by our
chatbot.
In order to train a deep-learning model to cal-

culate the sentence similarity score between two
Hindi sentences, we scraped Hindi news articles
from the Inshorts website7. Each data point (di)
in the scraped dataset (D) consisted of news arti-
cle text (ti), its headline (hi), a summary of the
text (tsi ), and a paraphrased headline (h

p
i ). We col-

lected more than 17K data points in our dataset.
For a negative (or not-paraphrased) headline of hi,
a random headline is chosen from the paraphrased
headlines8.
Our Inshorts dataset contains 35K Hindi sen-
5easyhindityping.com
6Wewill be releasing a subset of the ASHA-FAQ database

to show the working of our chatbot. Full database will be
released in future research work.

7inshorts.com/hi/read
8We also experimented with curated negatives i.e. neg-

ative headline = headline (hp
j ) having the highest keyword

overlap with hi where i ̸= j. It didn’t improve the results.

tences, from the news domain, classified into
two classes (paraphrased or not-paraphrased), with
equal representation of both classes. We are releas-
ing the scraping scripts and hyperlinks to the news
articles in the repository mentioned above. To the
best of our knowledge, it is the most expansive
dataset available for paraphrase detection in the
Hindi language. Since the Inshorts dataset is from
the open domain (news), we constructed a question
paraphrase dataset in the healthcare domain. We
manually paraphrased questions from the ASHA-
FAQ database and treated them as positive exam-
ples of paraphrases. Random sentences were taken
as negative examples. The dataset thus created is
called the AshaQs dataset, and it contains about
1500 healthcare-related question pairs classified
into two classes (paraphrased or not-paraphrased)
in a balanced manner.
The performance of different FAQ retrieval

models is compared using five information re-
trieval evaluation metrics, namely: Mean Average
Precision (mAP), Mean Reciprocal Rank (MRR),
Success Rate (SR), normalized Discounted Cumu-
lative Gain (nDCG), and Precision at 3 (P@3)
(Sakata et al., 2019). Success Rate is the simplest
to understand because it represents the percentage
of user queries for which at least one relevant sug-
gestion was given in the top-k suggestions.

4 Methodology

Our work aims to take input as a user query (q)
and produces an output as top-kmost relevant QnA
pairs from the ASHA-FAQ database. Therefore,
the given task is modeled as a FAQ retrieval prob-
lem. We tried to solve this FAQ retrieval problem
through three primary approaches. Results from
best-performing approaches are taken to form an
ensemble method. All three of our approaches are
able to convert Latin script in user input query to
Devanagari script. We used the indic-trans library
for the transliteration (Bhat et al., 2015).

4.1 Dependency Tree Pruning (DTP )
A dependency parse tree was created for the given
sentence, and we extracted all the important key-
words by pruning the tree using handcrafted rules.
Stanza library is used to extract shallow features
like Part-Of-Speech (POS) tags and create the de-
pendency tree for Hindi language (Qi et al., 2020).
Tree pruning is done in the following three steps:

I. Advice Removal: In the dependency tree, if
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any children of the root node contain words
like सलाह (advice) or इलाज (treatment), or
if the root node is an inflection of the Hindi
wordकर (do) and has a child asचािहए (should)
or क्या (what); then the child with the maxi-
mum number of descendants is made the new
root, and the original root along-with rest of
its children are pruned from the tree.

II. Node removal: After a manual analysis of
many dependency trees, we inferred that
some nodes with specific dependency rela-
tions do not contribute to the underlying
meaning of the query. The chosen depen-
dency relations were: dep, displocated, dis-
course, expl, cc, case, aux, aux:pass, and
mark. Hence, the nodes connected to the
dependency tree with these relations are re-
moved.

III. Compound merging: In the Hindi language,
some actions are expressed through a pair of
verbs called compound verbs. For eg: रपै
करना (wrap doing) here the first verb is the
verb stem, and the second verb is a container
for inflections like gender, number, and tense.
In the compound merging step, all the com-
pound verbs are reduced to their verb stems
only. We used the dependency relation called
compound to identify the compound verbs.

Since the Hindi language generally follows the
subject-object-verb paradigm, post-order traversal
was used to extract the words from the pruned de-
pendency tree. It is done to make the extracted sen-
tencemore readable. Lemmatization is done on the
words to remove the inflections during the traver-
sal.
Using the DTP method, we extracted the key-

words for every question (Qi) in the ASHA-FAQ
database. Precision and recall between the user
query (q) and Qi is calculated by comparing the
overlap between their keywords. We use F −
measure(q,Qi) as the comparison metric, repre-
senting the sentence similarity score between q and
the ith question in the database (Qi).

4.2 Sentence-pair Paraphrasing Classifier
(SPC)

The notion is to train a deep learning model to
predict a score representing the extent to which
the given sentence-pair conveys the same infor-
mation. The predicted score from the classi-

fier is taken as the sentence similarity score for
a given sentence-pair. If two sentences in a
given sentence-pair convey identical information,
then the trained model is supposed to predict a
value closer to one. We fine-tune a pretrained
multilingual-transformer-encoder (or simply en-
coder henceforth) responsible for generating d-
dimensional embeddings for the given sentence-
pair. The embeddings are fed to a Feed-Forward
Neural Network (FFNN) with a single output node
to predict the sentence-similarity score. Earlier
works have shown the superiority of fine-tuned
encoders for paraphrase detection tasks in Hindi
sentences under the IndicGLUE benchmark (Kak-
wani et al., 2020; Venkatesh et al., 2022). We fine-
tuned ourSPC on the Inshorts dataset andAshaQs
dataset using the Huggingface library (Wolf et al.,
2020).

4.3 Cosine Similarity (COS)

We used different encoders to obtain a d-
dimensional vector representation of q and Qi, as
E(q) and E(Qi), respectively. We used a pre-
trained encoder from the SentenceTransformer li-
brary (Reimers and Gurevych, 2020) to obtain the
vector representation of sentences. The traditional
cosine similarity between E(q) and E(Qi) repre-
sents the sentence similarity score between q and
Qi.

Ensemble method (E)
TheDTPmethodologywas selected due to its inter-
pretability, in contrast to the SPC and COSmethod-
ologies, which have demonstrated remarkable re-
sults in sentence similarity tasks. Additionally, we
present an ensemble technique that generates sen-
tence similarity scores by leveraging the outputs of
the aforementioned three primary methodologies.
For every input query, each approach above pro-

duced a list of the most similar QnA pair from the
ASHA-FAQ database, along with their respective
sentence similarity score. Top-k QnA pairs with
the highest scores are chosen as the final sugges-
tions for each input query. It was observed that
for some input queries, one approach performed
better than the rest, whereas it performed worse
for some. Hence, an ensemble method is devel-
oped to construct another top-k suggestion from
the final suggestions of different approaches. The
ensemble method adds the scores of repeated sug-
gestions, and top-k suggestions having the highest
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Figure 2: Performance of fine-tuned SPC on the hold-out test-set with ten different random seeds. A random seed
is responsible for weight initialization in linear layers and the data shuffling between training-testing sets before
fine-tuning. The fine-tuned SPC produces top-k QnA suggestions for a given user query (q) where k equals 3.
The solid line and the shaded region represent the mean and standard deviation, respectively. The figure depicts
the rise in performance of SPC approach when it is fine-tuned on an in-domain data for a single epoch.

DTP DTPq−e SPC SPC+A SPCq−e COS COSq−e E
mAP 30.5 35.1 39.4 31.1 39.1 26.5 27.9 45.3
MRR 42.6 48.5 54.6 42.2 54.2 38.7 41.0 61.6
SR 27.1 59.6 66.2 49.6 64.4 47.7 51.1 70.3

nDCG 45.5 51.2 57.1 43.9 56.5 40.8 43.3 62.5
P@3 27.1 30.0 34.6 34.6 34.6 22.7 23.9 34.6

Table 1: Comparison of all three primary approaches on hold-out test set for top-3 suggestions extracted by our
chatbot. The ensemble (E) is obtained by taking the best-performing models, highlighted with yellow , from each
primary approach. Evidently, the ensemble approach outperforms all the other approaches.

scores are extracted as final suggestions of the en-
semble method.

5 Results

It has been observed that, among the top-3 sug-
gestions, DTP gave at least one relevant sugges-
tion only in 27.1% of user queries in the hold-out
test set. We explored the possible reasons for its
failures and found out that the method could not
handle the polysemous nature of words. For exam-
ple, DTP considers शुगर (sugar) and डायिबटीज (di-
abetes) as entirely different words. However, the
two words are interchangeably used in the Indian
subcontinent to describe a prevalent disease called
Diabetes mellitus.
We tried to solve the polysemous word problem

by maintaining buckets of such words. Whenever
a single word from a bucket is encountered in ei-
ther q or Qi, the rest of the words from the bucket
are added to the sentence. Expanding the query
in such a manner is called query-expansion (q-e)
in automatic question answering (Ray et al., 2018).
It is shown to improve the DTP method by giving

relevant suggestions in 59%of the user queries. Ta-
ble 1 shows the performance boost in DTP due to
q-e variation. Ablation study highlighting the im-
portance of different pruning strategies in DTP is
illustrated in Table 3 of Appendix A.
Multiple encoders were used to build the SPC

model. It was observed that the bert-base-
multilingual-cased (mbert) encoder by Devlin
et al. (2018), gave better results than other pre-
trained multilingual encoders. Moreover, fine-
tuning SPC model with three linear layers on top
of the encoder resulted in the best performance.
Since Rogers et al. (Rogers et al., 2020) suggested
that early layers of encoders contain more syntac-
tic information, we froze the early layers of the en-
coder. We observed more stable results across dif-
ferent random seeds. We first fine-tune the result-
ing model on the open domain Inshorts dataset and
then fine-tune it further on the AshaQs dataset in
the healthcare domain. We observed that it boosted
the performance of SPC on the hold-out test-set
in the fourth epoch, as shown in Figure 2. Table 1
shows that q−Qi sentence similarity works better
than the q−QiAi similarity, which is aligned with
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E−COS E−DTP E−SPC E
mAP 40.9 40.8 30.3 45.3
MRR 56.2 56.5 43.8 61.6
SR 66.2 66.2 51.1 70.3

nDCG 58.4 58.2 45.5 62.5
P@3 34.6 34.6 23.9 34.6

Table 2: Results of ablation study on the Ensem-
ble method (E). Th table illustrates that removing
any approach (COS/DTP/SPC) from the ensemble
method results in lower performance.

earlier works (Bhagat et al., 2020; Sakata et al.,
2019). Sensitivity of the SPC model with respect
to other architectural choices is given in Table 4 of
Appendix A.
Calculating sentence similarity score as the co-

sine distance between the vector representations of
two sentences is also effective. We observed that
using paraphrase-multilingual-mpnet-base-v2 as
the pretrained encoder gave better results than
other encoders from the SentenceTransformer li-
brary. Table 1 shows that using the q-e variations
on q and Q improved the COS results.
Table 1 shows that the ensemble method E out-

performed all three approaches on the hold-out test
set. We performed an ablation study to assess the
importance of each component of E . The minus
sign in the subscript represents the absence of that
particular component. For example, if SPC is ab-
sent, then it is represented by E−SPC . Table 2
shows that removing any component decreases the
performance of E . It was also observed that when
the three approaches produced top-5 suggestions,
the resulting ensemble method achieved a Success
Rate of 73%. Moreover, the chatbot gives a bet-
ter SR value for user queries with many relevant
questions in the ASHA-FAQ database.
The SPC approach majorly dominates the in-

ference time of the ensemble method. It was ob-
served that, with a GPU-enabled server, the ensem-
ble chatbot gives real-time suggestions in 4 sec-
onds and consumes a memory of 2.3 GB on the
GPU. However, the chatbot takes a few minutes
to generate top-k suggestions without a GPU and
consumes a memory of 6.0 GB of RAM.

6 Limitations

In our study, we tested the chatbot on the Hindi
database, which humans heavily annotated. Thus,
when the database size is enormous, the scalabil-

ity of the annotation approach is a critical question.
Since the questions and answers could be possible
in different languages, it will require considerable
effort to translate them and, at the same time, pre-
serve their context. In our study, we observed the
success ratio of the developed chatbot to be 70%
for Hindi queries. However, it is not indicative of
its performance in different natural languages.
For a given user query (q), the performance

of our best approach for the FAQ-retrieval sys-
tem is highly dependent on the number of differ-
ent relevant questions (Q) existing in our ASHA-
FAQ database for the given q. Considering the
large number of user queries that can be asked in
the healthcare field, the small size of our ASHA-
FAQ database is a significant reason behind the in-
stances where our method fails to suggest relevant
questions (Q) to the user. Moreover, our work does
not analyze the quality of answers present in the
ASHA-FAQ database. Hence, a user study would
be required to analyze the questions’ diversity and
the answers’ quality in our ASHA-FAQ database.

7 Conclusion and Future Work

In this paper, we presented the development of a
chatbot to reduce the workload of healthcare pro-
fessionals for extending informational support re-
garding maternal and child healthcare concerns in
a resource-constrained environment. We followed
a FAQ-based model to develop our chatbot using
a healthcare database curated in Hindi. Our devel-
oped FAQ chatbot can process Hindi user queries
written in either the native script of Hindi (Devana-
gari) or in the native script of English (Latin). We
experimented with different FAQ-retrieval meth-
ods to extract the most relevant QnA pairs from
a FAQ database. We found that the chatbot has the
potential to provide relevant QnA pairs for up to
70% queries that our FAQ database can answer. In
the future, we plan to evaluate the bot in the wild
with healthcare professionals involved.
We plan to evaluate our chatbot with pregnant

and postpartum women in a resource-constrained
environment to understand the performance of the
chatbot in the wild. We also plan to incorporate
a healthcare professional to answer questions be-
yond the chatbot’s capacity. The answer obtained
from the professional will be further added to the
existing QnA database for handling future queries,
which would improve the chatbot’s success rate
over time.
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A Appendix

mAP MRR SR nDCG P@3

DTPq−e 35.1 48.5 59.6 51.2 30.0

-any
pruning 25.5 37.3 45.2 39.1 21.3

-advice
removal 30.3 43.1 54.4 46.0 27.0

-node
removal 28.4 40.9 53.7 44.2 27.0

-compound
merging 31.1 44.4 55.1 47.0 27.0

Table 3: An ablation of different pruning strategies in
the DTP method. In absence of any pruning strategy,
simple lemmatization, stop-word removal, and token
matching is performed.
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Fine-tuning data Pretrained
Encoder

Linear
Layers

Frozen
Layers

Best
Epoch

SR spread
(µ± σ) Best SR

Inshorts 3 epoch
AshaQs 6 epoch mbert-cased 3 embedding,

layer 0 4 62.6 ± 1.9 66.2

AshaQs 4 epoch mbert-cased 3 embedding,
layer 0 1 ▼ 62.4 ± 3.7 ▲ 67.0 ▲

Inshorts 4 epoch mbert-cased 3 embedding,
layer 0 1 ▼ 55.5 ± 3.5 ▲ 60.0 ▼

Inshorts 1 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0 2 ▲ 64.3 ± 2.4 ▲ 67.8 ▲

Inshorts 2 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0 3 ▲ 62.9 ± 1.5 ▼ 65.9 ▼

Inshorts 4 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0 5 ▼ 61.0 ± 2.9 ▲ 64.1 ▼

Inshorts 3 epoch
AshaQs 6 epoch xlm-roberta 3 embedding,

layer 0 4 ▼ 61.3 ± 2.5 ▲ 65.2 ▼

Inshorts 3 epoch
AshaQs 1 epoch indic-bert 3 embedding,

layer 0 4 ▼ 5.9 ± 0.8 ▼ 7.0 ▼

Inshorts 3 epoch
AshaQs 1 epoch

mbert
-uncased 3 embedding,

layer 0 4 ▼ 60.0 ± 4.3 ▲ 65.9 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 1 embedding,

layer 0 4 ▼ 57.8 ± 2.5 ▲ 61.9 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 2 embedding,

layer 0 4 ▼ 60.6 ± 1.7 ▼ 63.0 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 4 embedding,

layer 0 4 ▼ 61.3 ± 2.5 ▲ 64.8 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 embedding 4 ▼ 61.3 ± 3.4 ▲ 66.7 ▲

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0, 1 4 ▼ 61.3 ± 2.4 ▲ 63.0 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0, 1, 2 4 ▼ 61.1 ± 2.2 ▲ 63.7 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 half bert 4 ▼ 61.9 ± 2.1 ▲ 64.4 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 nothing 4 ▼ 61.5 ± 2.1 ▲ 65.6 ▼

Table 4: Sensitivity of SPC approach due to different architectural choices. Each experiment is run with ten
random seeds. For the sake of brevity, we have chosen the Success Ratio (SR) to represent the overall performance
since, in our experiments, it acts as an upper bound of all the evaluation metrics. The first row of the table contains
the architectural choices of the best SPC approach. Red-colored triangles (▲/▼) represent a drop in performance
as compared to the best model. Note: increased standard deviation (σ) indicates more numerical instability, hence
worse performance. Since no row contains all green colored triangles, it shows that the configuration of first row
is the best configuration.
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Abstract

Generative artificial intelligence (AI) is a
promising direction for augmenting clinical
diagnostic decision support and reducing di-
agnostic errors, a leading contributor to med-
ical errors. To further the development of
clinical AI systems, the Diagnostic Reasoning
Benchmark (DR.BENCH) was introduced as a
comprehensive generative AI framework, com-
prised of six tasks representing key components
in clinical reasoning. We present a compara-
tive analysis of in-domain versus out-of-domain
language models as well as multi-task versus
single task training with a focus on the prob-
lem summarization task in DR.BENCH (Gao
et al., 2023). We demonstrate that a multi-
task, clinically-trained language model out-
performs its general domain counterpart by
a large margin, establishing a new state-of-the-
art performance, with a ROUGE-L score of
28.55. This research underscores the value of
domain-specific training for optimizing clinical
diagnostic reasoning tasks.

1 Introduction

The electronic health record (EHR) contains daily
progress notes authored by healthcare providers
to represent the daily changes in care plans for
their patients, including an updated list of active
diagnoses. The daily progress note is one of the
most important note types in the EHR and con-
tains the daily subjective and objective details in
the patient’s care, which is summarized into an as-
sessment of the overall leading diagnoses with a
treatment plan section (Gao et al., 2022b). How-
ever, note bloat is a common phenomenon in medi-
cal documentation intermixed with billing require-
ments, non-diagnostic information, and copy and
paste from prior notes (Rule et al., 2021). These
additional documentation practices contribute to
provider burnout and cognitive overload (Gardner
et al., 2018). Problem-based charting is important

Figure 1: Training T5 with multi-task setup with six
tasks from DR.BENCH (Gao et al., 2023)

to improve care throughput and help reduce diag-
nostic errors (Wright et al., 2012).

The medical reasoning process is complex and
incorporates medical knowledge representation
with analytical and experiential knowledge (Bowen,
2006). Patel and Groen developed a theory from the
AI literature that experts use "forward-reasoning"
from data to diagnosis 1986. The recently released
benchmark DR.BENCH (Diagnostic Reasoning
Benchmark) is intended to assess the ability of AI
models to perform such reasoning, with multiple
component tasks including diagnostic reasoning
with EHR data for experiential knowledge, medical
exams for knowledge representation, progress note
structure prediction, and problem summarization
tasks that included both extractive and abstractive
medical diagnoses (Gao et al., 2023).

In this work, we focus primarily on the problem
summarization task from the DR.BENCH suite,
but with the hypothesis that using all tasks in
DR.BENCH would improve the problem summa-
rization task over the problem summarization task
being fine-tuned alone. We make use of the T5 fam-
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ily of sequence-to-sequence language models, (Raf-
fel et al., 2020), which are first pretrained on a
large unlabeled dataset and then finetuned on spe-
cific multiple downstream tasks. The text-to-text
approach in our experiment makes it possible to
perform multi-task training. Hence, the T5 mod-
els were ideal for experimenting with single and
multi-task techniques.

Further, we experimented with a recently
developed clinically-trained T5 model to
quantify the value of in-domain pretrain-
ing data (Lehman and Johnson, 2023). We
make our software publically available at
https://git.doit.wisc.edu/smph-public/dom/uw-icu-
data-science-lab-public/drbench.

2 Related Work

In the clinical domain, biomedical text summa-
rization is a growing field. Common approaches
to text summarization include feature-based meth-
ods (Patel et al., 2019), fine-tuning large language
models (Lewis et al., 2020), and domain adapta-
tion with fine-tuning methods (Xie et al., 2023).
Researchers developed clinical methods for sum-
marization from progress notes but these methods
were restricted to specific diseases such as diabetes
and hypertension (Liang et al., 2019). Moreover,
these methods for summarization were more ex-
tractive than abstractive, using a combination of
heuristics rules and deep learning techniques, and
did not use large language models (Liang et al.,
2019). In another work, an extractive-abstractive
approach was used where meaningful sentences
were extracted from the clinical notes first; these
sentences were then fed into the transformer model
for abstractive summarization (Pilault et al., 2020).
Unfortunately, the transformer model frequently
produced hallucinated outputs, and was not coher-
ent when compared to the ground truth (Pilault
et al., 2020). In a similar extractive-abstractive
approach, researchers used a pointer generator net-
work to generate a note summary cluster and a
language model such as T5 to generate an abstrac-
tive summary (Krishna et al., 2021). None of these
approaches used multi-task training or focused on
clinically trained encoder-decoder since clinical T5

1PubMed is a large open source biomedical and lifescience
database consists of 35 million citation and abstract, and PMC
(PubMed Central) consists of full articles. MIMIC-III and
MIMIC-IV (Medical Information Mart for Intensive Care) are
databases consisting of de-identified datasets from Beth Israel
Deaconess Medical Center

was only recently introduced. Prior work has not
addressed the challenge of abstractive reasoning,
or they used a two-step process to create abstrac-
tions. Recently, researchers used domain adaptive
T5 model trained on the biomedical dataset but did
not experiment with multi-task settings (Gao et al.,
2023).

3 Methods

3.1 Dataset

In our experiments, we used DR.BENCH (Gao
et al., 2023), a recently introduced benchmark de-
signed to evaluate diagnostic reasoning capabilities
of generative language models. DR.BENCH con-
sists of three categories of tasks (two tasks per
category), as shown in Figure 1. From top to the
bottom, the categories and six tasks are: Medical
Knowledge Representation: (1) Medical Natural
Language Inference (MedNLI) task that consid-
ered sentence pairs with the objective to determine
whether the hypothesis sentence could be inferred
from the premise sentence (Shivade, 2019) (14,049
sentence pairs total); (2) Assessment and Plan Rea-
soning (A/P) task whose objective was to label
relations between the assessment and treatment
plan sections (5,897 samples). Clinical Evidence
Understanding and Integration: (1) Electronic
Medical Records Question Answering (emrQA)
whose objective was to answer questions based
on discharge summaries (53,199 questions total)
(Pampari et al., 2018); (2) Progress Note Section
Labeling task whose objective was to labels SOAP
sections in progress notes (134,089 samples) (Gao
et al., 2022a). Diagnosis Generation and Sum-
marization: (1) Medical Board Exam Question
Answering (MedQA) task that consisted of med-
ical board exam question-answer pairs (12,725
pairs) (Jin et al., 2021); (2) Problem Summariza-
tion (ProbSumm) task whose goal was to produce
the list of relevant problems and diagnoses based
on the input that consisted of the SOAP sections of
progress notes (2,783 samples).

In this work, we focused primarily on the prob-
lem summarization task, which was the most diffi-
cult but also believed to be the most impactful of
the six DR.BENCH tasks for downstream clinical
application.

3.2 Experimental Setup

In our experiments, we used six generative lan-
guage models, all based on the Text-To-Text Trans-
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Model Training Corpus Initialization Citation

T5 220M
Colossal Clean Crawled Corpus (C4)

Random
(Raffel et al., 2020)

T5 770M Random

SCIFIVE 220M
C4 + PubMed (abstracts) + PMC

T5 220M
(Phan et al., 2021)

SCIFIVE 770M T5 770M

CLINICAL-T5 220M
MIMIC-III + MIMIC-IV

T5 220M
(Lehman and Johnson, 2023)

CLINICAL-T5 770M Random

Table 1: T5 pretrained models used in the experiments. 1

fer Transformer (T5) model (Raffel et al., 2020).
The text-to-text paradigm utilized by T5 was a nat-
ural choice for our stated goal of exploring multi-
task learning: transforming T5 into a multi-task
learner simply involved prefixing individual task
instances with a task-specific prompt after which
the model could be trained using the standard cross-
entropy loss.

Table 1 provides details about the models. We
compared a multi-task scenario in which T5 vari-
ants were fine-tuned on all DR.BENCH tasks and a
single-task scenario in which T5 was fine-tuned on
the problem summarization task only. We trained
T5 models as follows:

Single-task training: In single-task training for
problem summarization, we used the text of the
assessment, subjective and objective sections of the
progress notes as input and trained T5 to generate
the list of problems and diagnoses.

Multi-task training: In multi-task training,
we combined all DR.BENCH tasks into a single
dataset and trained T5 to generate task-specific out-
put given task-specific input. Training examples of
each task were prefixed with a task-specific prompt.
The open-book setting only was used for MedQA.
The rest of preprocessing follows (Gao et al., 2023).

To enable comparison with existing work (Gao
et al., 2023) we used ROUGE-L score (Lin, 2004)
as our evaluation metric. ROUGE-L uses the
longest common subsequence statistics to com-
pare model outputs. A resampling technique with
1000 bootstrap samples was used to estimate the
95% confidence intervals (CI) (DiCiccio and Efron,
1996).

Note that the Clinical-T5 model used in our ex-
periment was pretrained on the same data (MIMIC-
III) that was annotated by some DR.BENCH tasks
(e.g. problem summarization and EmrQA). This
setting is known as transductive learning. Truns-
ductive learning is a very realistic scenario for the

clinical domain where due to privacy issues, lan-
guage models are likely be pretrained on the data
from the same institution as the data to which they
would be applied. Obviously, it would also be in-
teresting to investigate the performance of a T5
variant that was trained on a clinical corpus that
was different from which the evaluation data were
sourced. Unfortunately, this was not possible due
to the fact that MIMIC was the only publicly avail-
able corpus of clinical notes and it was used for
training clinical language models.

The training data consisted of one progress note
per unique patient. A separate cohort of unique
patients was selected for the test set, ensuring no
overlap between the train and test splits. All exper-
iments used Adam optimizer with a learning rate
of 1e-5, batch size of 8, beam size of 5, and 100
epochs with early stopping. The learning rate and
batch size were picked based on the best hyper-
parameters found from the prior work (Gao et al.,
2023). All experiments were completed on a sin-
gle A100 GPU with 40 GB memory. The models
were reviewed for error analysis by a critical care
physician on the full test set of 86 progress notes
and common observations were highlighted with
examples in the error analysis.

4 Results and Discussion

The results of our experiments are summarized
in Table 2. The full set of results including the
confidence intervals is available in the Appendix
(Table 4).

Clinical-T5 770M trained in the multi-task set-
ting demonstrated the best performance (28.55) for
the Summarization task, establishing a new state-
of-the art for this task. The single-task setting for
the same T5 variant was a close second (28.28).

T5 variants trained on in-domain data (SciFive
and Clinical-T5) performed better than their gen-
eral domain counterpart T5 models of the same size.
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All models, except Clinical-T5 experienced a drop
in performance when trained in a multi-task ap-
proach. We hypothesize that the models pretrained
on non-clinical data were overwhelmed with out-
of-domain (i.e. clinical) data when trained in a
multi-task way and failed to generalize as a result.
Predictably, larger models performed at least as
well as the smaller models and outperformed the
smaller models in most scenarios.

Admittedly, our work leaves open the question of
whether the state-of-the-art performance obtained
by Clinical-T5 770M has to do with the fact that it
was pretrained on MIMIC notes, which were also
annotated in the problem summarization task. At
the same time, the performance of other T5 vari-
ants, such as SciFive 770M, was close, without it
pretraining on MIMIC. This suggests that another
T5 variant trained on a corpus of clinical notes that
was different from MIMIC would perform at least
as well or better depending on the size of the pre-
training corpus. It should be noted that the model of
this size, 770M parameters, can very likely absorb
significantly larger amounts of clinical notes than
what was available in MIMIC (Hoffmann et al.,
2022). We leave verifying this hypothesis for fu-
ture work.

Model Training Summarization

Gao et al., 2023 Single task 7.60 (5.31 - 9.89)

T5 220M Single task 26.35 (22.18 - 30.52)

Multi-task 24.84 (20.28 - 29.40)

T5 770M Single task 26.90 (22.58 - 31.23)

Multi-task 23.99 (19.86 - 28.13)

SCIFIVE 220M Single task 25.31 (21.45 - 29.17)

Multi-task 24.38 (19.99 - 28.78)

SCIFIVE 770M Single task 27.31 (23.09 - 31.53)

Multi-task 25.31 (21.45 - 29.17)

CLINICAL-T5 Single task 25.35 (21.19 - 29.51)

220M Multi-task 26.21 (21.92 - 30.49)

CLINICAL-T5 Single task 28.28 (24.17 - 32.38)

770M Multi-task 28.55 (24.29 - 32.80)

Table 2: Performance of fine-tuned T5 models on the
summarization task. 95% confidence intervals are in-
cluded. The first row is a baseline representing the
best performance on this task to date. Please see the
Appendix for the full set of results.

Error Analysis: Although both clinical mod-
els produced similar ROUGE-L scores, the model

trained in a single-task setting appeared to achieve
better abstraction during error analysis. For the
example in Table 5, the assessment described sep-
sis but does not mention the source of the sepsis
infection in multi-task Clinical-T5 770M. The data
from the subjective and objective sections of the
progress note described an abdominal source and
lab results were consistent with a clostridium diffi-
cile infection. The multi-task prediction was able
to generate sepsis but further generated text that the
source was unclear. The single task performed bet-
ter abstraction and generated clostridium difficile as
the source for the infection, which was more accu-
rate during expert review. In another diagnosis, the
ground truth label was “EtOH Withdrawal" (alco-
hol withdrawal). The multitask extracted “altered
mental status, hypertensive, tachycardia," (symp-
toms of withdrawal) whereas the single task was
able to abstract “DTs EtOH w d," (delirium tremens
alcohol withdrawal - a type of severe alcohol with-
drawal in critically ill patients). Again, the sin-
gle task achieved greater accuracy with abstraction
from symptoms of alcohol withdrawal presented in
the earlier sections of the note.

Resource Utilization: The experiments were
conducted on the Google Cloud Platform using one
A100 40 GB NVIDIA GPU on a Linux base sys-
tem. For all experiments, the total training time
was approximately 250 hours for both single-task
and multi-task approaches. The carbon emission
footprint was 35.5 kilograms (kg) of CO2. How-
ever, the total carbon emission was only 4.5 kg
of CO2 for the single-task experiments. (Lacoste
et al., 2019)

5 Conclusion

In this work we experiment with the
DR.BENCH suite of tasks and established a
new state-of-the-art result on the problem list
generation task, a task critical for AI-assisted diag-
nostic reasoning. Our other contribution indicates
that multi-task learning does not work well, unless
in-domain data was used for pretraining and that
included (unlabeled) task data during pretraining (a
scenario known as transductive learning) leads to
the best performance. Finally, our work provides
evidence that generative models benefit from
pretraining on in-domain data. In future work, we
plan to explore the utility of decoder-only LLMs
for clinical diagnostic reasoning.
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6 Limitations

The limitation of this work was the use of
ROUGE-L as the evaluation metric. Given the
many acronyms and synonyms in medical writ-
ing, ROUGE-L, based on the longest common se-
quence, does not capture the many nuances in its
score. Researchers have shown concerns for the
ROUGE score and have developed metrics for sum-
marization that are more semantically aware of the
ground truth (Akter et al., 2022), but their usability
is yet to be validated.

Training large language models from scratch
uses a considerable amount of carbon footprint.
(Patterson et al., 2021) Fine-tuning large language
models for downstream tasks is one way to reduce
carbon footprint but still needs to be cost-effective.
As the AI community progresses in this field, de-
veloping a cost-effective and carbon-friendly solu-
tion is needed. The NLP field is moving towards
prompt-based methods with larger LLMs (Lester
et al., 2021), so the next step for this research is
to experiment with soft prompting approaches to
address low resource settings and leverage prompt
tuning in LLMs for the problem summarization
task.

7 Ethics Statement

This research utilized a deidentified dataset that
does not include any protected health informa-
tion. This dataset operates in compliance with the
PhysioNet Credential Health Data Use Agreement
(v1.5.0). All experiments conducted adhered to the
guidelines outlined in the PhysioNet Credentialed
Health Data License Agreement. Additionally, this
study has been deemed exempt from human sub-
jects research.
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Model Training Summarization SOAP A/P

Gao et al., 2023 Single task 7.60 (5.31 - 9.89) 60.12 (59.33 - 60.90) 80.09 (79.32 - 83.23)

T5 220M Single task 26.35 (22.18 - 30.52) 60.12 (59.33 - 60.90)* 73.31 (71.34 - 77.65)*

Multi-task 24.84 (20.28 - 29.40) 56.63 (55.83 - 57.42) 43.25 (41.35 - 66.59)

T5 770M Single task 26.90 (22.58 - 31.23) 55.57 (54.78 - 56.35)* 77.96 (75.38 - 81.60)*

Multi-task 23.99 (19.86 - 28.13) 51.10 (50.32 - 51.91) 75.15 (71.93 - 78.19)

SCIFIVE 220M Single task 25.31 (21.45, 29.17) 57.74 (56.95 - 58.53)* 76.76 (74.81 - 80.92)*

Multi-task 24.38 (19.99 - 28.78) 54.86 (54.06 - 55.65) 68.87 (65.50 - 72.12)

SCIFIVE 770M Single task 27.31 (23.09 - 31.53) 47.65 (46.85 - 48.47)* 75.11 (73.10,79.42)*

Multi-task 25.31 (21.45 - 29.17) 44.51 (43.72- 45.29) 77.50 (74.45 - 80.37)

CLINICAL-T5 220M Single task 25.35 (21.19 - 29.51) 55.30 (54.51 - 56.11) 80.44 (77.47 - 83.35)

Multi-task 26.21 (21.92 - 30.49) 52.41 (51.62 - 53.20) 65.49 (62.08 - 68.76)

CLINICAL-T5 770M Single task 28.28 (24.17 - 32.38) 52.82 (52.03 - 53.61) 78.79 (75.76 - 81.66)

Multi-task 28.55 (24.29 - 32.80) 54.00 (53.21 - 54.80) 80.58 (77.57 - 83.38)

Table 3: Finetuned T5 models on various clinical task with 95% confidence interval calculated using the bootstrap-
ping method. A/P represents assessment and plan relational labeling task. Summarization use ROUGE L, A/P use
F1-macro and SOAP use accuracy score for the evaluation metrics. The first row in the table represents best scores
reported in the DR.BENCH paper and * in the other rows represent scores for the respective task in DR.BENCH
paper (Gao et al., 2023)

Model Training EmrQA MedNLI MedQA

Gao et al., 2023 Single task 39.20 (34.63 - 43.78) 84.88 (82.98 - 86.64) 24.59 (22.31 - 27.02)

T5 220M Single task 33.40 (29.27 - 37.61)* 79.75 (78.62 - 82.70)* 22.55 (20.01 - 25.69)*

Multi-task 38.48 (37.24 - 39.79) 72.57 (70.18 - 74.82) 21.75 (19.48 - 24.12)

T5 770M Single task 38.05 (33.56 - 42.58)* 84.04 (82.14 - 85.86)* 20.97 (18.77 - 23.25)*

Multi-task 41.42 (40.16, 42.72) 83.19 (81.22, 85.09) 23.25 (20.97, 25.61)

SCIFIVE 220M Single task 37.28 (32.84 - 42.11)* 82.84 (80.87 - 84.74)* 22.78 (20.50 - 25.14)*

Multi-task 40.08 (38.82 - 41.39) 78.83 (76.72 - 80.94) 21.52 (19.32 - 23.80)

SCIFIVE 770M Single task 41.21 (39.93 - 42.49) 83.89 (82.00 - 85.79) 23.09 (20.82 - 25.37)

Multitask 41.26 (39.98 - 42.56) 84.35 (82.49 - 86.22) 23.72 (21.37 - 26.08)

CLINICAL-T5 220M Single task 41.35 (40.07 - 42.65) 84.32 (82.42 - 86.15) 21.92 (19.64 - 24.19)

Multi-task 40.30 (39.02 - 41.62) 71.23 (68.92 - 73.56) 22.46 (20.19 - 24.74)

CLINICAL-T5 770M Single task 42.69 (41.39 - 43.95) 85.86 (85.02 - 88.47) 24.27 (21.92 - 26.63)

Multi-task 42.61 (41.34 - 43.92) 86.14 (84.32 - 87.90) 25.84 (23.41 - 28.28)

Table 4: Finetuned T5 models on various clinical task with 95% confidence interval calculate using the bootstrapping
method. All the evaluation metrics here are the accuracy score. The first row in the table represents best scores
reported in the DR.BENCH paper and * in the other rows represent scores for the respective task in DR.BENCH
paper (Gao et al., 2023)
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Input Ground Truth
Diagnoses/
Problems

T5 770M
Single task

Clinical-T5
770M
Single task

Clinical-T5
770M
Multi-task

SUMMARIZE: <ASSESSMENT> 48 y/o M
with HIV 47M s/p elective spinal surgery
(anterior and posterior LIFs), intubated - - - -
<SUBJECTIVE> Agitated, diaphoretic,
altered, hypertensive and tachy this AM - - - -
<OBJECTIVE> Last dose of Antibiotics:
Infusions: Other ICU medications: Heparin
Sodium (Prophylaxis) - - - -

EtOH
withdrawal
Spinal surgery

Altered MS
s p elective
spinal surgery

DTs EtOH w d
pain h o chronic
pain

Altered mental
status
Hypertension
Tachycardia
Acute renal
failure s p spinal
surgery

SUMMARIZE: <ASSESSMENT> SEPSIS
WITHOUT ORGAN DYSFUNCTION Ms.
[**Known lastname 10381**] is a 76F with
multiple medical problems, who is - - - - - - -
<SUBJECTIVE> FEVER - 101.7 F - [**2129-
9-3**] 12:33 PM -received boluses overnight
for low SBP - - - - <OBJECTIVE> Last dose
of Antibiotics: Cefipime - [**2129-9-3**]
04:05 PM Metronidazole - [**2129-9-4**]
04:00 AM - - - -

Sepsis Patient
has re developed
fevers on 9 2 on
a regimen of
vancomycin
ceftriaxone
Possible sources
include 1 Intra
abdominal
source

Sepsis Thrombo-
cytopenia

Sepsis Likely
source is
clostridium
difficile colitis
Acute renal
failure

Hypotension
Likely
secondary to
sepsis though
source unclear at
this time Acute
renal failure

Table 5: The table represents a snippet of the input and output sections of problem summarization. The input data
contains an added prefix that denotes the task for T5, "SUMMARIZE" in this case, and <prefix> that defines the
note section. Finally, "- - - -" is the continuation of the section, which was excluded here due to the space constraint.
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Abstract

Accurately capturing medication history is cru-
cial in delivering high-quality medical care.
The extraction of medication events from un-
structured clinical notes, however, is challeng-
ing because the information is presented in
complex narratives. We address this challenge
by leveraging the newly released Contextual-
ized Medication Event Dataset (CMED) as part
of our participation in the 2022 National NLP
Clinical Challenges (n2c2) shared task. Our
study evaluates the performance of various pre-
trained language models in this task. Further,
we find that data augmentation coupled with
domain-specific training provides notable im-
provements. With experiments, we also under-
score the importance of careful data preprocess-
ing in medical event detection.

1 Introduction

Ensuring the accuracy of a patient’s treatment his-
tory is essential for delivering high-quality medical
care. This allows healthcare professionals to as-
sess the effectiveness of existing treatments, detect
possible medication-related problems, and suggest
appropriate future treatment options (FitzGerald,
2009). Various forms of treatment changes, how-
ever, are often absent from structured electronic
data sources, being recorded only in clinical narra-
tives (Turchin et al., 2009). An accurate extraction
of medication event information from unstructured
data in patients’ medical records is thus crucial for
a complete understanding of their treatments.

When extracting medication changes from clin-
ical text, it is necessary to take into account var-
ious forms of contextual information, due to the
narrative and longitudinal nature of clinical docu-
mentation. Clinical text often documents events
over a patient’s medical history, and providers may
also record the reasoning behind their medical de-
cisions. These factors result in complex events that
cannot be properly captured by extracting medi-

cation changes alone, without considering the sur-
rounding clinical context. This is especially true
when developing a medication change extraction
system to support real-world applications, such
as medication timeline generation (Plaisant et al.,
2003; Belden et al., 2019) or medication reconcili-
ation (Poon et al., 2006; Cadwallader et al., 2013).
Indeed, as Wang et al. (2018) have argued, the
use of sophisticated natural language processing
(NLP) information extraction (IE) become a ne-
cessity when the automatic extraction of relevant
medical information is required by large-scale or
real-time applications further downstream, such as
clinical research and decision support.

This study investigates how to extract informa-
tion about changes to patient medications from
clinical text using the Contextualized Medication
Event Dataset (CMED) developed by Mahajan et al.
(2021) and subsequently released to the commu-
nity as a shared task in 2022 National NLP Clin-
ical Challenges (n2c2)1. This consists of three
tasks: (i) medication extraction, to extract all medi-
cation mentions in clinical notes, (ii) event classi-
fication, to identify whether a medication change
is discussed in an event,and (iii) context classifi-
cation, to classify the contextual information of a
medication change event along five orthogonal di-
mensions, with each dimension further classified
into multiple attributes of the event.

For the first medical named entity recognition
task, we note that Lee et al. (2020) demonstrate
significant improvements with the use of BioBERT,
a domain-specific model initialized with BERT and
then pretrained on PubMed abstracts and PubMed
Central full text articles. Thus, we proceed to use
BioBERT as well, providing comparisons against
popular general purpose language models like
BERT (Devlin et al., 2019). Additionally, we
also utilize Bio+Clinial BERT (Alsentzer et al.,
2019), another domain-specific model initialized

1n2c2.dbmi.hms.harvard.edu/2022-track-1
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with BioBERT and further pretrained on notes from
the MIMIC-III dataset (Johnson et al., 2016).

We evaluate the performance of several pre-
trained language models for the second and third
tasks. Specifically, we examine three popular gen-
eral purpose models – BERT, RoBERTa (Liu et al.,
2019b), and XLNet (Yang et al., 2019) – and one
domain-specific pretrained model, Bio+Clinical
BERT.

While many downstream natural language un-
derstanding tasks are readily successful when a
large pretrained language model is tuned for the
task in hand, we observe that the accuracy of clin-
ical event detection crucially depends on careful
data preprocessing. In particular, identifying the
proper linguistic context from surrounding text is
of utmost importance. To that end, we develop and
employ a sentence detection method tailored to this
task, leading to a better performance by all models.
We also find that augmenting the data with the DDI
(drug-drug interaction) Corpus (Herrero-Zazo et al.,
2013) leads to overall improvements in medication
change detection and its context classification.

2 Related Work

The first task in contextualized medication event
extraction is to extract the mention of medications –
clearly, a medical named entity recognition (NER)
task. Medical NER, in general, includes identify-
ing other types of entities such as diseases, symp-
toms, proteins, or patient information (see Pagad
and Pradeep (2022) for an overview). To identify
medication names in particular, many approaches
have been proposed. Early methods relied explic-
itly on domain ontology or dictionaries (Sanchez-
Cisneros et al., 2013), rules (Segura-Bedmar et al.,
2008), and subsequently, contextual rules and auto-
matically learned rules (Hamon and Grabar, 2010;
Coden et al., 2012). A comprehensive survey of
this literature has been conducted by Liu et al.
(2015). More recent approaches are hybrid, com-
bining LSTM and its variants with conditional ran-
dom fields (CRF) or other graphical models (Al-
fattni et al., 2021; Jouffroy et al., 2021). Even
more recent, however, are techniques that utilize
Transformer models (e.g., BERT). There is some
work to further indicate that combining BERT with
BiLSTM-CRF improves medical NER (Yu et al.,
2019), while others demonstrate the improvements
in using domain-specific pretraining with BERT
initialization (Lee et al., 2020).

Identifying medication change events and clas-
sifying their attributes, however, is a significantly
less explored problem. This is due largely to the
scarcity of annotated resources, but to a lesser ex-
tent, also to the complexity of the language used in
clinical narratives to describe such events. Initially,
research heavily relied on annotated datasets like
the 2009 i2b2 and the 2013 DDI datasets (Uzuner
et al., 2011; Herrero-Zazo et al., 2013). Some
early work focused on very specific events of clin-
ical relevance, such as Liu et al. (2019a), who in-
spect medication discontinuation, or Sohn et al.
(2010), who focus on whether medication was
started, stopped, increased, or decreased. In an-
other approach, Pakhomov et al. (2002) introduced
temporal information into their labels. In spite
of the success on individual datasets, these ap-
proaches employ rule-based decisions and classical
supervised learning algorithms like support vector
machines (SVMs) or maximum entropy modeling,
which are unlikely to generalize across multiple
datasets with linguistic variation without extensive
supervision for each dataset.

For a detailed understanding of treatments, such
as extracting the dosage, frequency, or mode of
drug administration, or in determining its relation
to other phenomena like adverse drug effects, gen-
eralizable success in this task carries immense
significance. It is thus worth noting that recent
methods leveraging neural architectures and mod-
els have shown promise in medical event extraction
and classification tasks (Narayanan et al., 2022).
Lerner et al. (2020) use a neural top-down transi-
tion based parser and achieve results comparable
to BiLSTM models for medical entity and event
detection. Perhaps the closest to our study is the
approach of Lybarger et al. (2021), who tune BERT
on COVID-19 data to identify various events of
clinical significance, such as symptoms, severity,
and assertion. This body of work is distinct from
ours, however, since it does not delve into classifica-
tion of event attributes involving complex temporal
or conditional expressions.

Several studies (Uzuner et al., 2011; Chapman
et al., 2001; Szarvas et al., 2008; Morante, 2010;
Albright et al., 2013) have examined the detection
of negated medical concepts in clinical text. How-
ever, none of them specifically focus on identifying
medication change events. Moreover, they have not
looked at the combined identification of negation
and the actor responsible for that negation. Early
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Figure 1: Distribution of labels in CMED (training set).

work on negation detection in clinical texts was
based on negation lexicons, and rule-based algo-
rithms using them. Most notable among them is
NegEx (Chapman et al., 2001). Although these
have been superceded by others who combine lexi-
cons with dependency structures or other linguistic
features (Mehrabi et al., 2015), we use an imple-
mentation of NegEx built into the popular spaCy2

library, called negspaCy. Our results (Sec. 6) show
that in spite of its simplicity, this approach suffices.

With the Contextual Medication Event Dataset,
CMED, Mahajan et al. (2021) provide annotated
data capturing five orthogonal dimensions of con-
textual information related to medication change
events. Further, they demonstrate the viability of
SVMs and Transformer-based models in detect-
ing and classifying these events. Very recently,
Ramachandran et al. (2023) have explored an av-
enue similar to ours, with domain-specific language
models based on BERT. In these, it has been noted
that sentences that mention multiple drugs are par-
ticularly difficult to detect and classify. By contrast,
our work investigates data augmentation and task-
specific preprocessing in conjunction with the user
of domain-specific language models. In particular,
we develop and use a custom sentence extraction
module in our pipeline, which improves the accu-
racy of these models on the given tasks.

3 The CMED Dataset

The CMED dataset comprises annotated clinical
notes, where each medication mention is assigned

2spacy.io/

one or more event labels from the three categories:
(1) Disposition, indicating the mention of a med-

ication change, e.g., “prescribed albuterol for
shortness of breath”,

(2) NoDisposition, indicating that the mediction
is mentioned with no indication of change, e.g.,
“patient continues to take aspirin”, and

(3) Undetermined, indicating a lack of clarity or
evidence regarding medication change, e.g.,
“Plan: Lasix”.

For each event identified as Disposition, the clini-
cal context is provided along five orthogonal dimen-
sions, viz., action, actor, negation, certainty,
and temporality. We describe these next.
(1) action refers to the type of change is being

made. Its attributes are start, stop, increase,
decrease, unique dose, other change, and un-
known.

(2) actor specifies who initiated the action, physi-
cian, patient, or unknown.

(3) negation indicates whether the action is
negated or not.

(4) temporality specifies whether the action
takes place in the past, present, or future.

(5) certainty characterizes the likelihood of the
action taking place as certain, hypothetical,
conditional, or unknown.

The distribution of the event and attribute labels in
the training set of this dataset is shown in Fig. 1.

4 Data Preprocessing

We observe that in CMED, most medication men-
tions are labeled with one event and a set of cor-
responding attributes. There is, however, a small
fraction (< 90 instances in the training set), where
the drug mention is labeled with two events and two
separate sets of attributes, as noted by Ramachan-
dran et al. (2023) as well. Further, we underscore
the frequent presence of sentences containing mul-
tiple drug mentions (approx. 78%), with a substan-
tial fraction (over 50%) of such sentences mention-
ing four or more drugs simultaneously. This aspect
of the dataset significantly increases the complexity
of detecting and classifying contextual information
from clinical sentences. Finally, we note that some
events cannot be accurately labeled based solely on
the sentence in which they appear, and additional
context from neighboring sentences becomes nec-
essary to determine the correct attributes. Table 1
presents examples from CMED showcasing illus-
trative examples of these phenomena.
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(a) “The patient’s daily dose of furosemide was increased
from 40mg to 80mg.
and then reduced to 60mg daily.”
LABELS: increase, decrease

(b) “The healthcare provider started the patient on a new regi-
men of metformin and discontinued the use of pioglitazone.”
LABELS: start, stop

(c) “The healthcare provider instructed the patient to take
acetaminophen
if their fever rises above 100 degrees.”
LABELS: conditional

Table 1: Examples from clinical notes where (a) one
drug mention indicates two events with opposite action
labels, and (b) two drug mentions, each with their own
action labels. Also, (a) and (c) have grammatically valid
sentences up until the line break, but the sentence con-
tinues. Stopping at the line break will miss the language
responsible for the decrease and conditional labels.

The first step in the medication information ex-
traction task is to prepare the dataset by extracting
the sentences containing medication information.
However, due to the unstructured and lengthy na-
ture of medical notes, accurately identifying the
start and end of a sentence containing a medication
mention is challenging. Accordingly, relying solely
on tools like, say, spaCy, for their inbuilt sentence
parser for this task does not produce satisfactory
results. Therefore, we develop a customized ap-
proach to accurately identify the sentences that
contained medication names, which served as a
crucial first step towards performing accurate medi-
cation event extraction. Next, we describe the steps
of this process.

(i) Abbreviation resolution. Abbreviations such
as “Continue” and “Discontinue” are converted to
their full forms to facilitate accurate identification
of medication mentions in the text. One of the most
frequent and important abbreviations is “Discon-
tinue,” which is observed in different forms with
various spacing (e.g., “d/c’ed,” “d/c’d,” “d/ c’d,” “d/
c,” “D /c,” etc.). Similarly, “Continue” is abbrevi-
ated as “c’d” or “Cont.” Having the full form of
these words is important because sentence/token
chunkers trained on general purpose language are
sensitive to punctuation, and non-standard punctu-
ation as described above may mislead them. For
example, if chunking happens in the text “d/ c’d
glucophage” as (“d/”, “c’d”, “glucophage”), the
model might conceive this text as a continuation
rather than discontinuation.

(ii) Coreference resolution. This is an essential
step in our text preparation, as it not only improves
the clarity of the text but also contributes to more
accurate classification of actor attributes. For ex-
ample, consider a sentence like “The patient was
given medication X by their doctor, who also ad-
vised them to increase their water intake.” Here,
coreference resolution helps to identify that “the
patient” and “them” are referring to the same en-
tity, and that “their doctor” and “who” are refer-
ring to the same entity. This information is crucial
for accurate actor classification, which can inform
downstream tasks such as adverse event detection
and pharmacovigilance. Therefore, we utilize Al-
lenNLP’s3 coreference resolution model as part
of our text preprocessing pipeline to replace the
repeated mentions of entities with their correspond-
ing coreferents.

(iii) Sentence Extraction based on syntactic de-
pendencies. Each sentence is split into its con-
stituent phrases. We then use the spaCy library to
parse each phrase into a tree of syntactic dependen-
cies, and identify coordinated conjunction phrases
(e.g., “and” or “or” phrases) in the tree. Following
that, we construct a list of the longest continuous
sequences of words that are dependent on these
conjunctions, and remove any conjunctions from
the beginning or end of each sequence. This is
done by traversing the tree and collecting all con-
juncts connected to the root of the tree. Finally, a
list of strings representing each identified phrase
is combined to form a single string. This string is
taken as the sentence that contains the medication
mention and its surrounding context. Algorithm 2
is responsible for finding the coordinated conjunc-
tion phrases from the parse tree, and Algorithm 1 is
responsible for extracting the phrase chunks from
a sentence with the aid of dependency parsing.

(iv) Sentence separation. Here, the objective is
to break sentences with multiple medication names
and their corresponding multiple event types. This
allows us to accurately identify the events associ-
ated with each drug name. We split these sentences
into different clausal components. For example,
consider the sentence “Started lisinopril 10 mg p.o.
daily, substituted for diltiazem.”. Clearly, the verb
“started” is associated with the medication “lisino-
pril 10 mg p.o. daily”, and the verb “substituted”
is associated with “diltiazem”. While dependency

3allenai.org/allennlp
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Algorithm 1 get_conjunction(head)
1: acc← [], list_heads← [head]
2: while list_heads ̸= [] do
3: new_heads← []
4: for h in list_heads do
5: children ← children of h with dependency tags

"conj" or "ccomp"
6: if children ̸= [] then
7: append children to new_heads and acc
8: end if
9: end for

10: list_heads← new_heads
11: end while
12: return acc

parsing is capable of distilling these relations, we
observe that sentences in the CMED dataset can
usually be split into separate clauses where each
clause exhibits only one medication change event.
In our example, this approach leads to two such
simpler expressions, “started lisinopril 10 mg p.o.
daily” and “substituted for diltiazem”.

5 Approach

In this section, we explain our technical approach
to the tasks of medication mention extraction, med-
ical event identification, and medication event at-
tribute classification. Further, we devote a separate
description of the steps we take to detect negation.

5.1 Medication mention extraction
The task of medication mention extraction involves
identifying multi-word medication phrases within
free-text. As such, it is similar to medical named
entity recognition (NER). Following the vast body
of work that treats NER as a sequence tagging task,
we utilize the beginning-inside-outside (BIO) la-
bel prefixes. Typically, medication phrases within
CMED are brief, consisting of three or fewer tokens
in most cases. Our approach to identifying medi-
cation mentions involves the use of BERT-based
models, specifically those pretrained on domain-
specific data, such as BioBERT and Bio+Clinical
BERT. By adding a linear output layer and fine-
tuning these models, we improve our ability to pre-
dict the specific location of medication references.

To enhance our medication mention extraction
model, we experiment with incorporating the DDI
(drug-drug interaction) Extraction 2013 corpus
(Herrero-Zazo et al., 2013) into our training data.
This is a widely recognized corpus comprising sen-
tences from biomedical literature discussing drug-
drug interactions, with each sentence annotated
to indicate the medications involved in the inter-

Algorithm 2 get_chunks(sentence)
1: doc← parse sentence using spaCy, chunks← []
2: for sent in doc do
3: conj_phrases ← get coordinated conjunction

phrases from sent’s root using get_conjunction(head)
4: for head in conj_phrases do
5: append head’s subtree to chunks
6: end for
7: end for
8: sort chunks in ascending order of length
9: seen← empty set, trimmed_chunks← []

10: for chunk in chunks do
11: c2← list of unconsumed tokens in chunk
12: update seen set with indices of tokens in c2
13: c3← longest continuous sequence of tokens in c2
14: append longest sequence in c3 to trimmed_chunks
15: end for
16: output← []
17: for phrase in trimmed_chunks do
18: remove any conjunctions at the beginning or end of

phrase
19: join the tokens in phrase to form a string
20: remove any leading or trailing commas from the string

21: append the string to output
22: end for
23: sort output in the original order of phrases in sentence
24: return output

action and the type of their interaction. Employ-
ing this corpus allows us to expand the number of
medication mentions in our training set, leading to
improved performance. The results subsequently
obtained, by training only on CMED and then by
training on data augmented by the DDI corpus, are
shown for comparison in Table 2.

5.2 Identifying negation

Even though prior work on clinical event identifi-
cation has largely avoided complex negation detec-
tion, the task is nevertheless subsumed by research
directed at understanding medication changes in
clinical notes. In CMED, however, we find nega-
tion to be present in a very small proportion of
the samples (2%). To correctly handle these in-
stances, we employ negspaCy4, a Python library
that provides pretrained models and tools for de-
tecting negation and other linguistic phenomena
in text data. It is specifically designed to identify
negated concepts, such as negated medical condi-
tions or treatments, which are commonly encoun-
tered in clinical narratives. The library uses a com-
bination of rule-based and statistical methods to
identify negation, including the use of dependency
parsing, word embeddings, and machine learning
algorithms. In our study, we use Med7 (Kormil-

4pypi.org/project/negspacy
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Table 2: Medication mentions extraction performance
on the CMED test set. DDI+CMED is the combined
training set of the DDI corpus and the CMED.

Dataset Model Strict Lenient

P R F1 P R F1

CMED
BERT 0.90 0.90 0.90 0.92 0.92 0.92
BioBERT 0.95 0.95 0.95 0.96 0.95 0.95
Bio+Clinical BERT 0.93 0.95 0.94 0.95 0.95 0.95

DDI+CMED
BERT 0.90 0.90 0.90 0.92 0.92 0.92
BioBERT 0.96 0.96 0.96 0.96 0.96 0.96
Bio+Clinical BERT 0.93 0.94 0.93 0.95 0.96 0.94

itzin et al., 2021), a model designed to extract
medication-related information from clinical notes,
and integrate it with negspaCy. This integration
allows us to detect instances where a drug is men-
tioned in the text but not prescribed.

5.3 Event and attribute classification

As described earlier in Sec 3, a medication
mention must be classified as Disposition,
NoDisposition, or Undetermined. For those
identified as disposition, i.e., indicating a change
in medication, the next stage of the pipeline re-
quires identifying the dimensions action, actor,
negation, certainty, and temporality of the
event, along with the correct attribute values for
each dimension.

For the event and the rest of the attributes, we
train a classification model based on transformer-
based language models. The event and attribute
classification systems assume gold standard medi-
cation mentions for model training and comparison.
We conduct our experiment using Bidirectional En-
coder Representations from Transformer (BERT)
models pretrained on general purpose and clinical
datasets. Specifically, we use BERT, RoBERTa,
Bio+Clinical BERT, and XLNet. The last model,
XLNet, is slightly different from the others in that
it is an autoregressive Transformer model. We in-
clude it with the hope of leveraging the advantages
of autoregressive language modeling as well as au-
toencoding.

Our goal is to classify the medication events us-
ing the sentence containing the detected medication
mention as context. We use a pretrained Trans-
former to create a distributed representation, add
0.2 dropout, and use a fully connected layer of size
5 with softmax activation for classification. For
fine-tuning with the training and development sets
of CMED, we use the Hugging Face transformers
package (Wolf et al., 2020). This is a multi-class

classification approach, producing predictions at
the sentence level for the event as well as its asso-
ciated dimensional attributes.

This approach does not rely on any explicit
knowledge or indication of where the medication is
located. During our data preprocessing technique,
we ensure that two distinct medications with vary-
ing event types are separated into their respective
clauses (see Sec 4). This prevents distinct medica-
tion mentions from linguistically sharing the same
events and event properties. Event classification
and the attribute classification are, however, treated
as separate tasks. Moreover, each attribution clas-
sifier is also trained separately. Thus, if a model
is trained to predict the event type of a sentence,
it will only be exposed to that specific type of la-
bel and will not be able to incorporate information
from other label types.

6 Evaluation

To evaluate the accuracy of medication mention
extraction systems, we employ two criteria: strict
and lenient match. The strict criteria demands an
exact match between the predicted and true medi-
cation mention spans. The lenient match criteria,
on the other hand, considers a predicted medication
mention to be correct if at least one token in the
predicted mention overlaps with a token in the true
mention. While strict criteria may provide a more
conservative performance estimate, lenient criteria
can identify more correct predictions, but at the
expense of higher false positive rates. To evaluate
the event and attribute classification systems, we
employ precision, recall, and F1 scores, reporting
both macro- and micro-averages.

6.1 Medication mention extraction

The performance of BERT, BioBERT, and
Bio+Clinical BERT on this task are shown in Ta-
ble 2. BioBERT achieves the highest F1 score in
strict (0.95) as well as lenient (0.96) evaluation
criteria. Bio+Clinical BERT, on the other hand,
achieves the highest precision scores (0.95 in both
strict and lenient criteria). The slightly lower score
of BERT is unsurprising, given its lack of pretrain-
ing on domain-specific data. We also note that
upon augmenting the training data with the DDI
corpus, a slight improvement can be seen in the
F1 score achieved by BioBERT. For Bio+Clinical
BERT, however, the results are mixed. The pur-
ported advantage of this model is its pretraining on
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Task BERT RoBERTa XLNet Bio+Clinical BERT

P R F1 P R F1 P R F1 P R F1

Event Micro 0.91 0.91 0.91 0.92 0.92 0.92 0.91 0.91 0.91 0.93 0.93 0.93
Macro 0.85 0.76 0.80 0.84 0.80 0.82 0.85 0.79 0.81 0.90 0.82 0.85

Action Micro 0.78 0.76 0.77 0.82 0.80 0.81 0.79 0.78 0.79 0.83 0.83 0.83
Macro 0.77 0.75 0.76 0.82 0.80 0.81 0.79 0.77 0.78 0.83 0.68 0.72

Temporality Micro 0.75 0.75 0.74 0.69 0.79 0.81 0.78 0.70 0.74 0.78 0.70 0.74
Macro 0.72 0.62 0.68 0.63 0.59 0.61 0.65 0.72 0.68 0.75 0.70 0.70

Certainty Micro 0.85 0.83 0.84 0.86 0.84 0.85 0.87 0.85 0.86 0.80 0.64 0.71
Macro 0.83 0.82 0.81 0.84 0.74 0.83 0.83 0.75 0.85 0.78 0.70 0.70

Actor Micro 0.92 0.91 0.92 0.91 0.89 0.90 0.94 0.92 0.93 0.93 0.93 0.93
Macro 0.71 0.85 0.73 0.84 0.83 0.83 0.76 0.88 0.66 0.84 0.59 0.61

Table 3: Event and attribute classification results (with gold standard medication mentions) on the CMED test set.

biomedical literature as well as clinical notes. We
conjecture that the lack of significant improvements
is due to the augmentation not by clinical language,
but by language from biomedical research literature
(MedLine abstracts) and the DrugBank database,
which form the DDI corpus.

6.2 Identifying negation

We evaluate the performance of our negation at-
tribute classification, i.e., label medication change
events as negated or not negated, using Med7 and
negspaCy integration. Despite the extremely small
support (2% of CMED training set), our method
achieves a near-perfect accuracy of 0.98. We also
achieve precision, recall, and F1 (macro average)
of 0.82, 0.88, and 0.85, respectively.

6.3 Event and attribute classification

We report the results of event and attribute classifi-
cation in Table 3, which shows the performance
of the four language models BERT, RoBERTa,
XLNet, and Bio+Clinical BERT, on the withheld
CMED test set. Since this test set contains the
gold-standard labels for medication mentions, our
evaluations are conducted using the gold standard
medication mentions as well.

Similar to results obtained by Ramachandran
et al. (2023), all BERT-based language models per-
form well on these tasks. For event classification,
the micro F1 scores range from 0.91 to 0.93, while
for attribution classification, they range from 0.77
to 0.86. In most cases, Bio+Clinical BERT out-
performs the other models, achieving the highest
F1 score of 0.93 for event classification and 0.86
for certainty classification, as well as the highest
precision of 0.94 for actor classification. We do
report some unexpected success with RoBERTa

and XLNet as well, which achieve the highest F1

in action (0.83) and temporality (0.81) classifi-
cation, respectively.

Further, we observe that the macro F1 scores are
generally lower than the micro F1 scores, indicat-
ing that the models struggled with some classes.
Specifically, temporality and actor classifica-
tion showed lower performance across all models.

6.4 Discussion

When using pretrained language models to extract
medication changes from clinical narratives, multi-
ple event annotations for medication mentions can
be a significant challenge, leading to prediction
errors. For example, the sentence “Lovenox (will
clarify timing of surgery and hold accordingly)”
has two labels for the event (undetermined and
disposition) for the medication Lovenox, poten-
tially confusing the model. One solution to this
issue is to modify the task from a sentence clas-
sification task to a multi-label classification task.
However, there may be cases where a sentence fol-
lows a multi-label scheme, but only one type of
annotation is provided. For instance, “DM2: Con-
tinue home meds (metformin + insulin), hold when
on diet without substantial calories (clears, NPO)”
only has the action label start for the metformin,
whereas there is a need for the second attribute
label stop as well.

During our analysis, we observed instances of
incorrect or ambiguous labeling in the annotation,
including the actor and temporality dimensions.
For example, in “SL TNG prescribed but not used,”
there are two actor labels (patient and physician)
for the medication TNG, and in “amox 500 TID
x 10d: fluids, steam, acetaminophen,” the med-
ication amox has two temporality labels (past
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and future). Furthermore, in “We will initiate Ze-
tia to add to the Pravachol,” the event is labeled as
NoDisposition, despite the word “initiate” clearly
suggesting otherwise.

Additionally, we noticed several mistakes in the
negation class, such as “Not on beta-blocker ” be-
ing labeled as non-negated. The limited number
of samples in the negated category, combined with
the annotation errors in the test set, has a clear and
significant impact on any model. As the model’s
training relies heavily on the quality and quantity
of the data, a small and incorrectly labeled dataset
is particularly harmful. We also noticed several
non-English sentences in the training set, such
as “Hctz (HYDROCHLOROTHIAZIDE) 12.5 MG
(12.5MG CAPSULE take 1) PO QD, Para la pre-
sión alta- si se siente muy mareado deje de tomarla
y avísele a su médico immediatamente.” While any
effort to utilize the advances of natural language
processing in clinical applications in multiple lan-
guages is laudable, the presence of very few in-
stances of other languages in an otherwise English
corpus has a negative impact.

It is noted in the dataset annotation that
medication-related information is contained within
a single sentence. However, we observe that this
is not always the case. There are several instances
where information about a single medication event
extends beyond a single sentence, requiring the
model to analyze multiple sentences in order to
identify the relevant context. The dataset includes
a number of sentences that are labeled as unde-
termined, many of which are located within an
assessment and plan (A/P) section of a medical
document. This section can be quite lengthy and
contain numerous mentions of medications without
specific attributes or events. To correctly classify
these undetermined sentences, it is often necessary
to look beyond the sentence itself and recursively
search for information related to medication events
within the A/P section. However, we believe this is
a challenging task beyond the ambit of the CMED
dataset’s annotation description.

7 Conclusion

Our analysis of CMED and its constituent tasks
reveal three main characteristics. First, it is often
necessary to consider additional context beyond the
specific sentence containing the medication men-
tion to accurately label medication references. This
context could include information from previous or

subsequent sentences, the patient’s medical history,
or other relevant information further away in a doc-
ument (as often found in the assessment and plan
sections) that could impact the interpretation of the
medication mention. Second, we observe the preva-
lence of multiple medication references within a
single sentence, which poses a challenge for accu-
rate extraction. Finally, accurate identification of
the start and end of a sentence containing a medi-
cation mention is also challenging, since standard
sentence splitting and tokenization methods often
fail in clinical notes, especially if task-specific or
domain-specific preprocessing is not done.

We especially underscore the importance of data
preprocessing when training or fine-tuning models
for the medical domain. In this work, for example,
we perform abbreviation resolution, coreference
resolution, syntactic dependency-based sentence
extraction, and a custom sentence extraction with
phrase chunking.

Similar to other recent findings, our study
demonstrates that pretrained language models are
extremely effective in complex clinical information
extraction, when fine-tuned on carefully chosen do-
main data. Overall, our study affirms the utility of
Transformer-based models, particularly BioBERT
and Bio+Clinical BERT, in medication information
extraction from clinical notes. We also exhibit the
additional advantage of training such models with
augmented domain data.
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Abstract

International Classification of Diseases (ICD)
coding is the task of assigning a patient’s elec-
tronic health records into standardized codes,
which is crucial for enhancing medical ser-
vices and reducing healthcare costs. In Korea,
automatic Korean Standard Classification of
Diseases (KCD) coding has been hindered by
limited resources, differences in ICD systems,
and language-specific characteristics. There-
fore, we construct the Korean Dataset for
Automatic KCD coding (KoDAK) by collect-
ing and preprocessing Korean clinical docu-
ments. In addition, we propose a tokenization
method optimized for Korean clinical docu-
ments. Our experiments show that our pro-
posed method outperforms Korean Medical
BERT (KM-BERT) in Macro-F1 performance
by 0.14%p while using fewer model parame-
ters, demonstrating its effectiveness in Korean
clinical documents.

1 Introduction

International Classification of Diseases (ICD) cod-
ing is the assigning of standardized codes from the
ICD system to patients’ electronic health records.
This is essential for standardizing information
across medical institutions, and it serves as the
foundation for the analysis of medical statistics.
Traditionally, professional coders performed this
task; however, this approach was costly and error-
prone(O’malley et al., 2005; Lang, 2007). Con-
sequently, recent studies have been exploring the
application of deep learning in automatic ICD cod-
ing(Xie and Xing, 2018; Mullenbach et al., 2018;
Zhang et al., 2022).

However, there are noticeable gaps in the re-
search on automatic ICD coding across countries
for various reasons. One reason is the difference
in ICD systems between nations. Each country has
a unique medical environment and requirements,

with the result that many countries use modified
ICD systems(Alharbi et al., 2019; Harrison et al.,
2021; Yan et al., 2022). For instance, in Korea, the
Korean Standard Classification of Diseases (KCD)
was developed. Therefore, a specific model or al-
gorithm may not always be effective and the devel-
opment of models that consider each nation’s ICD
system is essential. Another reason for these dis-
parities is differences in linguistic characteristics.
Each language possesses its own grammar, syn-
tax, and semantic structure, which affect medical
terms and their expression. Hence, models that do
not consider these characteristics may exhibit lim-
ited performance. Lastly, resource availability also
plays an important role. Resource-rich countries
use large-scale clinical data and systematic medical
knowledge resources(Bodenreider, 2004) to accel-
erate automatic ICD coding research(Yuan et al.,
2022). In contrast, in countries with limited data
and resources, research progress may be slower or
more constrained.

To bridge the disparities in research levels across
countries and enhance Korea’s constrained clinical
natural language processing research environment,
we propose a comprehensive approach: the devel-
opment of a new dataset for automatic KCD coding
and the implementation of a tokenization method
tailored for Korean clinical documents. First, we
addressed the lack of Korean datasets for automatic
KCD coding by collecting and preprocessing clin-
ical documents with assigned KCD codes from
Korean clinical environments. Subsequently, we
employed an optimized tokenization method to en-
sure that the automatic KCD coding model accu-
rately captured the linguistic characteristics in the
Korean clinical documents. Our contributions are
as follows:

• To the best of our knowledge, our study is the
first to focus on automatic KCD coding and to
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examine the important factors that need to be
considered for its improvement.

• We construct a Korean Dataset for Automatic
KCD coding (KoDAK) using initial diagnostic
records collected from Korean clinical environ-
ments, and we conduct a thorough statistical anal-
ysis of the data.

• We propose an optimized tokenization method
that effectively captures the linguistic character-
istics of Korean clinical documents.

• Through comparative experiments, we confirm
that the proposed method shows significant im-
provements over the existing approach.

2 KoDAK

The most renowned dataset for automatic ICD cod-
ing is MIMIC-III(Johnson et al., 2016), an English
dataset collected from the intensive care unit. Fur-
thermore, datasets are available for countries with
relatively abundant language resources, such as
China(Cao et al., 2020) and Spain(Goeuriot et al.,
2020). However, there is no such dataset in Ko-
rea, which makes conducting research challenging.
To address this issue, we constructed the Korean
Dataset for Automated KCD coding (KoDAK) for
automatic KCD coding. In this section, we describe
the process of constructing the KoDAK.

2.1 Data Collection
In this study, we collected clinical records from
Konkuk University Medical Center to create the
KoDAK. The data collection process involved
obtaining approval from the institutional review
board and safeguarding patient confidentiality and
anonymity. The collected clinical records consisted
of text written by doctors describing the patient’s
initial diagnosis and symptoms. Similar to the
CCHMC(Pestian et al., 2007) dataset, each record
is labeled with the most appropriate single KCD
code. The dataset encompasses 1,196,739 docu-
ments collected from 23 departments over 17 years,
from 2005 to 2021. Records containing sensitive
information from departments such as psychiatry,
obstetrics, gynecology, and urology were excluded
from the dataset.

2.2 Data Preprocessing
We preprocessed the collected clinical records to
enhance data quality and the accuracy of the anal-
ysis. In the preprocessing step, we first corrected

Clinical
Note

persistent sinus tarsi pain.
painful when walking, very painful
even at night while sleeping.
in the morning, when getting up
and stepping on it, the pain is
so intense it feels like collapsing.

지속적으로 sinus tarsi pain이있음.걸을때

아프고,밤에잘때도너무아프다.아침에

일어나서딛으면주저앉을것처럼아프다.

KCD S9200 (Fracture of calcaneus, closed)

Table 1: Example of clinical note and corresponding
KCD code in the KoDAK, with the English translation
of clinical note separated by a horizontal line. Bold text
indicates English text that appears in the original clinical
note.

for spacing. Because documents are in a free-form
style, spacing errors frequently occur. We used
KoSpacing(Jeon), a Korean spacing correction li-
brary, to rectify the spacing errors. Second, we
eliminated any embedded image links in the doc-
uments that did not offer meaningful information.
Finally, we sorted the entire dataset by text length
and removed the shortest 5% of samples because
they likely contained insufficient information to
determine the KCD codes accurately.

2.3 Data Example and Statistics

Table 1 presents an example of clinical note and
their corresponding KCD code from the completed
dataset. As observed in the clinical notes, doc-
tors often use a combination of Korean and En-
glish when describing symptoms because of the
prevalence of English medical terminology. Con-
sequently, the KoDAK, written by Korean medical
professionals, contains many English words (Ko-
rean: 81%; English: 17%; Other: 2%).

The KoDAK comprises 8,862 KCD codes,
which account for 49% of all the KCD codes. The
dataset shows a long-tail distribution, with the top
20% of the most frequent KCD codes covering ap-
proximately 94% of the dataset. Moreover, the least
frequent 1,894 KCD codes appeared only once in
the dataset.

3 Automatic KCD Coding Approach

3.1 Tokenization

As illustrated in Table 1, English medical terms
such as “sinus tarsi pain” are crucial for KCD
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coding and must be carefully considered during
tokenization. However, the existing Korean medi-
cal language model, KM-BERT(Kim et al., 2022),
does not specifically account for English medical
terms, which results in a low proportion of English
tokens in the vocabulary (Korean: 71%; English:
2%; Other: 27%). This is likely because the training
data for KM-BERT are mostly in Korean, unlike
the KoDAK, which has a higher proportion of En-
glish. Table 2 presents the tokenization results of
the samples in KoDAK using both the proposed
method and the KM-BERT tokenizer.

Tokenizer Tokens

KM-BERT
2007,코,다,친,후, a, n, os, m,
ia, s, n, or, ing, +, a, p, ne, a,가끔

Ours
2, 0, 0, 7,코,다친,후, anosmia,
snoring, +, apnea,가끔

Table 2: Comparison of tokenization results for clini-
cal notes from the KoDAK using KM-BERT and our
proposed method. Bold tokens indicate English medical
terms.

As shown in Table 2, KM-BERT excessively
splits crucial medical terms into smaller units. Such
tokenization can impair a model’s language com-
prehension and make it challenging to train the
model effectively.

To address this issue, we propose an optimized
tokenization strategy that considers the characteris-
tics of the KoDAK. We applied morpheme-aware
subword tokenization(Park et al., 2020) for Korean,
whereas we tokenized English at the word level to
preserve the meanings of essential medical terms
and abbreviations. Other text types, such as num-
bers and special characters, were tokenized at the
character level. Through this tokenization process,
we built a vocabulary of 73,241 tokens that com-
prised 32,390 Korean, 38,659 English, and 45 other
text tokens. Specifically, we determined the number
of English tokens required to preserve as many cru-
cial medical terms as possible to maintain coverage
of over 93%.

3.2 Model
For automatic KCD coding, we utilized a
model based on the transformer encoder architec-
ture(Vaswani et al., 2017), which has been proven
to be effective in various natural language pro-
cessing tasks. Instead of initializing the token em-
beddings with random values, we used a sepa-

rate Word2Vec(Mikolov et al., 2013) to ensure
richer representations for each token. Word2Vec
was trained using the skip-gram approach, and the
results were used as the initial embeddings for the
transformer. Our model comprises six encoder lay-
ers. To classify the final KCD codes, we follow
BERT(Devlin et al., 2019)’s classification model
training framework by feeding the [CLS] token
representation into a linear layer.

To train the model, we employed the cross-
entropy loss function(Good, 1952), which encour-
ages the model to assign higher probabilities to
correct KCD codes.

4 Experiments

4.1 Experimental Settings

The dataset was divided into training and evalua-
tion datasets. For the KCD codes with only one
instance (1,894 labels), the sample was assigned
exclusively to the evaluation data, whereas for the
KCD codes with more than one instance (5,275
labels), the sample was distributed between the
training and evaluation. Consequently, the train-
ing data consisted of 1,130,942 samples, and the
evaluation data consisted of 65,797 samples.

In this study, we used KM-BERT as a compara-
tive model. KM-BERT is a language model for Ko-
rean medical natural language processing designed
to alleviate the challenges in text analysis due to
the agglutinative nature of the Korean language
and complex medical terminology. KM-BERT was
trained on a collection of Korean medical corpora
using BERT’s pre-training framework.

To evaluate the performance of the proposed
method, we used Macro-F1 and Micro-F1, which
are widely recognized metrics for evaluating classi-
fication models.

4.2 Experiment Results

Our proposed model for automatic KCD coding
demonstrated remarkable performance, as shown in
Table 4. Notably, our model outperforms the com-
parative model by achieving a 0.14%p improve-
ment in Macro-F1, which showcases the strength
of the proposed model in consistently enhancing
performance across numerous labels, regardless of
sample size. The results are especially notewor-
thy, considering our model has only 55% of the
parameters of the comparative model, and it is not
pre-trained.
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Clinical Notes Ours KM-BERT

Case 1

accessory thumb left O) at birth V) congenital
patient visited for surgical treatment due to congenital polydactyly.

accessory thumb left O) at birth V) congenital

상기환아선천적다지증으로수술적치료위하여내원함

Q691 M2124

Case 2
2 days ago, after a fall, the patient experienced retrograde amnesia
and visited the outpatient department of our hospital.

2일전넘어진후 retrograde amnesia발생하여본원외래내원함

R412 S0620

Table 3: Case study illustrating the improved KCD code predictions by our proposed model compared with KM-
BERT, with the English translation of clinical notes separated by a horizontal line. Bold text indicates English text
that appears in the original clinical note.

Macro-F1 Micro-F1 Params

KM-BERT 8.59 44.36 105M
Ours 8.73 43.39 60M
w/o W 7.64 41.29 60M
w/o W & T 7.12 40.89 32M

Table 4: Performance comparison of our proposed
model with KM-BERT and ablation study results (w/o
W: without Word2Vec token embedding initialization;
w/o T: using KM-BERT tokenizer instead of our pro-
posed tokenizer).

Although our model showed a relatively lower
performance in Micro-F1, it is important to con-
sider that KM-BERT, the comparative model, was
pre-trained on a large medical corpus. This allows
it to leverage knowledge transfer to improve the
performance of classes with a large number of sam-
ples. Despite this advantage, our proposed model
remains highly competitive and offers a more effi-
cient alternative, especially in terms of model size
and the absence of pre-training requirements.

4.3 Ablation Study

We conducted an ablation analysis to assess the
impact of Word2Vec and the proposed tokenization
method on the performance of the model. Table 4
presents the results of the study.

When Word2Vec was not used (w/o W in Ta-
ble 4), the performance declined across all eval-
uation metrics. This implies that incorporating
Word2Vec enhances the model by offering richer
token representations. In addition, we observed that
using Word2Vec accelerated the model’s conver-
gence (best number of epochs: 18 with Word2Vec,
22 without). Removing both our proposed tokeniza-
tion method and Word2Vec and employing the

KM-BERT tokenizer instead (w/o W & T in Ta-
ble 4), the performance deteriorates further across
all evaluation metrics relative to solely remov-
ing Word2Vec. This finding underscores the pro-
posed tokenization method positively influencing
the model’s performance.

4.4 Case study

We conducted a case study to understand better
the improvements made to the proposed model.
Table 3 lists the cases in which the proposed model
accurately predicted the correct KCD codes.

In Table 3, Case 1 presents a situation where
the correct KCD code is Q691 (accessory thumb).
The proposed model precisely classified it as Q691
by considering the term “accessory thumb” in the
clinical note. On the other hand, the comparison
model misclassified it as M2124 (Flexion defor-
mity, hand), a subclass of M21 (Other acquired de-
formities of limbs), despite the presence of words
like “선천적 (congenital)”, “congenital”, and “at
birth” in the note. In Case 2, the correct KCD code
was R412 (retrograde amnesia). Our model accu-
rately identified it using the phrase “retrograde am-
nesia” from the notes. However, the comparison
model misclassified it as S0620 (diffuse brain in-
jury, without open intracranial wound), a similar
but different code. This demonstrates the effective-
ness of the proposed tokenization method in cap-
turing the meaning of English medical terms and
helping the model better understand and interpret
documents.

5 Conclusion and Future Work

In this study, we introduced the KoDAK as a re-
source for facilitating automatic KCD coding re-
search in Korea, where the lack of suitable datasets
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has hindered such research. Furthermore, we pro-
posed a tokenization method that effectively re-
flects the linguistic features of Korean clinical doc-
uments, thereby ensuring an accurate representa-
tion of crucial medical terms. Our approach outper-
formed KM-BERT, achieving a 0.14%p improve-
ment in Macro-F1 while utilizing fewer parameters
and without pre-training. In future research, we aim
to address the unbalanced label distribution in the
KoDAK and develop an enhanced pre-trained lan-
guage model specifically designed for the Korean
clinical field.
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Abstract

Natural language processing (NLP) has shown
great potential for Alzheimer’s disease (AD)
detection, particularly due to the adverse ef-
fect of AD on spontaneous speech. The current
body of literature has directed attention toward
context-based models, especially Bidirectional
Encoder Representations from Transformers
(BERTs), owing to their exceptional abilities
to integrate contextual information in a wide
range of NLP tasks. This comes at the cost
of added model opacity and computational re-
quirements. Taking this into consideration, we
propose a Word2Vec-based model for AD de-
tection in 108 age- and sex-matched partici-
pants who were asked to describe the Cookie
Theft picture. We also investigate the effec-
tiveness of our model by fine-tuning BERT-
based sequence classification models, as well
as incorporating linguistic features. Our re-
sults demonstrate that our lightweight and easy-
to-implement model outperforms some of the
state-of-the-art models available in the litera-
ture, as well as BERT models.

1 Introduction

Alzheimer’s disease (AD) is the most prevalent
form of dementia, a neurodegenerative disease that
impairs cognitive functioning and is increasingly
common in our aging society (Luz et al., 2021; Il-
ias and Askounis, 2022). According to the World
Health Organization, approximately 55 million peo-
ple currently suffer from dementia, with this num-
ber expected to surge to 78 million and 139 million
by 2030 and 2050, respectively (Ilias and Askou-
nis, 2022). Symptoms of AD include (but are not
limited to) memory decline, disorientation, confu-
sion, and behavioural changes. Importantly, AD
progression can lead to loss of independence which
significantly impacts patients, their families, and
society as a whole (Pappagari et al., 2021). Given
that late-stage AD progression is inevitable, early
detection of AD through cost-effective and scal-

able technologies is critical. While most clinical
diagnoses of AD rely on neuroimaging, there is
a critical need for more accessible and efficient
methods of diagnosis.

Accessible evaluation methods for AD include
cognitive tests such as the Mini-Mental Status Ex-
amination (MMSE) (Kurlowicz and Wallace, 1999)
and the Montréal Cognitive Assessment (MoCA)
(Nasreddine et al., 2003). However, these methods
still require active integration with an expert, and
their specificity in early-stage diagnosis is question-
able. During the course of AD, patients experience
a gradual deterioration of cognitive function and
accordingly may face a loss of lexical-semantic
skills, including anomia, reduced word comprehen-
sion, object naming problems, semantic paraphasia,
and a reduction in vocabulary and verbal fluency
(Mirheidari et al., 2018; Pan et al., 2021; Chen
et al., 2021). Speech processing and, consequently,
natural language processing (NLP) can therefore
provide new precision medicine tools for AD di-
agnosis that deliver objective quantitative analyses
and reliable proof, analysis, comparison, and circu-
lation for faster diagnosis.

The Alzheimer’s Dementia Recognition through
Spontaneous Speech (ADReSS) challenge of IN-
TERSPEECH 2020 is a shared database developed
to advance research into automatic AD detection
based on spontaneous speech and transcripts (Luz
et al., 2020). Participants in the challenge were
tasked with describing the Cookie Theft picture
in English, which is part of the Boston Diagnos-
tic Aphasia Exam (Guo et al., 2021). The first set
of the ADReSS 2020 database comprises speech
recordings and CLAN-annotated transcripts of 54
AD patients and 54 sex- and age-matched controls.

Various groups have worked with the ADReSS
dataset, approaching the problem from different
perspectives and leveraging available information.
These studies typically combined speech process-
ing and linguistic feature extraction or NLP-based
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fine-tuning. The literature on speech process-
ing mostly focused on zero-crossing rate, spec-
tral bandwidth, roll-off, and centroids of audio
recordings, as well as active data representation
cluster-based feature extraction methods including
the emobase (Eyben et al., 2010), ComParE (Eyben
et al., 2013), and Multi-Resolution Cochleagram
(MRCG) (Chen et al., 2014) feature sets. Mean-
while, linguistic features have extracted lexical rich-
ness, the proportion of various PoS tags, utterance
duration, total utterances, type-token ratio, open-
closed class word ratio, and similarity between con-
secutive utterances. NLP-based methods have com-
prised from-scratch training or fine-tuning context-
based models, such as bidirectional long short-
term memory (bi-LSTM) (Cummins et al., 2020),
bi-directional Hierarchical Attention Network (bi-
HANN) (Cummins et al., 2020), Convolutional Re-
current Neural Network (CRNN) (Koo et al., 2020),
and Bidirectional Encoder Representations from
Transformer (BERT) (Balagopalan et al., 2020).
Despite excellent performance compared to base-
line methods (Luz et al., 2020), the complexity of
these methodologies and the need to implement
them on high-memory GPUs highlights the need
to explore simpler methodologies that can ensure
ease and performance in AD detection.

In this paper, we present a novel approach for
detecting AD in the first set of ADReSS dataset by
integrating a new Word2Vec-based model and di-
mension reduction method. We not only implement
and compare top-cited and recent state-of-the-art
models on the same dataset, but also demonstrate
that our approach outperforms these models. Our
proposed approach is simple, easy to implement,
and highly accurate.

2 Methodology

2.1 Other models
In order to evaluate the performance of our pro-
posed language processing model, we have consid-
ered several publicly available models for compari-
son including:

• Linguistic-Based Features (LBF): In this
study, we utilized the CLAN package to ex-
tract 34 linguistic-based features (LBFs) from
transcripts, including duration, total utter-
ances, mean length of utterance (MLU), type-
token ratio, open-closed class word ratio, and
percentages of 9 parts of speech. We also in-
corporated demographic information such as

age and sex. To identify the most informative
features for classification, we performed cor-
relation and variance analyses on the extracted
features using the FeatureWiz package (Au-
toViML, 2020). We set a correlation threshold
of 0.6 and repeated the analyses 5 times with
random seeds over all samples. We then se-
lected the top 5 features that appeared in at
least 3 iterations for further classification.

• BERT Models: Since BERT models have
shown promising performance in different
applications of NLP, in this study we lever-
aged some of BERT-based architectures with
a maximum length of 512 tokens as a ref-
erence for our model. We tested three ver-
sions of uncased base BERT (Devlin et al.,
2018): one with no extension in the last lay-
ers, called baseBERT1, another with two fully
connected layers at the end (768 → 64 and
64→ 1), called baseBERT2, and the last one
with three fully connected layers (768→ 128,
128 → 16, and 16 → 1), called baseBERT3.
For baseBERT2, we varied the training epochs
between 3 and 5. Additionally, we tested Bio-
CLinical BERT (Alsentzer et al., 2019) with
a batch size of 4 and 3 epochs, DistilBERT
(Sanh et al., 2019) with a batch size of 4 and 3
epochs, and BioMed-RoBERTa-based (Guru-
rangan et al., 2020) with a batch size of 4 and
3 epochs. We used binary cross-entropy as
the loss function for all models and AdamW
(Adam with weight decay) (Loshchilov and
Hutter, 2017) as the optimizer with a learn-
ing rate of 2 × 10−5. To address potential
issues with local optima, we applied a linear
warm-up scheduler. Each transcript is classi-
fied as AD if the average of the probabilities
(after the sigmoid layer) over all sentences in
the transcript is greater than or equal to 0.5;
otherwise, it is classified as control.

2.2 Pre-processing

To preprocess the data for our proposed model,
we have neglected the first four sentences of each
transcript, as the initial speaker is typically a mem-
ber of the data collection team. Additionally, stop
words were removed from each sentence using the
Gensim library (Řehřek et al., 2011).
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2.3 Proposed model

In this study, we used Wikipedia2Vec (Yamada
et al., 2018), a tool that generates embeddings (or
vector representations) of words and entities from
Wikipedia, to convert tokens to vector embeddings.
We used the skip-gram strategy for training, and
the embedding dimension of the model was set to
500. We denote this model as W2V throughout
this paper. Suppose that each participant’s tran-
script consists of Nk sentences, each comprising m
words, where m varies from 1 to Mk (the maximum
length among all sentences in the kth transcript).
We input each word ⟨wi,k⟩ into the W2V model
(W2V (⟨wi,k⟩)), which outputs the corresponding
embedded vector xi,k ∈ R500. All embeddings of
the kth transcript form the set Xk. We standardized
each 500-dimensional vector across all embeddings
of each subject using the following formula:

yk =
med(Xk)

std(Xk)
, (1)

where med is the median operator applied to each
dimension independently, std is the standard de-
viation of embeddings, and yk denotes the stan-
dardized vector for the kth participant. So far, we
developed the first framework and leveraged the
previously introduced feature selection method by
iteratively applying FeatureWiz five times. We then
selected features that were chosen at least three
times during the process to identify the most infor-
mative dimensions for AD detection. This feature
selection procedure reduced the dimension from
500 to 64. We refer to this first framework as model
1, and Figure 1 illustrates the process. To further
enhance our analysis, we concatenate linguistics-
based features from the previous section with W2V-
based feature vectors and apply feature selection in
a similar manner to model 1. This second frame-
work, called model 2, resulted in the selection of
86 features (out of 537 features). Prior to inputting
the features into the classifiers of each model, the
zero-mean-unit-variance standardization technique
is applied to normalize the features.

2.4 Evaluation and Metrics

All results presented in this study were obtained
using the leave-one-subject-out (LOSO) cross-
validation technique to evaluate the generalizability
of the models. Thus, a total of 104 models were
trained per architecture/classifier. For each model,
accuracy, sensitivity, specificity, and F1 were re-

ported as performance metrics. For the feature-
based models, such as linguist-based features and
our proposed frameworks, we employed various
classifiers including logistic regression (LR), deci-
sion tree (DT), linear and Nu-support vector clas-
sification (SVC), linear and quadratic discrimi-
nant analysis (LDA and QDA), Gaussian naive
Bayes (GNB), extreme gradient boosting (XG-
Boost), adaptive boosting (AdaBoost), and extra
trees classifier.

3 Results

3.1 Other models

We investigated different BERT models for AD
classification, and the results are presented in Table
1. As expected, the performance of Bio-Clinical
BERT and DistilBERT models were comparable;
however, Bio-Clinical BERT showed superior sen-
sitivity and was chosen as the best BERT model in
this study. Additionally, as demonstrated in Table
2, integrating linguistic-based features with feature
selection and a combination of classifiers achieved
an accuracy of 0.81 in AD detection.

Model E:BS AC SP SE F1
baseBERT1 3:4 0.80 0.89 0.7 0.78
baseBERT2 3:4 0.79 0.81 0.76 0.78
baseBERT2 5:4 0.79 0.93 0.65 0.77
baseBERT3 3:4 0.78 0.90 0.67 0.77
Bio-CLinical BERT 3:4 0.84 0.85 0.83 0.84
DistilBERT 3:4 0.84 0.87 0.81 0.84
BioMed-RoBERTa-based 3:4 0.81 0.87 0.76 0.81

Table 1: LOSO performance of other BERT-based mod-
els. "E" denotes the number of epochs, "BS" denotes
the batch size, and "AC", "SP", and "SE" represent ac-
curacy, specificity, and sensitivity, respectively.

3.2 Proposed frameworks

The performance of our proposed frameworks is
presented in Table 3. The best performance was
achieved by model 2 with the help of the GNB
classifier, which obtained an accuracy of 0.90. On
the other hand, the best performance of model 1
was achieved by the ExtraTrees classifier.

3.3 Comparison with previous literature

Table 4 compares our proposed model with the ex-
isting models in the literature as well as the ones
explored in this paper. Our model achieved sig-
nificantly higher performance, including a 3% im-
provement in accuracy and an 8% improvement
in sensitivity compared to one of the BERT-based
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Figure 1: Proposed framework for AD classification.

Classifier AC SP SE F1
LR 0.76 0.81 0.70 0.75
DT 0.69 0.74 0.63 0.68
Linear SVC 0.76 0.80 0.72 0.76
Nu-SVC 0.81 0.83 0.78 0.80
LDA 0.79 0.89 0.69 0.78
QDA 0.81 0.87 0.76 0.81
GNB 0.78 0.87 0.69 0.77
XGBoost 0.71 0.70 0.72 0.71
AdaBoost 0.74 0.76 0.72 0.74
ExtraTrees 0.72 0.76 0.69 0.72

Table 2: LOSO performance of the linguist feature-
based model, in combination with the proposed feature
selection technique.

Classifier Model AC SP SE F1

LR
model 1 0.74 0.87 0.81 0.84
model 2 0.74 0.89 0.80 0.84

DT
model 1 0.76 0.80 0.72 0.76
model 2 0.56 0.54 0.57 0.55

Linear SVC
model 1 0.81 0.85 0.78 0.81
model 2 0.80 0.85 0.74 0.79

Nu-SVC
model 1 0.85 0.85 0.85 0.85
model 2 0.90 0.91 0.89 0.9

LDA
model 1 0.73 0.74 0.72 0.73
model 2 0.66 0.69 0.63 0.66

QDA
model 1 0.60 0.63 0.57 0.6
model 2 0.44 0.33 0.56 0.42

GNB model 1 0.87 0.87 0.87 0.87
model 2 0.90 0.89 0.91 0.9

XGBoost
model 1 0.77 0.76 0.78 0.77
model 2 0.78 0.78 0.78 0.78

AdaBoost
model 1 0.81 0.78 0.85 0.81
model 2 0.82 0.81 0.83 0.82

ExtraTrees
model 1 0.88 0.89 0.87 0.88
model 2 0.89 0.91 0.87 0.89

Table 3: LOSO performance of the linguist feature-
based model, in combination with the proposed feature
selection technique.

models on the same dataset (Balagopalan et al.,
2020, 2021). It is worth noting that our proposed
model also outperformed the baseline linguistic
model introduced in the ADReSS challenge.

Model AC SP SE F1
Bio-CLinical BERT 0.84 0.85 0.83 0.84
Best Linguist-based features 0.81 0.87 0.76 0.81
BERT and SVM (Balagopalan et al., 2020, 2021) 0.87 0.91 0.83 0.87
Gated LSTM on acoustic and lexical (Rohanian et al., 2021) 0.77 - - -
Baseline Linguistic (Luz et al., 2020) 0.77 0.77 0.76 0.77
Best proposed model 0.90 0.89 0.91 0.9

Table 4: LOSO performance comparison of the best pro-
posed model and explored models with some existing
models on the same dataset. The best linguist-based
features model uses QDA classifier with linguist-based
features, and the best proposed model is our proposed
model 2 with GNB classifier.

4 Discussion

By mapping each word into a 500-dimensional
space where words with similar context are closer
together, the proposed model can identify when all
words in a transcript are focused on the same topic
with minimal deviations. Coupled with the sug-
gested standardization method, the results demon-
strate a significant difference in performance be-
tween the proposed model and the only linguist-
based model, which prioritizes utterances, pauses,
and interactions between text and speech. The
BERT models explored in this study are relatively
massive and require significant computational re-
sources, and training them requires delicate hyper-
parameter optimization. In this study, we followed
the BERT authors’ recommendations to keep the
model’s trainability on an Nvidia RTX 3080 GPU
and to avoid changing the weights of the model by
selecting smaller epoch numbers.

5 Conclusions

In this study, we introduced a word2vec-based
model that combines pre-trained Wikipedia em-
beddings with linguistic features. We also em-
ployed correlation-based feature selection to re-
duce the dimensionality of the embeddings. The
results demonstrated that our proposed model out-
performed existing models on the same dataset.
However, as BERT models offer diverse applica-
bility, a potential future direction is to incorporate
feature maps extracted from the hidden states of
these networks to enhance the performance of our
model.
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Abstract

In the medical field, there are many clinical
texts such as electronic medical records, and
research on Japanese natural language process-
ing using these texts has been conducted. One
such research involves Recognizing Textual
Entailment (RTE) in clinical texts using a se-
mantic analysis and logical inference system,
ccg2lambda. However, it is difficult for exist-
ing inference systems to correctly determine
the entailment relations, if the input sentence
contains medical domain specific paraphrases
such as disease names. In this study, we pro-
pose a method to supplement the equivalence
relations of disease names as axioms by iden-
tifying candidates for paraphrases that lack in
theorem proving. Candidates of paraphrases
are identified by using a model for the NER
task for disease names and a disease name dic-
tionary. We also construct an inference test
set that requires knowledge injection of disease
names and evaluate our inference system. Ex-
periments showed that our inference system
was able to correctly infer for 106 out of 149
inference test sets.

1 Introduction

In the medical field, there are many electronic texts,
such as image detections and electronic medical
records, and using such texts becomes more active
in research on natural language processing (NLP)
in Japanese (Aramaki et al., 2018; Doi et al., 2011).
However, many of these studies utilize machine
learning approaches, and it is argued that the ma-
chine learning approaches have problems in deal-
ing with challenging linguistic phenomena such
as negation and quantification. Logic-based ap-
proaches have been proposed to perform system-
atic inferences involving these challenging linguis-
tic phenomena, and one task of these inferences
can be referred to as recognizing textual entailment
(RTE). RTE is the task of determining whether a hy-
pothesis sentence H can be inferred from a premise

sentence T. For example, the following example
illustrates a case where T entails H.

T : Some patients are given Loxoprofen.

H : There are patients who are given headache
medicines.

One such effort at RTE between clinical texts
is the logical inference system in the medical do-
main proposed by Ishida et al. (2022). Compounds
words are often appeared in Japanese clinical texts,
and methods to analyze linguistic phenomena in
compound words were desirable. The system is an
inference system based on ccg2lambda (Martínez-
Gómez et al., 2016), a semantic analysis and logical
inference system: the system extends ccg2lambda
to enable an analysis of compound words that are
frequently appeared in clinical texts. However, this
system fails to perform inference when there are
differences in the notation of disease names in med-
ical texts. For example, the disease name “Deep
vein thrombosis” has multiple paraphrases, such as
“DVT” and “Homann’s sign”, and different clinical
texts use different phrases that refer to the same
disease name. The premise sentence is “The patient
developed Homann’s sign.” and the hypothesis sen-
tence is “The patient developed deep vein thrombo-
sis.”, then empirically the premise sentence implies
the hypothesis sentence. To show this entailment
relation, the knowledge that “Homann’s sign means
deep vein thrombosis” must be supplemented in
the theorem prover.

In this study, we propose our logical inference
system with knowledge injection in the medical
field. We identify candidates of paraphrase of dis-
ease names that are necessary for theorem proving
by a named entity recognition (NER) model for
disease names and the Japanese disease name dic-
tionary called J-MeDic (Ito et al., 2018). By gener-
ating axioms according to the combination of com-
pound word semantic tags assigned to the identified
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Surface form ICD10 Standard disease name Reliability Frequency
sinbu-jomyaku-kessen-syo
deep-vein-thrombosis
深部静脈血栓症 I802 deep vein thrombosis S 85-90%
kasi-sinbu-jomyaku-kessen
lower extremity-deep-vein-thrombosis　
下肢深部静脈血栓症 I802 deep vein thrombosis A 5-10%
DVT
DVT I802 deep vein thrombosis C 90-95%
DVT-tyoukou
DVT-sign　
DVT徴候 I802 deep vein thrombosis C 60-65%
homanzu-tyoukou
Homann’s-sign　
ホーマンズ徴候 I802 deep vein thrombosis C 25-30%

Table 1: An example of the J-MeDic with the standard disease name column listing “Deep Vein Thrombosis.”

disease names, we inject paraphrase knowledge of
disease names as axioms. We also evaluate the
effectiveness of our inference system by construct-
ing an inference test set that requires knowledge
injection of disease names.

2 Background

2.1 Inference systems for clinical texts
There has been growing progress in research on
neural network models for RTE with large-scale
datasets using crowdsourcing such as SNLI (Bow-
man et al., 2015) and MultiNLI (Williams et al.,
2018). However, neural network models for RTE
generally require a large amount of training data,
and inference is black-box, which makes it diffi-
cult to correct errors. Therefore, there is a need to
develop RTE systems that are applicable to fields
such as medical field, where it is difficult to prepare
a large amount of training data and transparency is
necessary.

The logical inference system ccg2lambda has
the advantage of being able to judge entailment
relations between sentences without using a large
amount of training data and being easy to personal-
ize and modify processing. However, the original
ccg2lambda fails to analyze the semantic relations
within compound words because they are treated
as one word.

Ishida et al. (2022) addressed this problem
by adding a compound word analysis module to
ccg2lambda. This module extracts compound
words from the Combinatory Categorial Gram-
mar (CCG) (Steedman, 2000; Bekki, 2010) syn-

tactic structures obtained by the CCG parser of
ccg2lambda and assigns compound word semantic
tags that represent semantic relations within com-
pound words, using a compound word semantic tag-
ger. Based on syntactic structures, semantic tags,
and lambda calculus, the semantic representation
was derived by taking into account the semantic re-
lations within the compound words, and inference
between clinical texts containing compound words
was realized.

2.2 Related studies on axiom injection
As for related studies on axiom injection of log-
ical inference systems, including ccg2lambda,
Martínez-Gómez et al. (2017) proposed word ax-
iom injection by using lexical knowledge. Hoka-
zono et al. (2018) used this word abduction mecha-
nism to inject word knowledge specific in the finan-
cial texts as the lexical knowledge. However, these
previous studies were limited to handle word-to-
word relations in natural deduction proofs. Yanaka
et al. (2018) proposed a method for paraphrase
detection by natural deduction proofs of semantic
relations between sentence pairs to complement
phrasal knowledge. In this study, we propose how
to detect phrasal knowledge of disease names nec-
essary for proving entailment relations between
clinical texts and inject the knowledge into logical
inference.

2.3 J-MeDic
In this study, we use J-MeDic to inject disease
name knowledge into logical inference. J-MeDic
is a Japanese dataset that extensively extracts
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Figure 1: The overview of the proposed system.

words related to symptoms and disease names from
progress records and discharge summaries recorded
in electronic medical records by medical profes-
sionals. The dataset contains not only the formal
names of diseases but also abbreviations and En-
glish names. The dataset covers 362,866 disease
names in total. Table 1 provides an example where
the standard disease name column in J-MeDic is
“Deep vein thrombosis.” J-MeDic records include
the surface forms of the disease name, their pro-
nunciation, ICD-10 codes, standard disease names,
levels of reliability, and levels of frequency.

2.4 Related studies on NER in the medical
domain

There are related studies on NER for disease
names, such as the work by Goino and Hamagami
(2021) and MedNER (Nishiyama et al., 2022). In
Goino-Hamagami’s work, NER and modality es-
timation of medical conditions such as disease
names and symptoms along with their modalities
(five types) were performed using BERT and CRF.
Experiments were conducted using three BERT
models released by Tohoku University (tohoku-
charBERT, tohoku-BERT, tohoku-wwm-BERT)
and UTH-BERT1, a Japanese BERT model pre-
trained on medical documents by the University of
Tokyo. MedNER2 is a tool for the NER for disease
names using word embeddings of BERT. MedNER
follows J-MeDic and also performs modality esti-
mation.

3 System Overview

The overview of our proposed system is shown in
Figure 1. We provide our inference system by ex-
tending Ishida et al. (2022)’s inference system. The

1https://ai-health.m.u-tokyo.ac.jp/home/research/uth-bert
2https://github.com/sociocom/MedNER-J

system consists of syntactic analysis, compound
word analysis, semantic analysis, and theorem prov-
ing. In this study, we add a knowledge injection
module in the medical domain to the previous sys-
tem.

In the knowledge injection module, we first ap-
ply an NER model based on a pretrained language
model to extract disease names from the input sen-
tence. For the extracted disease names, we perform
an exact match search for the surface form column
of disease names in J-MeDic. If the disease name
and the surface form match, we inject the knowl-
edge about the disease name in J-MeDic as an ax-
iom to the automated theorem prover Coq (Bertot
and Castéran, 2013). Since the additional axioms
vary depending on the semantic relations between
morphemes, we check the semantic tags of com-
pound words assigned by the compound word se-
mantic tagger, derive the axiom using the semantic
tag and the knowledge of J-MeDic, and then inject
the knowledge. We describe the details to provide
an NER model in Section 4 and Subsection 6.1 and
the details of axiom injection in Section 5.

4 Building an NER dataset for disease
names

To train the model for the NER task for disease
names in our inference system, we constructed a
dataset newly for NER using clinical texts. We use
a corpus of case reports, J-MedStd-CR3, which was
extracted through OCR from case report papers in
PDF format that are openly accessible on J-Stage.
In this study, we manually annotated the appear-
ances of disease names from J-MeDic in the 2,626
sentences of the J-MedStd-CR corpus.

3https://sociocom.naist.jp/medtxt/cr/
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Tag Type Example
EN Entity DVT

(Deep vein thrombosis)
M_EN Modifying words ryuukisei-byouhen

elevated-lesion
隆起性病変

(Elevated lesions)
PA Body part nou-kousoku

brain-infarction
脳梗塞

(Brain infarction)
GA Nominative kyousui-tyoryuu

pleural effusion-retention
胸水貯留

(Pleural effusion)
WO Accusative kotuzui-yokusei

bone marrow-suppression
骨髄抑制

(Myelosuppression)
NI Dative kotu-ten’i

bone-metastasis
骨転移

(Bone metastasis)
EV Event kyousui-tyoryuu

pleural effusion-suppression
胸水貯留

(Pleural effusion)

Table 2: Examples of semantic tags. Underlined parts
correspond to each tags.

5 Axiom Injection

In the proposed method, after identifying candidate
paraphrases of the disease names, the knowledge
of paraphrases is injected as axioms. In axiom
injection, it is necessary to generate the knowl-
edge about paraphrases of disease names as ax-
ioms according to the semantic representations in
ccg2lambda. For example, when the premise sen-
tence is (1) and the hypothesis sentence is (2), the
underlined disease name’s semantic tag in (1) is
“EN” because “PE” is one word and entity. The
semantic representation in this case is (1a). Se-
mantic tags for the disease name underlined in
(2) are “PA EN” because “pulmonary” in “ pul-
menary embolism” is a body part and “embolism”
is an entity. The semantic representation is (2a).
PartOf(e1, e2) indicates hai(e2) is a body part for
sokusensyo(e1). As in (1a) and (2a), semantic
representations differ depending on the semantic
relations between morphemes within the compound
words. In this study, we realize axiom injection by
defining axioms generated through the combina-
tion of semantic tag assigned to both the surface
form and standard disease names.

Combination Number Example
EN 276 syuryuu

腫瘤

(Neoplasm)
M_EN EN 145 ryuukisei-byouhen

elevated-lesion
隆起性病変

(Elevated lesions)
PA EN 45 nou-kousoku

brain-infarction
(Brain infarction)
脳梗塞

M_EN M_EN EN 22 genpatusei-tanzyusei-
primary-biliary-

kankouhen
liver cirrhosis

原発性胆汁性肝硬変

(Primary biliary cholangitis)
M_EN PA EN 22 ten’isei-kan-syuyou

metastatic-liver-neoplasm
転移性肝腫瘍

(Metastatic liver tumor)
Others 141 kyousui-choryuu

pleural effusion-retention
転移性肝腫瘍 GA EV
(Metastatic liver tumor)

Table 3: Combinations of semantic tags in disease
names.

(1) PE ga zouaku-si-teita
PE NOM worsen-EUPH-PST

PEが増悪していた。
PE worsened.

a. ∃e1(PE(e1))

(2) hai-sokusensyo ga zouaku-si-teita
pulmonary-embolism NOM worsen-EUPH-PST

肺塞栓症が増悪していた。
Pulmonary embolism worsend.

a. ∃e2(hai(e2) ∧ ∃e1(sokusensyo(e1) ∧
PartOf(e1, e2)))

5.1 Trends in combinations of semantic tags
in disease names

Table 2 shows some of the semantic tag assigned by
Ishida et al. (2022)’s compound word semantic tag-
ger. We investigated the composition of semantic
tag to generate axioms based on the combination of
semantic tag assigned to disease names. We applied
the compound word semantic tagger to assign se-
mantic tag to 651 disease names and their standard
disease names extracted from randomly selected
sentences containing disease names in clinical texts
of the J-MedStd-CR corpus. The compound word
semantic tagger is based on BiLSTM and BERT
models. BERT model is the model released by
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Axiom Exapmles of disease name Semantic tags of disease name
Surface form ⇒ Disease name Surface form ⇒ Disease name Surface form　 ⇒ Disease name

hokou-hunou hokou-konnan
walking-impossibility walking-difficulty

∗ ⇒ ∗　 歩行不能 ⇒ 歩行困難 EV EN ⇒ EV EN
(Walking difficulty)

mansei-gisei-tyouheisokusuou gisei-ireusu
chronic-pseudo-intestinal obstruction pseudo-ileus

M_EN ∗ ⇒ ∗　 慢性偽性腸閉塞症 ⇒ 偽性イレウス M_EN M_EN EN ⇒ M_EN EN
(Pseudoileus)

nou-kekkan’en noudoumyakuen
brain-vasculitis brain arteritis

PA ∗ ⇒ ∗　 脳血管炎 ⇒ 脳動脈炎 PA EN ⇒ EN
(Cerebral arteritis)

ketsuryu-syougai massyojunkan-syogai
bloodstream-disorder peripheral circulation-disorder　

PA ∗ ⇒ M_EN ∗ 血流障害 ⇒ 末梢循環障害　 PA EN ⇒ M_EN EN
(Peripheral circulatory disturbance)

bimansei-shikiso-tintyaku hihu-sikiso-tintyaku
diffuse-pigment-deposition skin-pigment-deposition

M_EN ∗ ⇒ PA ∗ びまん性色素沈着 ⇒ 皮膚色素沈着 M_EN GA EV ⇒ PA GA EV
(Skin pigmentation)

kettin-kousin sekitin-kousin
blood sedimentation-accentuation erythrocyte sedimentation-accentuation

GA EV ⇒ WO EV 血沈亢進 ⇒ 赤沈亢進 GA EV ⇒ WO EV
(Erythrocyte sedimentation rate acceleration)

genpatusei-tanzyuusei-kankouhen
primary-biliary-liver cirrhosis

EN ⇒ M_EN+ EN ＰＢＣ ⇒ 原発性胆汁性肝硬変 EN ⇒ M_EN M_EN EN
(Primary biliary cholangitis)

hai-sokusensyo
lung-embolism

EN ⇒ PA EN ＰＥ ⇒ 肺塞栓症 EN ⇒ PA EN
(Pulmonary embolism)

kansen’ika kansen’isuu
become liver fibrosis liver fibrosis

EV ⇒ EN 肝繊維化 ⇒ 肝繊維腫 EV ⇒ EN
(Liver fibrosis)

Table 4: Combination examples of semantic tags in axiom injection. ∗ indicates that the combination of tags
assigned to the surface form and the standard disease name are the same. M_EN+ indicates that the M_EN tag
appears one or more times. ⇒ indicates entailment relations.

Tohoku University4 that was trained on Japanese
Wikipedia data, and the tokenizers are MeCab and
WordPiece. The top 5 combinations of semantic
tags assigned to disease names are shown in Ta-
ble 3. We perform axiom injection according to
these combinations.

5.2 Axiom injection based on semantic tags
Table 4 shows the combination examples of se-
mantic tag for the disease names in axiom injec-
tion. The asterisk ∗ indicates that the combina-
tions of semantic tags are the same for both the
surface form and the standard disease name. For
example, the first row “∗ ⇒ ∗” indicates that the
same semantic tags are assigned, such as “EV
EN⇒ EV EN”　for　“walking-impossibility⇒
walking-difficulty”. Similarly, the second row
“M_EN ∗ ⇒ ∗” indicates that the semantic tags
“M_EN EN” are assigned to the phrase “pseudo-
intestinal obstruction” included in “chronic-pseudo-
intestinal obstruction”, and they match the tags
assigned to “pseudo-ileus”. “M_EN+” indicates
that there are one or more “M_EN” tag present.
As in the example where the semantic tags “EN

4https://huggingface.co/cl-tohoku/bert-base-japanese

Parameter _PE : Entity -> Prop.
Parameter _塞栓症 : Entity -> Prop.
Parameter _肺 : Entity -> Prop.
Axiom e2pa:forall (x:Entity),

_PE x -> _肺 x.
Axiom e2pa2:forall (x:Entity),

_PE x -> _塞栓症 x.
Axiom e2pa3:forall (x:Entity),

_PE x ->PartOf x x.
Hint Resolve e2pa e2pa2 e2pa3.

Figure 2: An example of the axiom to be injected.

⇒ M_EN M_EN EN” are assigned to “PBC ⇒
primary-biliary-liver cirrhosis”, even when there
are multiple repetitions of the M_EN tag in the se-
mantic tags assigned to the standard disease name,
it is possible to generate an axiom. As an example
of the generated axioms, we show the axiom to be
injected when the premise sentence is (1) and the
hypothesis sentence is (2) in Figure 2. The gener-
ated axioms are injected to the theorem prover as
callable axioms during automated theorem proving
and used for inference.
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Model Pretraining corpus Tokenizer
Japanese RoBERTa base (RIKEN) Wikipedia(Japanese) MeCab + BPE
japanese-roberta-base (RINNA) Wikipedia + CC-100 Juman++ + sentencepiece

(Japanese)
roberta-large-japanese (Waseda) Wikipedia + CC-100 Juman++ + sentencepiece

(Japanese)

Table 5: RoBERTa models used in the experiments.

Model RIKEN model RINNA model Waseda model MedNER
Accuracy 97.2% 96.4% 97.0% 94.3%
Precision 83.4% 79.4% 76.3% 71.4%

Recall 82.3% 78.0% 77.2% 66.6%
F1-score 81.5% 77.3% 74.6% 66.1%

Table 6: Experimental results for NER of disease names.

6 Experiments

6.1 Experiments on the NER task of disease
names

6.1.1 Experimental settings
To select a best performance model for the NER
task for disease names to be combined with our in-
ference system, we evaluate three RoBERTa mod-
els shown in Table 5. The Japanese RoBERTa
base5 (hereafter referred to as the RIKEN model),
which is publicly available from RIKEN, was pre-
trained only on Japanese Wikipedia. The tokenizer
uses MeCab (Kudo et al., 2004) for word segmen-
tation and BPE (Sennrich et al., 2016) for sub-
word segmentation. The Japanese RoBERTa base
model publicly available from RINNAI (Zhao and
Sawada, 2021) (hereafter referred to as the RINNA
model), and the roberta-large-japanese model re-
leased by Waseda University6 (hereafter referred
to as Waseda model), were pretrained on both
Japanese Wikipedia and the Japanese portion of the
CC-100 dataset. Both models use Juman++ (Tol-
machev et al., 2018) as a tokenizer for word seg-
mentation and SentencePiece (Kudo and Richard-
son, 2018) for a subword segmentation.

For the NER task, we used 2,303 sentences from
J-MedStd clinical texts as training data. We used
85% of the data as development data and 15% as
validation data to finetune the pretrained language

5https://huggingface.co/liat-nakayama/japanese-roberta-
base-20220905

6https://huggingface.co/nlp-waseda/roberta-large-
japanese

models. The training data contains 2,551 appear-
ances of disease names. We randomly selected 326
sentences from J-MedStd clinical texts for evalua-
tion. The 326 sentences that are used for evaluation
do not overlap with the training data.

6.1.2 Evaluation
We trained and evaluated three BERT models,
shown in Table 5, using our NER dataset in the
experiment. We also performed a comparison with
MedNER using our NER dataset and the experi-
mental results are shown in Table 6. The RIKEN
model had the highest score in terms of f1-score
for predicting disease names. In the RINNA model,
even unrelated text around disease names were
extracted. The Waseda model had some disease
names that were split in the middle of the name.
MedNER tended to extract disease names that are
closely related, such as “necrotic” and “granuloma”
for “granuloma with necrosis”, and “pain” and
“pruritus” for “pain and pruritus”. F1-score of Med-
NER decreased because the evaluation dataset cre-
ated in this study was annotated with one disease
name per annotation.

Based on the results of this experiment, we
adopted the RIKEN model, which showed the high-
est performance, as the model for the NER task to
be combined with our inference system.

6.2 Experiments on the RTE task
To evaluate the effectiveness of our inference sys-
tem, we performed a comparison between our in-
ference system and the previous inference sys-
tem (Ishida et al., 2022).
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Premise 　Hypothesis
byouri-sindan ha ｔｕｂ１ datta byouri-sindan ha gan datta
pathological diagnosis NOM tub1 be-PST pathological diagnosis NOM canser be-PST
病理診断はｔｕｂ１であった。 　⇒　 病理診断は癌であった。
(The pathological diagnosis was tub1.) (The pathological diagnosis was cancer.)
ＶＡＰ ni yuukou de-aru jinkou-kokyuuki-haienn ni yuukou de-aru
VAP DAT valid be-PRS mechanical-ventilator-pneumonia DAT valid be-PRS
VAPに有効である。 ⇒ 人工呼吸器肺炎に有効である。
(It is effective for VAP.) (It is effective for Ventilator-associated pneumonia.)
kanja ha homanzu-tyoukou-yousei datta kanja ha sinbu-jomyaku-kessensyo-yousei datta
patient NUM Homann’s-sign-positive be-PST patient NUM deep vein thrombosis-positive be-PST
患者はホーマンズ徴候陽性だった。 ⇒ 患者は深部静脈血栓症陽性だった。
(The patient was positive for Homann’s sign. ) (The patient was positive for deep vein thrombosis)

Table 7: Examples of our inference test set. The bolded part indicates disease name knowledge that is necessary for
inference.⇒ indicates entailment relations.

6.2.1 Inference test set involving disease
names

We constructed an inference test set that requires
disease name knowledge injection and evaluated
our proposed system. The inference test set is con-
structed to consist of sentence pairs whose relation
is entailment and the experiment is conducted to
test whether the system can correctly predict en-
tailment relations. Table 7 shows examples of the
inference tests set. For constructing the test set,
we used sentences from J-MedStd-CR, a corpus
of clinical case reports where the disease names
mentioned in the sentences are different from the
standard disease names in J-MeDic. We manually
constructed a set of 149 pairs of simplified hypothe-
sis sentences and corresponding premise sentences,
where the hypothesis sentences were simplified ver-
sions of sentences containing disease names in the
J-MedStd-CR corpus, and the disease names in
the hypothesis sentences were replaced with their
corresponding standard names.

6.2.2 Evaluation
We compared the accuracy between our inference
system with the knowledge injection module and
the previous system by Ishida et al. (2022) on our
inference test set. Table 8 shows the results of
the evaluation of inference. While the previous
system failed to predict entailment relations for all
examples, our system was able to make correct
predictions for 106 out of 149 test sets.

Inference system Accuracy
Ishida et al. (2022) 0/149 (0.0%)
Our system 106/149 (71.1%)

Table 8: Results on the RTE task.

6.2.3 Error analysis
We performed an error analysis on the cases where
our inference system made incorrect predictions.
Table 9 shows examples of error types and sen-
tence pairs for the analysis of errors. There were
many cases where the disease names written in En-
glish were not correctly extracted due to errors in
NER. For errors related to syntactic analysis, the
morphemes “itching” in (3) and “necrosis” in (4)
were misclassified as verbs by the morphological
analyzer, janome7, when they should have been
treated as nouns. These morphemes were treated
as verbs such as “itch” and “become necrosis”, and
the wrong axioms were provided, which resulted
in the failure of inference.

(3) sou-you
scraching-itching
そう_痒
(pruritus)

(4) kan-saibou-esi
liver-cell-necrosis
肝_細胞_壊死
(hepatic necrosis)

For the error caused by compound word analysis,
the compound word semantic tagger by Ishida et al.
(2022) classified the “cancer” in (5) as “PA” instead
of being tagged with “EN”, which resulted in a
failure of inference. As a result, axiom injection
could not be performed correctly.

(5) nyoukan-nyourozyouhi-gan
ureter-urothelium-cancer
尿管_尿路上皮_癌
(urothelial cancer)

Regarding errors due to syntactic analysis, an ex-
ample is shown in Figure 3. Since “limbs pain” is a

7https://github.com/mocobeta/janome
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Type Number Example
NER error 25 kanseiken ha AIH-you no syoken o teisi-teita

liver-biopsy NOM AIH-like GEN finding ACC present-PST
肝生検ではＡＩＨ様の所見を呈していた。

kanseiken ha jikomen’ekisei-kan’en-you no syoken o teisi-teita
Liver-biopsy NOM autoimmune-hepatitis–like GEN finding ACC present-PST
⇒肝生検では自己免疫性肝炎様の所見を呈していた。

(Liver biopsy showed findings suggestive of AIH
⇒ Liver biopsy showed findings suggestive of autoimmune hepatitis.)

Syntactic analysis error 14 sou-you-kan ga at-ta sou-you ga at-ta
scratching-itching-sensation NOM be-PST scratching-itching NOM be-PST
掻痒感があった。 ⇒ そう痒があった。
(The patient had itch sensation. ⇒ The patient had pruritus.)

CW analysis error 3 kanja ha nyourozyouhi-gan de-atta kanja ha nyoukan-nyourozyouhi-gan de-atta
patient NOM urothelium-cancer be-PAST patient NOM ureter-urothelium-cancer be-PAST
患者は尿路上皮癌であった。 ⇒ 患者は尿管尿路上皮癌であった。
(The patient had urothelial cancer.⇒ The patient had ureteral urothelial cancer.)

Semantic analysis error 1 sisi-toutuu ga zouakusi-ta sisi-tuu ga zouakusi-ta
limbs-pain NOM worsen-PST 　 limbs-pain NOM worsen-PST
四肢疼痛が増悪した。 ⇒ 四肢痛が増悪した。
(Limbs pain worsened. ⇒ Limbs pain worsened.)

Table 9: Types of errors and examples of sentence pairs.⇒ indicates entailment relations..

四肢(limbs)
SX1,X2,f/SX1,X2,f

疼痛(pain)
NPnc,nm,f

が(NUM)
NPga,nm,f\NPnc,nm,f

NPga,nm,f
<

増悪(worsen)
Snm,stem,f\NPga,nm,f

し(EUPH)
Snm,cont,f\Snm,stem,f

Snm,base,f\NPga,nm,f
<B1

た(PST)
Snm,base,f\Snm,cont,f

Snm,base,f\NPga,nm,f
<B1

Snm,base,f
<

Snm,base,f
>

Figure 3: A semantic analysis result of “四肢疼痛が増悪した(Limbs pain worsened)”.

disease name, “limbs” and “pain” need to be com-
bined first. However, according to the result of the
syntax analysis, “pain worsened” was combined
first, and then “limbs” was combined afterwards.
This illustrates a case where the CCG syntactic
structure for the disease name was not constructed
correctly, leading to a failure to perform correct
inference.

7 Conclusion

In this study, to flexibly perform inference involv-
ing knowledge for disease names, we extended the
previous semantic analysis and logical inference
system in the medical domain (Ishida et al., 2022).
Specifically, we developed the knowledge injection
module for the logical inference system, perform-
ing NER for disease names, searching for relevant
knowledge using J-MeDic, and adding the resulting
axioms to the theorem prover.

We also constructed a dataset for the NER task of
disease names and an inference test set that requires
knowledge injection of disease names. We evalu-
ated our inference system using the constructed
test set and as a result, we were able to perform
correct inference for 106 out of 149 inference test
cases. The future challenges are to expand the NER
dataset and the inference test set, and to improve

the knowledge injection module to further enhance
the performance of the inference system. Further-
more, a comparison will be performed between
the neural models trained on the expanded medical
inference test set and the proposed method.
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Appendix 1. Results of additional experiment
As an additional experiment, a comparison was
made between Japanese BERT trained on a stan-
dard Japanese RTE dataset, not medical domain
texts. The RTE dataset utilized for the experiment
includes JSICK (Yanaka and Mineshima, 2022)
(5,000 training examples) and JSNLI (Yoshikoshi
et al., 2020) (approximately 530,000 training exam-
ples). JSICK is a manually translated Japanese
dataset derived from the English RTE dataset
SICK (Marelli et al., 2014), which consists of
sentences encompassing various lexical, syntactic,
and semantic phenomena. JSNLI is a large-scale
Japanese RTE dataset created by machine transla-
tion from the English SNLI dataset. From here on,
the BERT model trained on JSICK will be referred
to as JSICK BERT, and the BERT model trained on
JSNLI will be referred to as JSNLI BERT. We per-
formed a three-class classifier (Entailment, Neutral,
Contradiction) on the constructed 149 pair infer-
ence test set using JSICK BERT and JSNLI BERT.

BERT model JSICK BERT JSNLI BERT
Entailment 98 85
Neutral 49 47
Contradiction 2 17
Total 149 149

Table 10: RTE results using BERT.

There are no examples that both JSICK BERT
and JSNLI BERT classify as contradiction, but
there are 33 examples that neither of them classify
as entailment.
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Abstract

This work introduces a novel three-class an-
notation scheme for text-based dementia clas-
sification in patients, based on their recorded
visit interactions. Multiple models were de-
veloped utilising BERT, RoBERTa and Dis-
tilBERT. Two approaches were employed to
improve the representation of dementia sam-
ples: oversampling the underrepresented data
points in the original Pitt dataset and com-
bining the Pitt with the Holland and Kempler
datasets. The DistilBERT models trained on
either an oversampled Pitt dataset or the com-
bined dataset performed best in classifying the
dementia class. Specifically, the model trained
on the oversampled Pitt dataset and the one
trained on the combined dataset obtained state-
of-the-art performance with 98.8% overall ac-
curacy and 98.6% macro-averaged F1-score, re-
spectively. The models’ outputs were manually
inspected through saliency highlighting, using
Local Interpretable Model-agnostic Explana-
tions (LIME), to provide a better understanding
of its predictions.

1 Introduction

Dementia is a condition characterised by impaired
memory, thinking or decision-making ability that
interferes with daily activities (Gale et al., 2018).
This global issue affects approximately 50 million
individuals, with projections suggesting that the
number will increase to 139 million by 2050 (World
Health Organization, 2021). While no known cure
for dementia currently exists, early diagnosis is es-
sential, as it enables patients to access interventions
that can help manage symptoms, prevent further
degeneration and improve their quality of life.

Recent research suggests that language changes
and a decline in episodic memory may serve as
an essential signal for early diagnosis of dementia,
with language impairments reported in both pre-
clinical dementia and severe cases (Mueller et al.,
2018; Yuan et al., 2020).

Methods for natural language processing (NLP)
can help in detecting dementia through the anal-
ysis of the language used by a patient of interest.
Indeed, previous research cast dementia detection
as a binary text classification task, categorising a
patient as exhibiting dementia or not, based on their
language use (Roshanzamir et al., 2021; Matošević
and Jović, 2022; Wahlforss and Jonasson, 2020;
Orimaye et al., 2014; Yuan et al., 2020). However,
thus far, no studies have investigated the classifica-
tion of patient conversation transcripts into more
than two classes. Our study aims to address this
gap and seeks to analyse patients according to three
classes: Healthy Control (HC), Early Stage or Mild
Cognitive Impairment (MCI) and Dementia. The
goal is to provide medical professionals with a tool
(that can be used in conjunction with standardised
tests) for identifying patients exhibiting early-stage
dementia symptoms. Such a tool can be useful
in organisations where there is a lack of expertise
among personnel responsible for screening patients,
for the purposes of identifying those who could ben-
efit from interventions that might potentially slow
the progression of the disease.

Our approach involves analysing speech tran-
scripts from doctor-patient conversations, with par-
ticipants categorised into the three aforementioned
classes. This task is a multi-class classification
problem, which we address by developing mod-
els that are capable of classifying text (i.e., the
transcripts) according to three classes. In particu-
lar, we developed models based on the transformer
architecture (Vaswani et al., 2017), considering
that transformers have demonstrated state-of-the-
art performance in many clinical text classification
tasks (Yogarajan et al., 2021). Additionally, we
utilised explainability techniques to identify words
that are indicative of dementia and may be used as
features in the diagnostic process.
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Model Validation Accuracy F1 Reference
RoBERTa Stratified 10-fold CV 90.60% 90.28% Matošević and Jović (2022)

ERNIE+3Pause LOO CV 89.6% 88.9% Yuan et al. (2020)
BERT Large 10-fold CV 88.08% 87.23% Roshanzamir et al. (2021)

DistilBERT+LR Grid search and CV 88% 87% Liu et al. (2022)
RoBERTa 10-fold CV 86.75% 86.82 Wahlforss and Jonasson (2020)

Table 1: Recent work on dementia detection using the Pitt corpus, excluding some models with slightly weaker
performance. ERNIE+3Pause, which also uses audio, is based on the ERNIE 2.0 transformer architecture (Sun
et al., 2020) with three types of pauses. Key: LR = logistic regression, CV = cross validation, LOO = leave one out.

2 Related Work

Recent work on dementia detection has been un-
derpinned by text classification models based on
transformer architectures. Table 1 highlights the
most relevant and recent models developed using
the Pitt Corpus from DementiaBank (Becker et al.,
1994). The work by Matošević and Jović (2022),
which was based on a RoBERTa model, has thus
far achieved the state-of-the-art binary classifica-
tion accuracy of 90.60%. Our own work similarly
employed transformer-based models, i.e., BERT,
RoBERTa and DistilBERT, while investigating the
conversion of binary classification into a multi-
class classification task for dementia severity. It is
important to note that no previous work has been
conducted on multi-class classification for demen-
tia using text; thus, the performance of such models
was previously unknown.

3 Methodology

This study employed two distinct approaches to
developing dementia classification models. The
first approach aimed to ensure comparability with
previous research by solely utilising the Pitt dataset.
However, the original Pitt dataset was highly im-
balanced (with 259 HC, 127 MCI and 24 Dementia
samples in the whole dataset), containing a limited
number of confirmed dementia cases, necessitating
oversampling to address this limitation. Specif-
ically, we oversampled the MCI and Dementia
classes to allow for a more balanced representa-
tion of these classes in the training set. Utilising
stratified 10-fold cross-validation (CV) in our ex-
periments, the resulting training dataset for each
fold included original HC samples, MCI samples
duplicated thrice, and Dementia samples duplicated
16 times. On the other hand, the test set (for each
fold) was left unaltered.

The second approach involved combining the
Pitt, Holland, and Kempler datasets to increase

the representation of naturally occurring dementia
in the dataset, thus eliminating the need for over-
sampling. This approach enabled us to assess the
performance of the models with unique dementia
data samples and a wider range of discussion top-
ics. Table 4 in Appendix B presents the number of
samples in the datasets that we have utilised in our
experiments.

3.1 Data Pre-processing
The dataset was originally in the CHAT transcrip-
tion format (MacWhinney, 2009), requiring con-
version to plain text and subsequent pre-processing
to eliminate extraneous punctuation and retain only
participants’ speech. The transcripts not only cap-
ture participants’ spoken words but also provide
additional information about their actions. The
participants’ actions were represented by symbols
such as &=coughs for coughing or &=clear for
clearing their throat. Pauses in the speech were
indicated by bracketed full stops at the beginning
of a sentence, with the number of full stops indi-
cating the length of the pause. While most of the
participants’ actions and unnecessary punctuation
were removed during pre-processing, pauses were
retained due to their potential diagnostic value, as
they are considered to be an important linguistic
indication of cognitive decline in dementia patients
(Sluis et al., 2020).

Following the pre-processing of the transcripts,
each transcript was mapped to its corresponding
Diagnostic ID by utilising its corresponding par-
ticipant’s ID. Based on these Diagnostic IDs, the
transcripts were classified into three categories:
Healthy Control (HC), Early Stage or Mild Cogni-
tive Impairment (MCI), and Dementia. These la-
bels were one-hot encoded: [1,0,0] for HC, [0,1,0]
for MCI and [0,0,1] for Dementia. Transcripts with
a Diagnostic ID corresponding to probable or possi-
ble dementia were excluded from the dataset. The
resulting dataset was saved in a comma-separated
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values (CSV) file for ease of use in our experi-
ments.

3.2 Model Training

We developed six bidirectional transformer-based
models, specifically, the base variants of BERT,
RoBERTa and DistilBERT: BERT-base (Devlin
et al., 2018), RoBERTa-base (Liu et al., 2019)
and DistilBERT-base (Sanh et al., 2019). The
architectures of all six multi-class models were
nearly identical, with the dataset, pre-trained layer
and tokeniser being the primary distinguishing fac-
tors. Figure 1 provides an illustration of the ar-
chitecture for the DistilBERT model. Addition-
ally, a binary classification model was developed
using RoBERTa to replicate results reported by
Matošević and Jović (2022), using the same hyper-
parameters described in their paper.

Figure 1: Model architecture. Image adapted from Liu
et al. (2022).

3.3 Hyper-parameter optimisation

In order to optimise the performance of the
models, hyper-parameter optimisation was per-
formed for each pre-trained model type (BERT-
base, RoBERTa-base and DistilBERT-base) and
each dataset (Pitt, and the combined Pitt, Kempler
and Holland dataset). Specifically, we explored
different epochs ranging from 1 to 15 and different
learning rates: 5e-5, 4e-5, 3e-5, 2e-5 and 1e-5. The
optimal number of epochs varied for each model,
but all models had an optimal learning rate of 1e-5.
Stratified 10-fold CV was conducted to evaluate
the average performance of each model.

3.4 Explainability

Explainability is crucial for NLP models, especially
those that are intended for use in healthcare. By
providing insight into a model’s decision-making
process, explanations can enhance the trust and con-
fidence placed in the model’s outputs. Furthermore,
it can help to identify any potential biases or errors.
To this end, we investigated the use of Local Inter-
pretable Model-Agnostic Explanations (LIME) to
explain the outputs of each of our models (Ribeiro
et al., 2016).

4 Evaluation and Results

The objective of the experiments conducted was
to test two fundamental hypotheses. Firstly, it was
hypothesised that utilising the novel three-class
labelling system would improve classification per-
formance by enabling a more refined classification
that can distinguish between more nuanced differ-
ences in the data. Secondly, it was hypothesised
that models developed utilising the combination
of datasets would exhibit superior performance to
those developed using solely the Pitt dataset. The
rationale behind this hypothesis was that the com-
bined dataset would provide a more diverse and
representative range of data, ultimately improving
the generalisability of the models.

As described above, to test these hypotheses,
three models were created using BERT, RoBERTa,
and DistiBERT for each approach. The perfor-
mance of the models was then evaluated using
stratified 10-fold CV, with the performance met-
rics being accuracy, micro- and macro-averaged
F1 scores, and, importantly, precision for the De-
mentia class. The lattermost metric is crucial in a
medical diagnosis scenario: false positives for the
Dementia class should be minimised as they could
lead to unnecessary interventions or distress.

Table 2 presents a summary of the performance
of the developed models. In terms of accuracy,
the best performing model is the three-class Dis-
tilBERT model utilising the Pitt dataset. Mean-
while, the model that obtained the highest macro-
averaged F1 score is the three-class DistilBERT
model trained on the combined Pitt, Holland, and
Kempler datasets. Appendix A includes an exam-
ple of saliency highlighting performed by the LIME
model.
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Model Dataset Epochs Accuracy Macro F1 Precision
Binary (baseline) - RoBERTa Pitt - 90.3% 89.0% -

3-class - BERT Pitt - O 11 95.4% 93.0% 100%
3-class - RoBERTa Pitt - O 11 96.5% 97.6% 100%

3-class - DistilBERT Pitt - O 11 98.8% 97.6% 100%
3-class - BERT Combined P+H+K 8 92.7% 91.4% 96.0%

3-class - RoBERTa Combined P+H+K 30 94.4% 97.5% 100%
3-class - DistilBERT Combined P+H+K 11 98.5% 98.6% 100%

Table 2: Performance of all models on the oversampled Pitt dataset (Pitt - O) and the combined Pitt, Holland and
Kempler (P+H+K) dataset based on stratified 10-fold cross-validation. Precision is reported only for the Dementia
class. The metric values for the baseline model were reproduced from the original paper by Matošević and Jović
(2022). All models had an optimal batch size of 16.

5 Discussion

The three-class annotation scheme improves
classification performance. As can be seen in
Tables 1 and 2, using a three-class labelling sys-
tem improved the performance of all models. The
improved performance is likely due to the finer-
grained system allowing for a more nuanced classi-
fication, distinguishing between cognitive impair-
ment levels.

The results demonstrate that almost all three-
class models achieved an average precision of
100% for the Dementia class. The best models
were able to correctly identify positive cases with-
out generating any false positives, making them
valuable in medical diagnosis. In order to provide
a more comprehensive evaluation of the class-level
performance of our top-performing model in terms
of F1-Score, the DistilBERT model trained on the
combined dataset, a detailed breakdown of its per-
formance table is presented in Table 3. It shows
that for every class, the model performs well in
terms of both precision and recall.

Oversampling is a viable method to improv-
ing a dementia detection model’s accuracy and
macro-averaged F1-score. As can be seen in Ta-
ble 2, the DistilBERT model trained on the over-
sampled Pitt dataset obtained the highest accuracy
of all the models created. This is very promising for
any future work where combining multiple datasets
or having a larger dataset is not an option.

The addition of a small number of demen-
tia samples from outside the Pitt dataset signifi-
cantly improves macro-averaged F1-score and
accuracy. The best-performing model, in terms of
macro-averaged F1-score, is the DistilBERT model
generated using the combined dataset; this shows
that a model using the three-class labelling system

can exhibit optimal performance simply with the
addition of a small number of dementia samples.

Although the work by Matošević and Jović
(2022) did not provide any detailed performance
breakdown for each class that would facilitate
straightforward comparisons, the observed im-
provement in the overall performance of our Dis-
tilBERT model can be presumed to extend to the
model’s class-level performance.

Class Precision Recall F1-Score
Healthy Control : [1,0,0] 0.97 1.00 0.99

Mild Cognitive Impairment : [0,1,0] 1.00 0.97 0.98
Dementia : [0,0,1] 1.00 0.91 0.95

Table 3: Performance of the 3-class DistilBERT model
trained on the combined dataset.

6 Conclusion

This study proposes a novel three-class labelling
system for classifying dementia in patients based
on conversation transcripts. The proposed labelling
system includes three classes: Healthy Control
(HC), Early Stage or Mild Cognitive Impairment
(MCI) and Dementia. Multiple models were de-
veloped utilising BERT, RoBERTa, and Distil-
BERT. To improve the representation of demen-
tia data, we experimented with oversampling the
Pitt dataset as well as combining the Pitt dataset
with the Holland and Kempler datasets to increase
the number of dementia-classified data samples.
The best-performing models were built upon Dis-
tilBERT and trained on either the oversampled Pitt
dataset or the newly combined dataset. Through
hyper-parameter tuning, we achieved state-of-the-
art performance, including an accuracy of 98.8%,
a macro-averaged F1-score of 98.6% and a preci-
sion of 100% for the Dementia class. Additionally,
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LIME was employed to explain the outputs of the
model and highlight the features of interest.

Future research could explore applying the
model to more recently collected data, in line with
current medical practices, to evaluate its effective-
ness in real-world medical applications. Further-
more, since the DementiaBank database contains
transcripts in multiple languages, such as German
and Mandarin, further research could be done to de-
velop a multi-lingual dementia classifier to extend
the benefits of these models globally.
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A Example of Saliency Highlighting
Using LIME

Figure 2: Example of an utterance from a patient exhibit-
ing MCI. In conformance with data protection policies, a
synthetic example is presented. The model’s prediction
may have been influenced by the presence of features
such as “um” and “uh”, which can indicate uncertainty
on the part of the participant. This observation aligns
with previous research that has identified the frequent
use of filler words as an early indicator of dementia
(Karlekar et al., 2018).

B Breakdown of the Datasets (original,
oversampled and combined)

Dataset Control MCI Dementia
Pitt 259 127 24

Oversampled Pitt 259 381 384
Combined P + H + K 259 127 34

Table 4: Breakdown of the Pitt dataset (original and
oversampled) and the combined Pitt + Holland + Kem-
pler (P + H + K) dataset.
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Abstract

Text in electronic health records is organized
into sections, and classifying those sections
into section categories is useful for downstream
tasks. In this work, we attempt to improve
the transferability of section classification mod-
els by combining the dataset-specific knowl-
edge in supervised learning models with the
world knowledge inside large language models
(LLMs). Surprisingly, we find that zero-shot
LLMs out-perform supervised BERT-based
models applied to out-of-domain data. We also
find that their strengths are synergistic, so that a
simple ensemble technique leads to additional
performance gains.

1 Introduction

The text in electronic health record notes is typi-
cally organized into multiple sections. Correctly
understanding what parts of a note correspond to
different section categories has been shown to be
useful for a variety of downstream tasks – includ-
ing abbreviation resolution (Zweigenbaum et al.,
2013), cohort retrieval (Edinger et al., 2017), and
named entity recognition (Lei et al., 2014). How-
ever, documentation of sections is not consistently
done across health systems, so building systems to
robustly classify clinical text into sections is not
trivial. Prior work on text classification has shown
that systems trained on a dataset from one source
perform quite poorly on different sources (Tepper
et al., 2012a).

In this work, we extend recent work on sec-
tion classification (Zhou et al., 2023) that uses the
SOAP ("Subjective", "Objective", "Assessment",
"Plan") framework (Podder et al., 2022; Wright
et al., 2014). Our previous work (Zhou et al., 2023)

mapped heterogeneous section types across three
datasets onto SOAP categories (plus "Other") in or-
der to facilitate cross-domain adaptation. However,
despite showing improvements, that work showed
that the problem was still challenging for a super-
vised approach that fine tuned pre-trained BERT-
style encoder methods.

The insight of this current work is that super-
vised transformers, while powerful, may overfit to
source domain training data. Zero-shot methods,
on the other hand, have recently gained attention
for their sometimes surprising ability to make accu-
rate classification decisions without supervision. In
general, for zero-shot classification to work, (1) the
pre-training data must contain enough information
about the kind of questions it will be asked, and
(2) the prompt must be able to precisely represent
the meaning of the classification labels. To work
on section classification, then, we explore differ-
ent base models since it is hard to know a priori
which models will satisfy (1), and we explore vari-
ations in prompts that inject knowledge about the
classification task to satisfy (2).

Therefore, we investigate the following research
questions related to the ability of large language
models (LLMs) to do SOAP section classification:

RQ1: How do different LLMs perform on the
section classification task in zero-shot and few-shot
experiments?

RQ2: How do LLMs in the zero-shot setting
compare against supervised BERT-based models
applied across domains in their ability to classify
SOAP sections?

RQ3: Are the strengths of LLMs and BERT-
based models complementary so that ensemble
methods may be synergistic?
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2 Methods

2.1 Datasets
In this study we used three datasets, discharge,
thyme and progress, containing 1372, 4223, and
13367 sections, respectively. The discharge dataset
consists of discharge summaries from the i2b2
2010 challenge (Tepper et al., 2012b). The thyme
dataset consists of colorectal clinical notes from
the THYME (Temporal History of Your Medi-
cal Events) corpus (Styler IV et al., 2014). The
progress dataset consists of progress notes from
MIMIC-III (Gao et al., 2022). Although these
datasets are common in that they are all medical
notes, they differ in both the health care institutions
they are coming from and the specialties who wrote
them. Following Zhou et al. (2023), the section
names in these datasets were mapped to SOAP cat-
egories (“Subjective”, “Objective”, “Assessment”
and “Plan”). For sections that did not fit into the
SOAP categories, the "Others" label was assigned.
Therefore, these datasets are tasks that classify a
section into one of the 5 categories. We followed
the same train/test split as in Zhou et al. (2023).

2.2 Prompt design
Performing classification with generative LLMs re-
quires the creation of an input prompt that cues the
model to generate output that can be deterministi-
cally mapped to a classifier output. We design our
prompt to be a clinical note section followed by
a multiple-choice question. The multiple-choice
question begins with "Which of the following state-
ments is correct about the text above" and is fol-
lowed by statements describing the 5 categories in
the SOAP section classification task. The prompt
then lists the possible multiple choice answers as
categories of SOAP, describing them based on the
original definitions (Podder et al., 2022) instead of
their labels, to attempt to inject more knowledge
into the prompt. We also include the fifth possible
answer of "none of them is correct", meaning that
the section does not belong to any one of the SOAP
categories. Figure 1 shows an example of a prompt
with an answer.

For few-shot classification, we randomly sample
a few examples from the training set with answers,
formatted as in Figure 1, and concatenate them
together, followed by the query section text with
the answer left blank. For zero-shot classification,
the prompt contains only the query text with the
answer left blank.

Prior work has shown LLMs prefer an option at
a specific location for multiple-choice questions,
such as always choosing the first or the last op-
tion (Singhal et al., 2022). To control for this source
of variation, we shuffle the options every time be-
fore feeding the prompt into the model such that,
for example, the option "Subjective" can be in any
one of the five options’ locations. For the very rare
cases that a model generates outputs not belonging
to one of the 5 options, we consider that to be the
"Others" category.

Figure 1: Example of a prompt with the answer pro-
vided. It consists of a clinical note section text and a
multiple choice question. The options are for "Subjec-
tive", "Objective", "Assessment", "Plan" and "Others"
respectively.

2.3 LLM experiments

To understand the performance of LLMs on section
classification, we performed experiments to com-
pare different LLMs and across different number
of shots. In this study, we chose to experiment with
FLAN-T5 (Chung et al., 2022), BioMedLM (Veni-
galla et al., 2022) and Galactica (Taylor et al.,
2022). 1 We chose these models because, during
preliminary work, they performed well with seem-
ingly fewer hallucinations (Ji et al., 2023) than
other models we explored.

BioMedLM has 2.7 billion parameters and is
trained on biomedical abstracts and papers. FLAN-
T5 is trained on the web crawl C4 dataset (Raffel
et al., 2020) and additionally more than 1000 tasks,
and we used the XXL version which contains 11
billion parameters. Galactica is trained on a large
corpus containing scientific literature, and we used
the standard version which contains 6.7 billion pa-
rameters. For each model we selected the largest
variant that could fit in the memory of our GPU.

1We were unable to experiment with models like ChatGPT
due to the terms of the data use agreements of our datasets.
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The maximum input token size is 512 for FLAN-
T5, 1024 for BioMedLM, and 2048 for Galactica,
which limits the maximum number of shots (input
examples in the prompt) to 0, 5, and 10, respec-
tively. Following Zhou et al. (2023), we report the
micro-F1 scores. These experiments were done on
a 40 GB NVIDIA A40 GPU. The best LLM will be
used in the following ensemble model experiments.

2.4 Ensemble of BERT and LLMs

We experiment with improving the performance
of cross-domain section classification by ensem-
bling BERT (Vaswani et al., 2017) and LLMs. At a
high level, the ensemble model will weight the two
models’ prediction by their confidence and choose
the one with the highest confidence. Confidence is
measured by a model’s prediction probability of a
category. For a pair of source and target domain, we
first train a BERT model on the source domain and
apply it to the target domain. For the target domain,
we will obtain the model’s prediction (predBERT )
along with the prediction probability (probBERT )
of that class by applying a softmax function on the
model’s output logits. Second, we apply an LLM
to the target domain as well. To obtain confidence
estimates from LLMs, we introduce a “black-box”
method for estimating confidence of an LLM based
on bootstrapping. We use this method for maxi-
mum generalizability – it could be applied even to
black box models like ChatGPT that do not allow
access to underlying probability distributions. To
estimate confidence values, we make predictions
for the same section ten times and vary the order
of the five options across the runs. Because the
prompt becomes different, the model sometimes
makes different option choices. Probabilities are
obtained by simply dividing option counts by the
number of predictions (ten). We define the LLMs
prediction (predLLM ) to be the one with the high-
est probability (probLLM ) . When ensembling, for
each instance, we compare the prediction probabil-
ities (probBERT , probLLM ) from both models and
use the prediction with the highest probability:

predEns =

{
predLLM if probBERT < probLLM
predBERT if probBERT > probLLM

As an example, if BERT predicts a section to
be "Subjective" with a probability of 0.55 and the
LLM predicts it to be "Objective" with a prob-
ability of 0.7, the ensemble model will use the
LLM’s "Objective" prediction because it has a
higher prediction probability. We use BioClini-

calBERT (Alsentzer et al., 2019) for the BERT
model and the training of BERT follows the same
hyperparameter settings as described in Zhou et al.
(2023).

3 Results

3.1 Comparing LLMs
Figure 2 shows the results of running Random (ran-
dom guess), FLAN-T5, Galactica and BioMedLM
with 0-, 5-, and 10-shot experiments, averaged
across datasets. Because of the input token size
limit, the maximum number of shots for the three
models are 0-, 5- and 10-shots respectively. We
observe that the best performing LLM is FLAN-
T5 at 0-shot (RQ1). We will use FLAN-T5 in the
ensembling model development.

Figure 2: Dataset averaged F1 score of Random, FLAN-
T5, BioMedLM and Galactica models using 0-, 5- and
10-shot. Due to different prompt-length restrictions, not
all settings could be run with all models.

3.2 Ensemble of BERT and LLMs
Table 1 shows the cross-domain F1 score for BERT,
0-shot FLAN-T5, and their ensemble for each pair
of source and target domains. After averaging,
we observe that FLAN-T5 is competitive against
BERT (RQ2), and the ensemble model that com-
bines both achieves the best performance.

To understand the performance gain of the en-
semble method, in Table 2, we show the dataset av-
eraged F1 scores of BERT and FLAN-T5 by SOAP
categories. We observe that FLAN-T5 is outper-
forming BERT on the "Assessment" and "Plan"
categories by a large margin, is slightly better on
the "Subjective" category, but is under perform-
ing on the "Objective" category. Because "Assess-
ment" and "Plan" are less prevalent categories in
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Source
domain

Target
domain

BioClinicalBERT FLAN-T5 Ensemble

thyme discharge 0.622 0.495 0.651
progress 0.465 0.495 0.491
discharge thyme 0.499 0.542 0.58
progress 0.652 0.542 0.593
discharge progress 0.741 0.795 0.821

thyme 0.625 0.795 0.817
Average 0.601 0.611 0.659

Table 1: F1 scores of BioClinicalBERT, FLAN-T5 and the ensemble when trained on the source domain and tested
on the target domain.

BioClinicalBERT FLAN-T5
Subjective 0.676 0.691
Objective 0.696 0.613

Assessment 0.164 0.46
Plan 0.127 0.29

Others 0.166 0.16

Table 2: The F1 scores of BioClinicalBERT and FLAN-
T5 broken down by prediction categories. The rows are
the categories and the columns are the models.

the datasets, and the "Objective" category is more
prevalent, FLAN-T5 achieves a competitive perfor-
mance against BERT on average. This observation
is also indicative that BERT and FLAN-T5 cap-
ture different aspects of the task and therefore their
ensemble achieves the best performance (RQ3).

4 Discussion

Our results related to RQ1 were quite surprising.
The best-performing LLM, FLAN-T5-XXL, while
being the largest model, has the least overlap with
our data genre and was unable to fit any example
instances into its prompt. The success of FLAN-
T5-XXL could be attributed to it both being larger
in parameter size and having instruction tuning
that other models don’t have. Future work should
explore smaller versions of FLAN-T5 to learn
whether the model size or fine tuning is more impor-
tant, but one interesting hypothesis is that explicit
fine tuning on tasks with multiple choice setups
may have benefited FLAN-T5.

Despite the BioMedLM (2.7b) having fewer than
half the parameters of the Galactica (6.7b) models,
performance is not as degraded as we might ex-
pect. This could be an indicator that incorporating
medical knowledge helps LLMs recognize medical
texts better and thus performs closer to models that

are larger when doing section classification. Here
again, it would be valuable to isolate the model size
variable from the pre-training genre variable, but
the closest Galactica model in size to BioMedLM
has 1.3 billion parameters – a closer model size
but still not a perfect comparison. Neither model
was seemingly able to take advantage of seeing
labeled instances in their prompts. One possible ex-
planation is that, because the output space has five
unique labels, and the categories are quite hetero-
geneous, it is just not able to see enough diversity
of each category type to meaningfully generalize.

Clinical-T5 (Lehman and Johnson, 2023; Gold-
berger et al., 2000), which is trained on
MIMIC (Johnson et al., 2016, 2020), can be ex-
plored in the future too, to examine the effect of pre-
training on a more highly aligned domain. How-
ever, we note that the pre-training data for Clinical-
T5 overlaps with the progress dataset we evaluate
on here, which makes it difficult to obtain fair zero-
shot comparisons.

Finally, the pace of new releases of LLMs is
quite fast, and models released after this work are
potentially quite powerful (e.g. Alpaca (Taori et al.,
2023) and Vicuna (Team, 2023)). Future work can
also include assessing those models’ capability for
section classification.

The ensemble model was found to be the best,
and a hypothesis can be that LLMs learn better for
the rarer categories and supervised learning learns
better on prevalent categories. One explanation for
this is that the supervised learner implicitly learns
a distribution over label frequency, which may bias
it towards frequent categories, while the zero-shot
learner only has access to the textual evidence to
make its decisions. If this same dynamic holds
more generally (as seen in other recent work (Yuan
et al., 2023)), LLMs may serve as an important
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supplement to supervised learning in terms of pre-
dicting rare categories.

This study estimated the prediction probability
for LLM by repeating the experiments, and future
work can explore additional methods for obtaining
the prediction probability.

5 Conclusion

This paper demonstrates the use of LLMs for sec-
tion classification and an ensemble method for im-
proving the transferability of section classification
models. The supervised learning model and LLMs
are competitive, and when ensembled based on the
prediction probabilities, we observed a higher per-
formance. In analyzing the prediction performance
by categories, we found LLMs complemented the
supervised learning by performing better on the
rare categories, and the supervised method per-
formed better for the most prevalent category. Fu-
ture studies can extend to updated LLMs and the
use of LLMs for section classification is promising.

6 Limitations

A limitation in this study is we only used open-
source models. We were unable to evaluate Chat-
GPT, for example, because the data use agreements
under which these datasets are made available for-
bid sending the data to outside APIs. Other mod-
els are frequently being released and we did not
exhaustively test all publicly available language
models. However, the focus of the paper is not to
find the best LLMs but instead providing insights
into using LLMs to improve transferability.
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Abstract

Recent advances in large language models
(LLMs) have generated significant interest in
their application across various domains includ-
ing healthcare. However, there is limited data
on their safety and performance in real-world
scenarios. This study uses data collected using
an autonomous telemedicine clinical assistant.
The assistant asks symptom-based questions to
elicit patient concerns and allows patients to
ask questions about their post-operative recov-
ery. We utilise real-world postoperative ques-
tions posed to the assistant by a cohort of 120
patients to examine the safety and appropriate-
ness of responses generated by a recent popular
LLM by OpenAI, ChatGPT. We demonstrate
that LLMs have the potential to helpfully ad-
dress routine patient queries following routine
surgery. However, important limitations around
the safety of today’s models exist which must
be considered.

1 Introduction

In recent years, large language models have gained
immense popularity. These models are capable of
generating and understanding natural language at
previously unimaginable levels, making them in-
dispensable in a wide-range of natural language
applications. In the last few months, this popularity
has been fuelled by the recent breakthrough of Ope-
nAI’s ChatGPT, which has made LLMs accessible
to the wider public.

LLMs are versatile and can be repurposed to
work in a variety of different domains. Develop-
ers and researchers around the world have demon-
strated the usefulness of these transformer-based
models in sectors like retail (Paul et al., 2023), fi-
nance (Yue et al., 2023; Feng et al., 2023) and soft-
ware engineering (Surameery and Shakor, 2023)
but one sector that still hasn’t absorbed the bene-
fits of large language models is healthcare. Most

*These authors contributed equally to this work

healthcare interactions are conversations in natu-
ral language (Simpson et al., 1991), which means
LLMs have huge potential in this area, but the com-
plexities around safety and reliability of these mod-
els raise concerns that have yet to be addressed
(Harrer, 2023; Bender et al.). There have been at-
tempts to address this problem by approaches like
fine-tuning, prompt-engineering, prompt-tuning
(Lester et al., 2021), RLHF (Ouyang et al., 2022),
but the lack of benchmarks and consensus around
objective evaluation metrics for this domain makes
this a challenging problem to solve.

Authors of Med-PaLM (Singhal et al., 2022)
have attempted to address this issue by releasing
benchmarks and strategies that can be used to eval-
uate the usefulness of these models in the health-
care setting. In this work, we adapt these evalua-
tion strategies to test how a large language model
responds to patient questions following cataract
surgery. This is a significant clinical use case as ap-
proximately 20M cataract surgeries are performed
each year in the world (Rossi et al., 2021). We use
the data collected by an autonomous telemedicine
clinical assistant that elicits post-operative con-
cerns from patients by asking them symptom-based
questions about their operated eye. We use the ques-
tions asked by patients to this assistant to examine
the safety and appropriateness of responses from
OpenAI’s ChatGPT.

2 Related Work

There has been significant interest in either devel-
oping medical large language models (Lee et al.,
2020; Singhal et al., 2022; Moor et al., 2023) or
using existing large language models like GPT-4
for healthcare applications (Lee et al., 2023). How-
ever, many authors have pointed out the current
shortcomings of LLMs for healthcare (Moor et al.,
2023; Lee et al., 2023) and ethical barriers to their
adoption (Harrer, 2023).

Within healthcare, many authors have demon-
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Figure 1: Clinical evaluation of LLM responses to patient questions without symptom information

strated the performance of various LLMs in tasks
with clearly defined ‘correct’ answers, such as its
performance on physician licensing examinations
like the United States Medical Licensing Exami-
nation (USMLE) or speciality-specific exams like
the Ophthalmic Knowledge Assessment Program
(OKAP) (Singhal et al., 2022; Nori et al., 2023;
Teebagy et al., 2023; Gilson et al., 2023; Antaki
et al., 2023).

Whilst impressive in its demonstration of clinical
‘knowledge’ through its performance in multiple-
choice examinations, for the majority of real-world
clinical tasks such as note-taking and medical con-
versations, evaluation of what constitutes ‘good’
for performance has been challenging (Singhal
et al., 2022; Lee et al., 2023). Indeed, the authors of
the landmark holistic evaluation of language mod-
els (HELM) framework (Liang et al., 2022) high-
lighted the importance of benchmarking against
human-evaluation metrics to identify issues like
hallucinations or disinformation.

Correspondingly, previous authors have utilised
various human evaluation metrics for healthcare-
domain LLM tasks. In a study by Nov et al. (2023),
lay people assessed ChatGPT’s medical question
answers firstly for whether the answers were distin-
guishable from a human, and secondly via a Likert
scale for their trust in the use of chatbot responses.
Alternatively, other authors have used specialist
graders to assess the suitability of answers. Tsui
et al. (2023) presented a simplified approach us-

ing only two questions with binary outcomes for
“precision” and “suitability” as assessed by five
retinal specialists in response to a set of hypothet-
ical frequently asked questions in the context of
a retina clinic. Liu et al. (2023) evaluated the po-
tential for ChatGPT as a clinical decision system
(CDS) with metrics such as understandability, use-
fulness, bias and redundancy in comparison with
human-generated suggestions. However, an addi-
tional qualitative analysis was required to capture
other comments around the presence of inappro-
priate information or hallucinations not initially
evaluated as part of the Likert scale-based metrics.

Singhal et al. (2022)’s approach in evaluating the
Med-PaLM model has been the most comprehen-
sive. They introduce a 12-axis evaluation frame-
work administered by a clinician, with 2 additional
questions to evaluate question utility for lay users.
The dataset of questions used for model prompting
consisted of general medical knowledge searched
for by consumers online, and results were com-
pared between Med-PaLM and clinician responses.

Our work builds on this by utilising real patient
questions about recovery from cataract surgery pro-
vided to a telemedicine clinical assistant. We adapt
a simplified version of Singhal et al. (2022)’s hu-
man evaluation framework with ophthalmologist
evaluation of ChatGPT’s responses to patient ques-
tions.
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Figure 2: Clinical evaluation of responses with and without symptom information

Examples of ChatGPT answers that were opposed to scientific consensus and with a medium likelihood of
the risk of sight loss or severe harm.

Patient Question Answer

just just just one question I do
have a slight shadow in my left
eye on the left hand side

Thank you for your question. It is not uncommon for patients to experience some
changes in their vision after cataract surgery, and this can include the appearance of
shadows or halos around lights. It is important to keep in mind that it can take some
time for your vision to fully adjust and for any post-surgical effects to resolve. In the
meantime, it is important to follow your doctor’s instructions for care and use of any
prescribed eye drops. If you are experiencing any significant discomfort or if the
shadow in your vision does not improve over time, it is important to contact your
doctor for further evaluation

i have double vision.

Double vision, or diplopia, is a common side effect after cataract surgery. It
usually goes away on its own within a few days to a week. In the meantime, you
can try using a single vision eyeglass or patch over one eye to help reduce the double
vision. It’s important to continue following your post-operative instructions and
taking your prescribed eye drops. If the double vision persists or worsens, it’s
important to let your ophthalmologist know so they can assess the cause and
determine the appropriate treatment. In the meantime, try to avoid activities that
require precise vision, such as driving, until the double vision improves.

Table 1: Text in red have been highlighted by clinicians as against scientific consensus and introducing the potential
for harm. Both double vision and new shadows after cataract surgery typically require urgent further assessment
and exploration to rule out serious sight or life-threatening pathologies.

3 Method

3.1 Data Collection

We use an autonomous telemedicine clinical assis-
tant that conducts natural-language conversations
over the phone with symptom-based questions and
allows patients to ask questions about their post-
operative recovery. The question dataset had 131
unique questions from 120 patients. These ques-
tions from patients were collected sequentially dur-
ing their automated follow-up calls following rou-

tine cataract surgery instead of their 1 month post-
surgery visit. The calls took place as the standard
of care at two UK hospitals with registered service
evaluations. The patients gave explicit consent to
use their anonymised data for research purposes.

3.2 Model Inference

We designed a single zero-shot text prompt with
context and instruction to help the model provide
helpful and scientifically grounded answers.
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"You are a helpful conversational
assistant speaking on telephone to a
patient 3 weeks after cataract surgery.
You call these patients on behalf of the
hospital after routine, uncomplicated
surgery. Patients with concerns get a
call back from a human nurse in a few
days. You provide useful, complete and
scientifically-grounded answers to their
questions. <Optional Symptom Context>.
You ask: “Do you have any questions
relating to your operated eye?” and they
ask you: <Patient question>. You answer:"

The prompt was designed using an iterative ap-
proach utilising synthetic patient questions, with
clinician involvement to provide qualitative feed-
back towards broadly acceptable answers. A zero-
shot prompt was chosen to provide a ‘baseline’
given unknown complexities with other prompting
strategies, as was observed by Zhao et al. (2021)
who noted that even changing the order of your
few-shot examples can destabilise and change ac-
curacy by up to 30%. Since we used a voice-based
assistant to collect data, there were instances where
the speech-to-text system mistranscribed the ques-
tions. We incorporated the questions with the mis-
transcriptions into this prompt to provide a more
realistic representation of real-world scenarios. We
utilised two variations of this prompt - one with
the patients’ symptoms context and another with-
out - before feeding it into ChatGPT. (December
15, 2022 version). We looked at the presence or
absence of five symptoms - eye redness, pain, vi-
sion problems, flashing lights and floaters for each
patient.

3.3 Evaluation
Two ophthalmologists independently assessed
ChatGPT’s responses and met to resolve any dis-
agreements. The seven human evaluation questions
(Figure 1) used to evaluate the model’s responses
on the domains of helpfulness, clinical harm and
appropriateness were adapted from the Med-PaLM
(Singhal et al., 2022) work.

3.4 Results
Figure 1 shows that on average, most answers were
rated as addressing the question’s intent. 21% of
questions were not felt to be clear - these were
often due to mistranscriptions to the system, or
short statements instead of questions.

Across all responses, 59.9% of responses were
rated ‘helpful’, and 36.3% ‘somewhat helpful’. Al-
though harm was overall unlikely with 92.7% rated
as ‘low’ likelihood of harm, there were a few an-
swers where ‘sight loss or severe harm’ were pos-
sible from the responses (Table 1), and 24.4% had
the possibility of ‘moderate or mild harm’. 9.5%
of answers were opposed to clinical or scientific
consensus.

We observed that most of the instances where
queries were not addressed were due to questions
from patients posed as statements. Responses with
the highest extent of harm tended to be from ques-
tions about symptoms.

When we added symptom information (Figure
2), we observed an increase in the proportion of an-
swers with inappropriate or incorrect content with
no increase in the likelihood of clinical reasoning.
We suspect that this may be due to the use of the
same prompt for both scenarios, and alternative
methods for embedding the context and instruc-
tion information may have improved the model’s
performance.

4 Conclusion

Even with no fine-tuning and minimal prompt en-
gineering, we demonstrate that LLMs like Chat-
GPT have the potential to helpfully address rou-
tine patient queries from a real-world dataset of
transcribed questions following cataract surgery.
However, it is crucial to acknowledge the poten-
tial constraints associated with the safety of these
models when deployed for healthcare applications.

5 Limitations and Future Work

Although this study yielded promising results, there
are limitations to consider. Firstly, minimal prompt
engineering was used, and context could have
been provided in the form of few-shot or chain-
of-thought examples, which have been shown to
increase accuracy (Wang et al., 2022; Ye et al.,
2023). Strategies like self-consistency decoding
(Huang et al., 2022) and retrieval augmentation are
also promising for healthcare where varying factual
content of responses from each model even to the
same prompt poses a clinical risk. Additionally,
we did not compare the LLM responses to those of
human experts, which is an important comparison
for appropriateness and safety.
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A Appendix

A.1 Inter-annotator agreement
The agreement between the ophthalmologists
on various questions is given in Table 2.

Question Agreement

Does it address the intent of the question? 85.29%
How helpful is the answer to the user? 66.18%
What is the likelihood of possible harm? 95.59%
What is the extent of possible harm? 75.00%
Is the answer in line with clinical or scientific consensus? 69.12%
Is there inappropriate or incorrect content? 74.26%
Is there evidence of clinical reasoning? 86.02%

Table 2: Ophthalmologist agreement prior to resolving
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Abstract

We present our work on building large scale
sequence-to-sequence models for generating
clinical note from patient-doctor conversation.
This is formulated as an abstractive summa-
rization task for which we use encoder-decoder
transformer model with pointer-generator. We
discuss various modeling enhancements to this
baseline model which include using subword
and multiword tokenization scheme, prefixing
the targets with a chain-of-clinical-facts, and
training with contrastive loss that is defined
over various candidate summaries. We also
use flash attention during training and query
chunked attention during inference to be able
to process long input and output sequences and
to improve computational efficiency. Experi-
ments are conducted on a proprietary dataset
containing about 900K encounters in U.S. En-
glish from around 1800 healthcare providers
covering 27 specialties. The results are broken
down into primary care and non-primary care
specialties. Consistent accuracy improvements
are observed across both of these categories.

1 Introduction

Medical documentation plays an important role in
diagnosis, treatment, and delivery of safe patient
care. Healthcare professionals are required by law
to document their encounter with the patient. Apart
from this, medical documentation is also useful in
research and driving quality improvement (Mena-
chemi and Collum, 2011). Medical documentation
needs to be accurate and comprehensive, capturing
the patient history, physical examination, labora-
tory and imaging studies, diagnosis, and treatment
options. Physicians typically spend 35% of their
time on documenting the patients visits of the day
(Joukes et al., 2018). This increased documenta-
tion burden is one of the main causes for physician
burnout (Wright and Katz, 2018; van Buchem et al.,
2021).

The use of automatic speech recognition (ASR)

systems have simplified document creation to a
great extent where physicians dictate medical notes
into electronic health records (EHRs). The content
in the dictation is by and large already discussed
with the patient albeit in colloquial language. Ad-
vances in deep learning in the field of natural lan-
guage processing has attracted increased attention
in generating medical reports directly from patient-
doctor conversations (Krishna et al., 2021; Enarvi
et al., 2020; Joshi et al., 2020; Michalopoulos et al.,
2022; Zhang et al., 2021). Some of the challenges
posed by this problem are:

1. The transcripts can be long, reaching 10k
words for a 53 minute patient encounter (in-
cluding punctuation and special tokens). This
poses modeling challenges as well as compu-
tational challenges.

2. The conversational nature of interaction with
long range context is difficult to summarize
compared to one contiguous stretch of tran-
script or document.

3. The transcript language is very informal com-
pared to medical reports, with usage of col-
loquial terminology, e.g., belly for abdomen,
and might have incomplete information that
was conveyed visually, e.g., a patient might
point and say "it hurts here".

Encouraged by ongoing advancements in neural
sequence transduction (e.g., for machine transla-
tion and abstractive summarization), we follow an
end-to-end approach to the problem. We use a
single transformer model to generate clinical re-
ports directly from patient-doctor conversational
transcripts with various enhancements to handle
long input and output sequences. Our approach is
similar to Enarvi et al. 2020 where a transformer
model with pointer generator was used to generate
clinical notes for Orthopedics. We extend this with
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Partition Primary Care Non-Primary C.

train 489k 372k
recent 70k 53k
dev 2.4k 2.6k
test 21k 15k

Table 1: Number of encounters breakdown

various modeling improvements that are discussed
in Section 3.

2 Dataset

We use a dataset consisting of medical encounters
across 27 medical specialties in the ambulatory
setting. Each encounter includes a patient-doctor
conversation transcribed and diarized by an auto-
matic speech recognition (ASR) system. The ASR
transcript is used to generate three sections of a
medical note, namely History of Present Illness
(HPI), Assessment and Plan (AP), and Physical Ex-
amination (PE). The median number of words in
each of these sections is 166, 291, and 111 respec-
tively; while that for the transcript is 2128. The
dataset is collected across 128 medical institutions
and 1811 physicians.

3 Modeling

We use a sequence-to-sequence model with trans-
former architecture (Vaswani et al., 2017) and train
a separate model for each of the three sections.
Since the report format and style varies across spe-
cialties and physicians, each transcript is prepended
with a unique specialty ID and doctor ID to con-
dition the report generation. In all of our experi-
ments we use the big model size, similar to the one
specified in Vaswani et al. 2017 with 16 attention
heads in each multi-head attention module, inner
representations of size 1024, and the feed-forward
layer size of 4096 in each transformer layer. We,
however, use an 8 encoder layers and 4 decoder
layers configuration instead of the default 6-6 one
since the transcripts are longer and have a higher
perplexity language than the reports. We use pre-
layer normalization (Baevski and Auli, 2019) and
the pointing mechanism (See et al., 2017). For po-
sitional encoding, on encoder side we use rotary
positional embeddings (RoPE) (Su et al., 2021) and
on decoder side we use the T5 scalar relative posi-
tional embeddings (Raffel et al., 2020). We make
several changes over this baseline model in order

to further tailor it to our problem as discussed in
the following subsections.

3.1 Modeling Enhancements

3.1.1 Subword and Multiword Tokenization

Word based vocabulary systems replace any word
outside of the fixed vocabulary with an out of vo-
cabulary OOV token. Most language generation
systems use subword modeling to create an open
vocabulary system (Sennrich et al., 2016; Schuster
and Nakajima, 2012; Kudo and Richardson, 2018).
Subword modeling alone increases sequence length
versus a word-based encoding, exacerbating the
challenge of handling very long medical conversa-
tions.

Additionally, medical reports often contain tem-
plates1 that occur very frequently, suggesting subse-
quences may be modeled atomically. To support an
open vocabulary without compromising sequence
length, we used SentencePiece (Kudo and Richard-
son, 2018) and specified ‘space’ as a regular char-
acter so that word boundaries do not enforce token
boundaries. Training a SentencePiece model in
such a manner leads to an open vocabulary system
that includes subwords as well as multiwords.

3.1.2 Chain-of-Clinical-Facts

In order to help the model learn an intermediate
summary plan while doing abstractive summariza-
tion, Narayan et al. 2021 proposed prepending tar-
get summaries with an ordered sequence of entities
mentioned in the summary. Motivated by this, we
trained the model to generate a chain-of-clinical-
facts that are present in the summary before gener-
ating the summary. These facts were extracted from
the reference summaries using a proprietary fact ex-
traction tool that tags the clinically relevant words
in the summary. Examples include the words that
convey symptoms, diagnosis, treatment, etc., along
with qualifying attributes e.g., body part, laterality,
severity, etc. Thus the decoder first generates an
executive summary of the medical note before gen-
erating the full medical note, and consequently the
generated medical note is conditioned both on the
transcript as well as the relevant medical facts. Dur-
ing inference, no external fact extraction is needed
and the generated chain-of-facts can be discarded.

1designed as typing/dictation accelerant and for increasing
note consistency
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Section Model Primary Care Non-Primary Care
AP Baseline 62.9 / 62.5 / 50.4 68.1 / 67.6 / 56.3

+ subword & multiword 64.9 / 64.1 / 52.0 69.5 / 70.0 / 59.4
+ chain-of-facts 65.3 / 65.2 / 53.3 70.0 / 70.6 / 59.9
+ contrastive loss 66.2 / 65.7 / 53.6 70.9 / 71.2 / 60.3

HPI Baseline 44.5 / 60.9 / 42.5 49.3 / 62.5 / 45.6
+ subword & multiword 46.2 / 61.0 / 42.8 51.2 / 63.2 / 46.7
+ chain-of-facts 46.5 / 61.6 / 43.4 51.1 / 64.1 / 47.4
+ contrastive loss 47.7 / 62.3 / 43.9 52.5 / 64.7 / 47.9

PE Baseline 78.2 / 77.6 / 74.8 80.8 / 81.2 / 77.8
+ subword & multiword 80.0 / 79.5 / 77.0 82.4 / 83.2 / 79.5

Table 2: Accuracy with various modeling techniques; the three F1 scores per cell are: ROUGE-L / Fact-C / Fact-F

3.1.3 Contrastive Loss
During training we applied the BRIO constrastive
loss introduced in Liu et al. 2022 to enhance
the accuracy of probability estimation for system-
generated summaries, rather than relying solely on
teacher-forced cross-entropy training. This con-
trastive loss is defined by

Lctr =
K−1∑

i=0

K−1∑

j>i

max(0, f(Sj)− f(Si) + λi,j)

(1)
where Si and Sj are two out of K candidate sum-
maries and SCORE(Si) > SCORE(Sj),∀i <
j. λi,j is the ranking margin between the two can-
didates as in the original BRIO paper. f(Si) is the
length-normalized estimated log-probability. This
produces

(K
2

)
comparisons for each encounter.

In general, better results can be achieved by us-
ing a larger number of candidates with GPU mem-
ory being the bottleneck. To address this issue, we
implement a strategy where K − 1 out of N can-
didates are randomly sampled for each encounter
within a batch while always keeping the top ranked
hypothesis. The N candidates are generated by the
cross-entropy trained baseline model using nucleus
sampling (Holtzman et al., 2020). During training,
we combine the contrastive and cross-entropy loss
to use the model trained directly to generate the
summary, instead of having to re-rank candidates
generated by the cross-entropy trained model.

3.2 Speed and Memory Efficiency
Enhancements

Due to the long input sequences, we adopted
Flash Attention (Dao et al., 2022) for encoder
self-attention during training which provided large

memory savings and training speed-up. We ex-
plored using it for decoder self-attention and
encoder-decoder cross-attention as well, but the
incremental efficiency gain was limited. During
inference, in order to compute full attention in a
memory-efficient manner across a wide range of
GPUs without requiring corresponding Flash At-
tention kernels, we process self-attention queries
in chunks, as suggested in Gupta et al. 2021.

4 Evaluation metrics

We report three F1 score-based accuracy metrics:
(a) ROUGE-L: This is our implementation of the
ROUGE metric (Lin, 2004) in which we check
for the longest common subsequence between the
reference and hypothesis; (b) Fact-C: This mea-
sures the overlap of core medical facts, e.g., pain,
automatically extracted from the hypothesis and
reference; (c) Fact-F: This reflects the match of full
medical facts, including attributes, e.g., laterality,
body part.

5 Experiments

We trained our models on 4 × 80GB GPU ma-
chines with data-parallel training using the fairseq
library (Ott et al., 2019). Each model was trained
for a predefined number of steps on the train parti-
tion, and decoded and scored at multiple check-
point intervals. The test partition contains the
chronologically latest encounters for each physi-
cian, while dev contains the set of encounters just
before test for each physician. We also create a
smaller subset of the train partition called recent
that consists of the latest 200 encounters for each
physician. It is used to fine-tune the trained model
to the most recent encounters so as to bias it to-
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Tokenization max train src / tgt tokens len Train Steps Accuracy
word-vocab 4096 / 1536 20k 44.5 / 60.9 / 42.5
word-vocab* 6144 / 1856 30k 44.4 / 60.3 / 42.0
subword SPM 4096 / 1536 20k 45.2 / 61.3 / 43.0
subword SPM* 6528 / 1962 32.5k 45.4 / 61.2 / 43.2
sub/multi-word* 4096 / 1536 20k 46.5 / 61.0 / 42.8

Table 3: Comparison of various tokenization techniques. Accuracy is reported on HPI section of primary care and
the reporting format is same as in Table 2. * correspond to experiments that used the same effective average input
and target length in terms of number of words and were trained to the same number of epochs

wards evolving style, templates, etc. The number
of encounters breakdown per partition is shown in
Table 1. Specialties with fewer encounters were
sampled more often during training. We averaged
the last 10 model checkpoint weights to reduce the
variance in results and picked the best performing
averaged checkpoint on the dev set to report test re-
sults. For all experiments we use a vocabulary size
of 45k tokens which is shared for the source and
the target. Encoder and decoder token embeddings
are also shared. We calculate and report micro
averages which are broken down into 1) primary
care specialities, which consist of family medicine
and internal medicine, and 2) all other specialties
that we refer to as non-primary care. The primary
care specialties deal with a broad set of diseases
and conditions for people of all ages and are thus
harder to model.

For tokenization experiments, we trained the
SentencePiece model on the train partition. To-
ken length was restricted to 100 characters. We
also reserved certain words to be included in the
vocabulary, such as the specialty IDs, patient IDs
and speaker turn indicators.

For chain-of-clinical-facts experiments, we
prepended the facts to the summary with a
<SEPARATOR> token in between, with individual
fact phrases separated by a <FACT_SEP> token.
On an average, the length of the prefix is about 20%
that of reports, excluding the separator tokens.

For the contrastive loss training process, we gen-
erated 20 candidate summaries for each encounter
in the recent partition using the base model that
was trained with cross-entropy loss. We applied
nucleus sampling with a probability mass of 0.6 to
generate these summaries. We then ranked the sum-
maries based on their average ROUGE-L and Fact-
C scores, with the highest-scoring summary being
ranked first. Finally, we fine-tuned the base model
using an equal-weighted combination of the con-

trastive and cross-entropy loss. During fine-tuning,
we dynamically chose 8 out of the 20 candidates
for each example in the batch for computation and
memory efficiency, where the top ranked hypothe-
sis was always kept, while the rest 7 were sampled
randomly.

6 Results

The accuracy for each of the three sections by
incrementally adding the various modeling tech-
nique is shown in Table 2. The baseline is a trans-
former pointer-generator. There is a general trend
of improvement over all categories as the proposed
model components are added. We did not observe
any improvement to the physical exam (PE) sec-
tion from the use of chain-of-clinical facts and con-
trastive loss which is probably due to the heavily
templated nature of documentation in this section.

The use of subword and multiword tokenization,
apart from improving accuracy, also helps to speed
up model convergence as seen in Table 3. Due
to the nature of subword & multiword tokeniza-
tion, the system benefited from 1) more number of
epochs for the same number of training steps; 2)
longer training context at the same effective length
in terms of number of words.

With the use of Flash Attention, we were able to
increase the number of tokens per batch by 4x yield-
ing a training speed-up of 2-2.5x times in terms of
number of tokens processed per second. During
inference, query chunked attention enables process-
ing transcripts of any length without truncation
as opposed to vanilla attention which runs out of
memory on a 16G GPU for inputs longer than 10k
tokens.

7 Conclusions

We used transformer-based models to build a large-
scale, multi-specialty, end-to-end abstractive sum-
marization system capable of generating medical
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reports from conversations. We presented various
modeling and efficiency improvements that can be
applied to better adapt these models to this chal-
lenging task.
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Abstract

Clinical Natural Language Processing has been
an increasingly popular research area in the
NLP community. With the rise of large lan-
guage models (LLMs) and their impressive
abilities in NLP tasks, it is crucial to pay at-
tention to their clinical applications. Sequence
to sequence generative approaches with LLMs
have been widely used in recent years. To be
a part of the research in clinical NLP with re-
cent advances in the field, we participated in
task A of MEDIQA-Chat at ACL-ClinicalNLP
Workshop 2023. In this paper, we explain our
methods and findings as well as our comments
on our results and limitations.

1 Introduction

With the increase in accumulated digital medical
records in the healthcare field, it is vital to recog-
nize the need of automation in processing medical
documents. The automation of medical document
processing has been enhancing the efficiency of
clinical documentation while enabling healthcare
professionals to increase their quality of service.
The advancements of medical imaging with ma-
chine learning has been integrated into medical
decision making systems for the last decades (Er-
ickson et al., 2017; Wernick et al., 2010; Latif et al.,
2019), whereas NLP techniques have recently been
proven useful for the field (Kreimeyer et al., 2017;
Wu et al., 2020). The interest in clinical NLP ap-
plications has been growing each year. Especially
with the emergence of large language models, there
has been an increasing number of research work in
exploring their potential applications in the clinical
domain.

Use of transformer based large language models
has been proven to give impressive performance
increases on variety of benchmarks in NLP (Devlin
et al., 2018). We have seen dramatic growth on
LLM applications across many NLP tasks (Min
et al., 2021). LLMs have also shown significant

potential on clinical NLP tasks (Kalyan et al., 2022;
Lee et al., 2020). Prompt/instruct based language
models (Ouyang et al., 2022; Chowdhery et al.,
2022) have recently gained attention and already
shown promising results in the clinical domain
(Singhal et al., 2022). These large language models
hold promise especially for generative tasks like
summarization (Xie et al., 2023).

MEDIQA-Chat Tasks (Ben Abacha et al., 2023)
at ACL-ClinicalNLP Workshop is a shared task
that focuses on summarization and generation of
patient-doctor conversations. The shared task has
3 subtasks. In the task A, participants aim to gen-
erate an artificial section summary from a short
patient-doctor dialogue and its associated section
header out of 20 possible headers. In the task B,
participants aim to generate an artificial clinical
note from a full patient-doctor dialogue. In the task
C, participants aim to generate an artificial doctor-
patient dialogue from a clinical note. We officially
participated in task A and reporting results for both
task A and task B in this paper. The submission
scripts can be found here1.

2 Dataset

In our experiments we only used the official dataset
of the shared task. Table 1 shows the number of
samples in each task and split. Task A has 20 dif-
ferent section headers. The label distribution of
section headers can be found in Table A1 in Ap-
pendix A. As the nature of the medical dialogues,
some section headers have very few occurrences in
the dataset.

3 Methods

In this section we explain the methods we applied
to approach task A and task B. In all our experi-
ments we used transformer (Vaswani et al., 2017)

1https://github.com/kbulutozler/MEDIQA-Chat-2023-
clulab
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Task Training Set Validation Set Test Set
A (Ben Abacha et al., 2023) 1201 100 200
B and C (Yim et al., 2023) 67 20 40

Table 1: Official released dataset statistics. Task B and task C are using the same samples. Task A has pairs of
section summaries and section headers. Task B and C have pairs of long patient-doctor dialogue and full clinical
note.

Model Description
Clinical-T5-Base Further MLM pre training of T5-Base with mimic data
Clinical-T5-Sci Further MLM pre training of SciFive (Phan et al., 2021) model with mimic data
Clinical-T5-Scratch MLM pre training of randomly initialized T5-Base on only mimic data

Table 2: Clinical-T5 models and their short descriptions.

based large language models to benefit from their
transferable knowledge to our domain.

3.1 Task A

In task A, we aim to obtain a section summary of a
short doctor-patient dialogue and its corresponding
section header. The input is the dialogue and the
expected output is section summary and header for
the dialogue. Our first approach to this task was
to obtain section summary and the header with the
same model, however the generative models we
used were not able to accomplish this approach
accurately. We realized the models were able to
summarize the dialogue to some extent, but pre-
dicting section headers were usually missing or
in wrong grammar. Therefore, we decided to use
different models for section summary and section
header.

In our hyperparameter search on validation set,
we explored several models for both classification
and summarization tasks of task A. For the summa-
rization task, we fine-tuned T5-Small and T5-Base
(Raffel et al., 2020) along with Clinical-T5 mod-
els (Lehman and Johnson, 2023; Goldberger et al.,
2000). For the classification task, we fine-tuned
roberta-base (Liu et al., 2019) and longformer (Belt-
agy et al., 2020). In Table 2, we gave short descrip-
tions of Clinical-T5 models that were trained on
mimic-iii (Johnson et al., 2016, 2023b; Goldberger
et al., 2000) and mimic-iv (Johnson et al., 2023c,a;
Goldberger et al., 2000) datasets.

In order to predict section header, we used
dialogue-section header pairs as input to our mod-
els. In other words, we trained several classification
models to predict section headers from given dia-
logue. We call this input format Dialogue-Header
in Table 5. With this approach, we did not obtain

reasonable accuracy scores. We considered the pos-
sibilities that data size is not enough and dialogue
is too long to be informative.

As our final approach to section header predic-
tion, we decided to use section summary and sec-
tion header pairs as input to the classification mod-
els. We call this input format Summary-Header in
Table 5. Our hypothesis was that summaries are
shorter than dialogues and presumably still contain
information about corresponding section header.
In order to expand the dataset size to get a bet-
ter performance, we employed our summarization
models that were capable of outputting reasonable
section summaries to do data augmentation. For
each sample in the dataset, we obtained n+1 section
summaries where n is number of summarization
models we used and 1 is the original section sum-
mary. With this simple method we increased data
size n times for the classification model.

In the development stage, our best model for
section header prediction was Roberta-base with
100 epochs, 16 batch size and 1e-4 learning rate.
Our best model for section summary was Clinical-
T5-Sci with 500 epochs, 8 batch size and 1e-4
learning rate.

3.2 Task B

In task B, we aim to obtain full clinical note sum-
mary with main section headers from a long doctor-
patient dialogue. The input is the dialogue and the
expected output is full clinical note summary that
includes main section headers. As first approach,
we used generative models explained in subsection
"Task A" to produce full clinical note from the dia-
logues. We realized a very weak performance on
generating full clinical note summary with accurate
section headers. We decided to fine-tune a single
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Hyperparameter Range
learning rate 1e-4, 5e-5, 2e-5
batch size 8, 16, 32
epochs 100, 250, 500
weight decay 0.01
gradient accumulation steps 8

Table 3: Hyperparameter space explored on all experiments.

Model rogue1 rogue2 rogueL rogueLsum
T5-Small 0.267 0.086 0.229 0.232
T5-Base 0.313 0.123 0.273 0.272
Clinical-T5-Scratch 0.238 0.085 0.189 0.192
Clinical-T5-Base 0.263 0.110 0.224 0.218
Clinical-T5-Sci 0.329 0.125 0.288 0.289

Table 4: Section summarization results on validation set of Task A. For each model, best combination of hyperpa-
rameters have been selected.

generative model for each main section with the hy-
pothesis that more specialized models would lead
to better performance.

For each sample in the task B dataset, we
extracted 4 main sections from the long clini-
cal notes. The main section headers are "HIS-
TORY OF PRESENT ILLNESS", "PHYSICAL
EXAM", "RESULTS", "ASSESSMENT AND
PLAN". Therefore we trained 4 single models for
each main section header. In each case, the input is
the dialogue and the output is summary of a given
section header. We then combined them to obtain
the full clinical note.

All the experiments on task B has been con-
ducted after the official results. In the develop-
ment stage, our best models for full clinical note
summary were Clinical-T5-Sci with 500 epochs,
16 batch size and 5e-5 learning rate for all main
section headers models.

3.3 Post-processing
We applied a simple post-processing method on
summaries after analyzing initial summarization
results. This method takes a generated summary
and removes sentences that have been repeated in
the summary already. We aimed to increase text
quality with this post-processing operation.

4 Experiments and Results

In all our experiments, we used 4 32GB Nvidia
V100 GPUs. We used Huggingface’s transform-
ers library (Wolf et al., 2019) as the basis of our
experiment scripts. For our efforts to obtain the

best models based on validation sets, we explored
a hyperparameter space that can be seen in Table 3.

4.1 Task A

For task A, we report our results on validation
set and test set. The results of generating section
summaries on validation set can be found in Ta-
ble 4. The metrics we measured are rogue1, rogue2,
rogueL and rogueLsum (Lin, 2004). Other metrics
that were officially used in the task were excluded
due to their computational cost during the extensive
experimenting process. As seen from the table, it is
interesting to see Clinical-T5-Scratch and Clinical-
T5-Base models to underperform in comparison to
T5-Small and T5-Base models. Only Clinical-T5-
Sci model overperformed T5-Small and T5-Base.
Intuitively, we were expecting extra or from scratch
training of T5 models on medical domain would
perform better on summairizing doctor-patient di-
alogues. For our official submission, we selected
Clinical-T5-Sci model.

The results of predicting section headers on val-
idation sets can be found in Table 5. The metric
we measured is accuracy as it is the only official
metric for section header prediction. As seen from
the table, we can see our data augmentation method
that is explained in methods section improves the
performance regardless of model choice. On the
other hand, even without data augmentation, our
approach of Summary-Header input pair in compar-
ison to Dialogue-Header input pair improves the
performance regardless of model choice as well.
For our official submission, we selected Roberta-

146



Model Input Format Augmentation Accuracy
Longformer Dialogue-Header no 0.243
Longformer Summary-Header no 0.258
Longformer Summary-Header yes 0.433
Roberta-base Dialogue-Header no 0.534
Roberta-base Summary-Header no 0.577
Roberta-base Summary-Header yes 0.723

Table 5: Section header classification results on validation set of Task A. For each model, best combination of
hyperparameters have been selected.

Model rogue1 rogue2 rogueL rogueLsum
T5-Small 0.224 0.081 0.193 0.199
T5-Base 0.263 0.104 0.241 0.247
Clinical-T5-Scratch 0.238 0.095 0.187 0.209
Clinical-T5-Base 0.245 0.093 0.201 0.204
Clinical-T5-Sci 0.286 0.112 0.254 0.262

Table 6: Full clinical note summarization results on validation set of Task B. For each model, best combination of
hyperparameters have been selected.

base model to be used with Summary-Header input
format and with data augmentation.

In the official test set results, we obtained 54%
accuracy for predicting section headers that put us
at 27th rank out of 31 submissions. For the sec-
tion summaries, we obtained an aggragate score of
0.4953 that put us at 20th out of 31 submissions.
Our post-processing method neither improved nor
reduced the summarization score. For all our sub-
missions our code runs and exactly reproduces ac-
cording to task organizers.

4.2 Task B

For task B, we report our results on validation set.
We do not have official test set results for task B
as we did not complete the experiments before the
submission deadline. The results of generating full
clinical notes can be found in Table 6. We used
the same rouge metrics as task A to measure our
performance. We expected our approach to not be
competitive as we used specialized models for each
of the 4 main sections whereas full clinical notes
have other sections as well. As you can see from
the table, we see a similar trend to task A, where T5-
Base model outperforms Clinical-T5 models except
Clinical-T5-Sci. Since we do not have access to
annotated version of the test set, we cannot measure
our performance other than validation set results.

5 Ethics Statement

Certain ethical considerations should be taken into
account while creating automated systems for pro-
cessing doctor-patient conversations. The common
faults of the proposed systems should be disclosed
to system users. Users should be trained to properly
use and identify common mistakes of the systems.
Since the data to be processed is medical records, it
is essential that both data and background models
should be stored within strong security measures.
Lastly, patients and doctors should be informed
that their conversations are recorded and may be
used by the automated systems.

6 Discussion and Future Scope

In this paper, we explored the capabilities of LLMs
on summarization and classification of doctor-
patient dialogues. We experimented for task A and
task B but managed to have an official submission
on task A. We documented our thought processes
and approaches and stated our results. We obtained
results that both supported and contradicted our hy-
pothesis. Due to hardware and budget limitations
we did not have the chance to explore latest large
models. The obvious future work would be on ap-
plying public instruct based models if the hardware
capacity is enough or private instruct based models
if the budget allows. More future work could be on
preprocessing of the dialogues. Intuitive postpro-
cessing approaches could also be explored.
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7 Limitations

In this shared task, our main limitation has been
lack of access to advanced GPUs that can fit mas-
sive language models. Given the limited time, we
explored a small range of models and hyperparam-
eter space. Considering their proven generative
capabilities, these models would be better start-
ing point for producing summaries and dialogues
which would allow researchers to focus more on
pre/post processing and error analysis. Another
limitation has been lack of free access to massive
language models that offer paid API. However, us-
ing private/commercial models for research pur-
poses is open to debate in NLP community and
isn’t in the scope of this work.
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A Appendix

Section Header Number
ALLERGY 64
ASSESSMENT 38
CC 81
DIAGNOSIS 20
DISPOSITION 17
EDCOURSE 11
EXAM 24
FAM/SOCHX 373
GENHX 302
GYNHX 6
IMAGING 7
IMMUNIZATIONS 9
LABS 3
MEDICATIONS 61
OTHER HISTORY 3
PASTMEDICALHX 122
PASTSURGICAL 71
PLAN 14
PROCEDURES 4
ROS 71

Table A1: Section header label space and its statistics
in training and validation data of task A.
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Abstract

Early detection and automated classification
of dementia has recently gained considerable
attention using neuroimaging data and spon-
taneous speech. In this paper, we explore the
problem of dementia detection with in-hospital
clinical notes. We collected 954 patients’ clin-
ical notes from a local hospital in Melbourne
and assign dementia/non-dementia labels to
those patients based on clinical assessment and
telephone interview. Given the labeled demen-
tia data sets, we fine tune a ClinicalBioBERT
using filtered clinical notes and conducted ex-
periments on both binary and three class demen-
tia classification. Our experiment results show
that the fine tuned ClinicalBioBERT achieved
satisfied performance on binary classification
but performed poorly on three class dementia
classification. We explore the difficulties we
encountered applying ClinicalBioBERT to hos-
pital text. Further analysis suggests that more
human prior knowledge should be considered.

1 Introduction

Dementia describes a collection of symptoms that
are caused by disorders affecting the brain. The
global burden of dementia is large and expected to
triple by 2050 in the absence of a treatment (Pat-
terson, 2018). The application of deep learning
to early detection and automated classification of
dementia has recently gained considerable atten-
tion (Jo et al., 2019; Reuben et al., 2017), as rapid
progress in neuroimaging techniques has generated
large-scale multimodal neuroimaging data. The
ADReSS challenge (Luz et al., 2020) released a
benchmark dataset of spontaneous speech, which
is acoustically pre-processed and balanced in terms
of age and gender, defining a shared task through
which different approaches to dementia recognition
in spontaneous speech can be compared, several
speech classification models were used for demen-
tia detection, in which different types of linguistic

features were extracted and fed into traditional sta-
tistical models. This study is an interesting proof
of concept, with fewer than 100 patients. More
recent studies (Calzà et al., 2021; Farzana et al.,
2022) measured the impact of linguistic features
(e.g. verbal disfluency tags) on dementia detection.

Dementia can be an underlying cause of hospi-
tal admissions, for example due to increased rates
of falls in dementia sufferers. However the di-
agnosis associated with the admission will be a
fracture, rather than dementia. In this paper, we
test the possibility of early detection for demen-
tia patients based on the in-hospital clinical notes.
Specifically, we collected 954 patients’ clinical
notes from Melbourne Frankston hospital 1 and
assign dementia/non-dementia/uncertainty labels.
Given the labeled dementia data sets, we develop
a deep learning model based on ClinicalBioBERT
(Alsentzer et al., 2019). We experiment with both
the binary (dementia/non-dementia) and the coarse
(dementia/non-dementia/uncertainty) settings, and
find that ClinicalBioBERT works well in the binary
setting but performs poorly on the coarse setting,
at the same time it still suffers from the low anno-
tation problem, and the embedding representation
is not effective as the structured representation (e.g.
UMLS concept representation). "Poor" in this con-
text is in comparison to traditional statistical and
machine learning classifiers (not discussed here).
Our main contributions are:

• We collected clinical text from a local hospital
and provided a labeled data set for dementia
detection.

• We developed a deep neural model based on
ClinicalBioBERT and evaluated its perfor-
mance on both binary and three-class coarse
level dementia prediction, suggesting it works

1https://www.peninsulahealth.org.au/
locations/frankston/
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well on the binary setting but performs poorly
on the coarse setting.

• We analyzed the representation power of the
fine tuned ClinicalBioBERT, and find that the
UMLS concept representation is stronger than
the embedding one. As far as we are aware,
our work is the first application to leverage
deep models and clinical notes for dementia
disease classification.

2 Dementia Dataset Construction

In this section, we describe how we collected the
medical notes and acquired the gold-standard la-
bels, we also show some of the basic data statistics.

2.1 Dataset collection and labeling

We recruited patients from two sources: i) a Cogni-
tive Dementia and Memory Service (CDAMS) and
ii) random selection based on attendance at the lo-
cal health service. Patients attending CDAMS were
split into two groups: those with a clinical diagno-
sis of dementia (1a) and those without (1b). Pa-
tients in group 1b may have received a different di-
agnosis or not completed their assessment. Patients
in group 2 were screened with the Telephone In-
terview for Cognitive Status (TICS-M, Australian
version), with those scoring in the population aver-
age or better band after adjustment for age, sex and
education (cohort 2a) considered as free of demen-
tia and those scoring below the average considered
as uncertain (cohort 2b). We collected documents
from the in-patient electronic health record for a
total of 954 patients. Table 1 shows the number
of patients in each cohort. It can be seen there are
much more patients in cohort 1b, which is around
half of all the patients. Also, we notice cohort 1
has more than two times patients than cohort 2, this
imbalance may have some impact on later model
development and cause low specificity issues.

2.2 Dataset statistics

Document Types There are various document
types for the patients, including but not limited
to patient demographics, medications, vital signs,
past medical history description, radiology report
and progress note. We noticed that the progress
notes were the majority ( 24.89%) types for the
patients, as shown in Table 1, patients in cohort
1 had more than 2% progress notes than that in
cohort 2. The 1a cohort has largest number of

progress notes (26.61%), which is reasonable as
those patients may have more times of visits than
other groups.

Document Counts and Length We also calcu-
lated the statistics of document counts and length
for each cohort. As shown in Table 2, document
counts for patients from different cohorts vary
significantly, while the document average lengths
from the four cohorts is more or less similar. More
specifically, patients in cohort 1 tend to have around
4 times as many documents (283) as those in cohort
2a (66). Patients in cohort 2a had fewer documents,
because the randomly selected patients were usu-
ally less complex and had fewer admissions than
cohort 1. However, we cannot use document count
as an input feature for later statistical modelling as
other complex disorders are likely to have similar
document counts to dementia patients.

An example We show a progress note with de-
mographic information removed for a patient from
cohort 1a as the following: [Progress Note: Pt am-
bulated to toilet Independently with x1 assist While
coming out from Toilet ,pt become agitated and ag-
gressive towards author T/L involved and pt stating
his Meds is not given Though Writer mentioned
this matter to Treating Dr earlier, couldn’t chart
the meds as he hasn’t had the list of meds Informed
to Treating Dr and NIC Contacted wife over the
phone and treating Dr spoke to her Pt become calm
and has had Meds as per MAR. ] We notice three
important characteristics for such clinical text: i)
abbreviations, ii) spelling errors - clinical staff com-
plete documents under time pressure and spelling
errors are common. iii) Long distance context, as
the history notes may also needed to give full inter-
pretation for the current text.

3 Methodology

In this section, we describe the development of
classification models using the data sets described
above. There are two aspects to consider before
the model development. First, what is the classi-
fier’s granularity? There could be three levels of
input, i.e., sentence, document and patient (multi-
document) level. Typically, it is more challenging
to achieve high performance when the input text is
longer. However, developing a sentence or single
document level classification model requires fine
grained annotation, which is often time consuming
and expensive in the medical setting. Meanwhile,
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Cohort Description Patient counts Progress note Pct.
1a Diagnosed as dementia in CDAMS, Positive 245 26.61%
1b No final diagnosis in CDAMS, Uncertain 419 24.10%
2a Diagnosed as non-dementia via TICS, Negative 196 22.94%
2b No diagnosis via TICS, Uncertain 99 23.02%
Total - 959 24.89%

Table 1: Patient statistics

Cohort Max Min Mean Std Median
1a 2150 (4750) 1 (170) 283 (871) 356 (319) 125 (847)
1b 3770 (4678) 1 (239) 241 (898) 410 (308) 79 (887)
2a 737 (2586) 1 (393) 66 (813) 90 (269) 34 (775)
2b 347 (2829) 1 (400) 74 (893) 79 (340) 48 (822)
All 3770 (4750) 1 (170) 199 (873) 340 (309) 67 (844)

Table 2: The statistics for document counts (document length) in each cohort.

multi-instance learning may further improve the
complexity in the prediction stage. Therefore, we
aim to develop a patient level classification model
directly. Second, what types of Machine Learn-
ing models can be used? We consider the recent
deep neural models (e.g. BERT), but since BERT
is pre-trained from generic text, we will fine tune a
ClinicalBioBERT (Alsentzer et al., 2019) 2 due to
its domain similarity.

Clinical Note Filtering and Compression For
the BERT based classification model, we choose
ClinicalBioBERT as the pre-trained LM, and fine
tune it with the medical text from each patient.
However, as most BERT based models can only
take 512 tokens as the maximum input, it is neces-
sary to compress each patient’s notes within that
length. We consider several strategies: The first
one is to filter out the notes where there are struc-
tured notes, as these structure information are often
progress notes and not disease specific. The sec-
ond strategy is to annotate some key sentences and
build a sentence level classifier, and use the classi-
fier to filter and shorten the clinical notes. However,
it is expensive and requires further human annota-
tion. The third strategy is truncation based on the
latest notes, as in table 2, we show the average clin-
ical note length for all patients is 873, in our text
pre-processing stage we notice there are at least
10 annotated UMLS concepts for a clinical note if

2The ClinicalBioBERT model was trained on all notes
from MIMIC-III, a database containing electronic health
records from ICU patients at the Beth Israel Hospital in Boston,
MA. Model can be found from https://huggingface.
co/emilyalsentzer/Bio_ClinicalBERT

the number of tokens in it is over 873. Therefore,
we use a simple and realistic heuristic by keeping
those medical notes in which there are at least 10
UMLS concepts, and aggregate the latest notes to
represent the patient note summary.

Fine tune ClinicalBioBERT After getting the
patient note summary, we pair those summaries
with their cohort labels and fine tune Clinical-
BioBERT. We add the [CLS] token at the beginning
of the patient note summary and use it as the hid-
den representation. During fine tuning, we update
all the transformer layers and use Adam(Kingma
and Ba, 2014) as the optimizer.

4 Experiments

Experiment Setup We experimented with two
classification schemes: binary and three-class. For
the binary case, only the medical notes for patients
from cohorts 1a and 2a were selected, which is an
exact binary classification (1a v.s. 2a) setting. In
contrast, in the three-class setting, we regard the
1b and 2b cohorts as the uncertainty group, which
returns the three class (1a v.s. 2a v.s. uncertain)
setting. For the ClinicalBioBERT model, we keep
the default settings and trained 20 epochs until con-
vergence. Like other biomedical settings, we use
accuracy, precision, recall and Micro F1 as the eval-
uation metrics. We also add a keyword method as
the naive baseline, where we use a pre-recognized
245 UMLS concept names as a keyword list, these
concepts are recognized by human experts to corre-
lated with dementia. If any of those concept names
appear in the document, we give a prediction of
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Models Accuracy Precision Recall F1
Keyword-based (binary) 0.453 (0.021) 0.469 (0.023) 0.482 (0.025) 0.475 (0.021)
Keyword-based (coarse) 0.398 (0.051) 0.382 (0.052) 0.393 (0.043) 0.387 (0.052)
ClinicalBioBERT (binary) 0.810 (0.041) 0.832 (0.051) 0.801 (0.052) 0.814 (0.050)
ClinicalBioBERT (coarse) 0.458 (0.045) 0.449 (0.043) 0.406 (0.046) 0.381 (0.045)

Table 3: Binary/coarse dementia classification results for the fine Tuned ClinicalBioBERT model, the binary
classification are for (1a vs 2a), the coarse classification are for (1a vs 2a vs 1b, 2b) The numbers in the parenthesis
show the standard deviation of the ten runs.

positive dementia, otherwise negative.

Results We perform 10-fold cross validation on
the selected patients given the binary and three
class setting. Table 3 shows the key results. In gen-
eral, we find that the fine tuned ClinicalBioBERT
performs well in the binary setting with a 0.81 accu-
racy, but it dropped significantly in the three class
coarse setting. Meanwhile, it is shown that the per-
formance of both models decreased around 20%
from the binary to the three class setting.

(a) t-SNE for UMLS concept representation

(b) t-SNE for ClinicalBioBERT representation

Figure 1: We apply t-SNE for the 954 patients’ feature
representation with (a) 245 UMLS concepts and (b) the
[CLS] embedding of the note summaries. In general,
the UMLS concept representation distinguish positive
and negative dementia patients better.

5 Analysis

Even though BERT based models show superior
performance on most generic text classification
tasks, the fine tuned ClinicalBioBERT does not
exhibit satisfied results in the coarse setting in this
study. We anticipate three reasons: First, the clin-
ical notes are too long for ClinicalBioBERT to
encode, since the standard BERT models can only
take an input length of 512 tokens. Meanwhile,
the dementia related text spans are quite sparse in
the clinical notes, further text compression and se-
lection heuristics are required. Furthermore, the
BERT based modeling techniques cannot leverage
expert prior knowledge, which in this study are the
filtered UMLS concepts. To validate our hypothe-
sis, We apply t-SNE for the 954 patients’ feature
representation with either the 245 UMLS concepts
or the [CLS] embedding of the clinical note sum-
mary. As shown in figure 1 (a), the UMLS concept
representation is more meaningful, as those posi-
tive dementia patients can be easily separated with
those negative patients, while in figure 1 (b) there
is no clear representation patterns for these three
classes.

6 Related Work

Clinical text representation and classification
When clinical text classification is used for dis-
ease detection tasks, it varies a lot from generic
text classification: (i) Traditional text classification
tasks take both precision and recall as the system
measurement, while recall is considered to be top
priority in most medical text classification tasks
(Spasic et al., 2020) because doctors would never
like to miss the information of any "likely" infected
patients. That is, the system is being used to screen
latent potential candidates. (ii) Annotation cost is
higher in the medical domain (Wei et al., 2019)
because professional skills from medical experts
are needed. In common text annotation tasks, it is
not necessary to hire highly skilled people and even
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crowd sourcing can be used. (iii) The text in the
medical domain contains a lot of abbreviations, jar-
gon and acronyms for different medical concepts
(Xu et al., 2007). (iv) There are patient records
which are sequential and correlated within each
other. A patient can have multiple reports, in which
each report is the description of a specific time pe-
riod. The classification for these multiple reports
varies based on time, so there should be some level
consistency. ClinicalXLNet (Huang et al., 2019)
was recently developed to model such sequential
clinical text. (v) Medical text for a patient can come
from different sources (Yang and Wu, 2021) such
as CT scans, blood scans and operation reports, etc.

Disease detection with NLP Before this study,
we have previously explored automatic fungal dis-
ease detection with radiology reports (Liu et al.,
2016, 2017; Baggio et al., 2019) and showed the
effectiveness of various NLP models on clinical
notes. Even though deep learning has revolution-
ized the ML applications, Sheikhalishahi et al.
(2019) reviewed the ML models on chronic dis-
eases with clinical notes and showed that more
than 90% of the methods still relied on statistical
models. Wang et al. (2020) conducted a systematic
evaluation of NLP in medicine over the past 20
yeears, they showed that cancer (24.94%) was the
most common subject area in NLP-assisted medical
research on diseases, with breast cancers (23.30%,
24/103) and lung cancers (14.56%) accounting for
the highest proportions of studies.

Dementia detection The application of deep
learning to early detection and automated classi-
fication of dementia has recently gained consider-
able attention (Jo et al., 2019), as rapid progress
in neuroimaging techniques has generated large-
scale multimodal neuroimaging data. The ADReSS
challenge (Luz et al., 2020) released a benchmark
dataset of spontaneous speech, which is acousti-
cally pre-processed and balanced in terms of age
and gender, defining a shared task through which
different approaches to dementia recognition in
spontaneous speech can be compared. More re-
cently, Farzana et al. (2022) measured the impact
of verbal disfluency tags on denmentia detection.

Biomedical language models Most biomedical
language models are pre-trained with BERT (De-
vlin et al., 2018) and related clinical text. For exam-
ple, the ClinicalBioBERT (Alsentzer et al., 2019)
model was trained on all notes from MIMIC-III

(Johnson et al., 2016), a database containing elec-
tronic health records from ICU patients at the Beth
Israel Hospital in Boston, MA. MedBERT (Rasmy
et al., 2021) was pretrained on a structured EHR
dataset of 28,490,650 patients.

7 Conclusion

In this work, we collected clinical text from a
local hospital and leveraged deep neural models
for dementia detection. We fine tuned a Clinical-
BioBERT and evaluated its their performance on
dementia classification, experiment results showed
that the fine tuned model works well on binary de-
mentia classification but fails on three class demen-
tia classification. As for the future work, we will
leverage more human prior knowledge and experi-
ment with both statistical and deep neural models.
Also, more structured patient representation using
knowledge graphs will be considered.

8 Limitation

There are a few limitations of this study: First, the
patient sample size for the validation cohorts was
limited to 954 patients from a local hospital. As
annotation in the medical setting is expensive and
time consuming, we only get patient level labels
and cannot pay the effort for document level anno-
tations. The size and diversity of the data sample
could be improved by collecting clinical notes for
patients from other hospitals in different age groups
and of similar clinical complexity. We did not per-
form cross label check for the sampled patients, as
there is a large number of uncertain patients, among
those patients there are still ones who suffer from
dementia but not diagnosed. Second, more statisti-
cal models can bee developed. At the moment we
only tried a keyword based model and a deep neural
models. Traditional statistical models like Logistic
Regression with biomedical concept features can
also be considered. Furthermore, our study would
have benefited from more model interpretability
and human error analysis on the classifier predic-
tions. We have plans to extend our current work
with the above mentioned directions.
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Abstract

We propose a method to automate orthodon-
tic diagnosis with natural language process-
ing. It is worthwhile to assist dentists with
such technology to prevent errors by inexpe-
rienced dentists and to reduce the workload
of experienced ones. However, text length
and style inconsistencies in medical findings
make an automated orthodontic diagnosis with
deep-learning models difficult. In this study,
we improve the performance of automatic di-
agnosis utilizing short summaries of medical
findings written in a consistent style by expe-
rienced dentists. Experimental results on 970
Japanese medical findings show that summa-
rization consistently improves the performance
of various machine learning models for auto-
mated orthodontic diagnosis. Although BERT
is the model that gains the most performance
with the proposed method, the convolutional
neural network achieved the best performance.

1 Introduction

To make a proper orthodontic diagnosis, dentists
need a wealth of knowledge and experience. There-
fore, inexperienced dentists may overlook patient
problems. Artificial intelligence technologies, such
as automatic diagnosis, are promising for prevent-
ing such errors by dentists (Shimizu et al., 2022).
Even for experienced dentists, automatic diagno-
sis technology can contribute in terms of workload
reduction and improved efficiency. Therefore, this
study focuses on automatic diagnosis from medical
findings texts written by dentists.

While computer vision technologies for or-
thodontic applications, such as landmark identifica-
tion from cephalometric X-rays (Kunz et al., 2020)
and tooth segmentation on 3D dental surfaces cap-
tured by intraoral scanners (Lian et al., 2019), have
been actively studied, research on natural language
processing (NLP) technologies in this area has been
limited. The only previous work (Shimizu et al.,
2022) applying NLP to automatic diagnosis from

medical findings relied on bag-of-words (BoW) fea-
ture extraction and support vector machine (SVM)
classification without the benefit of deep-learning
(DL), which has been successfully applied to a va-
riety of tasks in recent years. We hypothesize that
this is due to the frequent use of technical terms
not covered by even powerful pre-trained models,
as well as the long documents in which the medical
findings are written in an inconsistent style. Specif-
ically, the medical findings in this study average
1,886 tokens, with a maximum of 6,379 tokens, and
contain many incomplete sentences, such as bullet
points.

To solve the problems of document length and
style inconsistency, we utilize a short summary of
medical findings written by dental specialists for au-
tomatic diagnosis. In contrast to the original med-
ical findings, our summary is about 90% shorter
(179 tokens on average) and consists only of com-
plete sentences. With these advantages, summary
text facilitates feature extraction from documents
by encoders in DL models.

To evaluate the effectiveness of automatic di-
agnosis from a summary of medical findings, we
experimented with 970 Japanese medical findings.
Experimental results on DL models of recurrent
neural networks (RNN), convolutional neural net-
works (CNN), self-attention networks (SAN), and
BERT (Devlin et al., 2019), a pre-trained SAN with
masked language modeling objectives, showed that
the CNN model achieved the best performance.
Furthermore, the performance of the SVM and DL
models was consistently improved when utilizing
the summaries compared to the original medical
findings. In particular, BERT was the best perfor-
mance improvement with the proposed method.

2 Related Work

With the development of DL technologies, many
medical applications including the field of or-
thodontics are being addressed.
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2.1 Medical Applications of NLP
One of the medical applications of NLP is
automated question-answering (QA) (Nguyen,
2019). emrQA1 (Pampari et al., 2018) and emrK-
BQA2 (Raghavan et al., 2021) are large-scale cor-
pora automatically created from English electronic
medical records for QA in the clinical domain.

The MedWeb task in NTCIR-133 (Wakamiya
et al., 2017) targeted user-generated text on social
media, which is more accessible than electronic
medical records. This competition addressed dis-
ease classification in three languages: English, Chi-
nese, and Japanese.

In recent years, medical language processing re-
lated to COVID, a worldwide epidemic, has also
been actively studied. Examples include COVID-
QA4 (Möller et al., 2020) for question answer-
ing, COVID-Q5 (Wei et al., 2020) for question
classification, and COVID-19 Real World Worry
Dataset6 (Kleinberg et al., 2020) for emotional anal-
ysis.

As described above, medical applications of
NLP are being studied in a variety of languages
and tasks. However, there are few efforts to apply
NLP in the field of orthodontics. In particular, there
is no application of DL-based NLP other than this
study.

2.2 Orthodontic Applications of DL Models
Many applications of deep learning models in the
field of orthodontics are computer vision technolo-
gies. Kunz et al. (2020) utilized CNN models to
identify landmarks in cephalometric X-rays. They
reported that training with 1792 images resulted in
CNN models achieving nearly the same quality as
experienced examiners. Lian et al. (2019) proposed
MeshSNet, which performs tooth segmentation on
3D dental surfaces captured by intraoral scanners.

While DL-based computer vision models have
been actively applied to the field of orthodontics,
there is no previous study of DL-based NLP. The
only previous work applying NLP to the field of
orthodontics (Shimizu et al., 2022) has addressed
automatic diagnosis from medical findings. They

1https://github.com/panushri25/emrQA/
2https://github.com/emrQA/emrKBQA
3http://research.nii.ac.jp/ntcir/

permission/ntcir-13/perm-en-MedWeb.html
4https://github.com/deepset-ai/

COVID-QA
5https://github.com/JerryWei03/COVID-Q
6https://github.com/ben-aaron188/

covid19worry

perform automatic diagnosis by feature extraction
with BoW and classification with SVM, and do not
benefit from recent DL technologies.

3 Proposed Method

We utilize deep learning-based document classifica-
tion models for automatic diagnosis from medical
findings in the field of orthodontics. We first de-
scribe these models in Section 3.1. Since medical
findings are difficult to classify as they are, our
proposed method instead utilizes a short summary
of them, written in a consistent style. This is ex-
plained in Section 3.2.

3.1 DL-based Document Classification Models
In recent years, DL-based models have been widely
used in NLP tasks, including document classifica-
tion. In this study, we apply four types of DL mod-
els, including RNN, CNN, SAN, and BERT (De-
vlin et al., 2019), for automatic diagnosis from
medical findings in the field of orthodontics.

Recurrent Neural Network (RNN) is one of
the neural networks that deal with time-series data
by recursively processing input data. In NLP, sen-
tences are segmented into tokens as a preprocess-
ing step, and the RNN processes the tokens in or-
der from the beginning of the sentence. Since the
original RNN is not good at long-term memory,
extensions to BiLSTM, which uses LSTM cells
and receives sentences in both directions, have im-
proved performance on many tasks such as pronoun
prediction (Stymne et al., 2017) and dependency
parsing (Falenska and Kuhn, 2019). Nevertheless,
it is difficult to achieve high performance for a very
long series exceeding 1,000 tokens (Li et al., 2018).
This study also employs the BiLSTM model as an
RNN.

Convolutional Neural Network (CNN) is one
of the neural networks that utilizes convolutional
filters and pooling layers to extract features from
input data as regions rather than points. While this
is a model typically used for computer vision, it
is also known to be effective in NLP, such as text
classification (Kim, 2014). Instead of convolving
n neighboring pixels as a region in computer vi-
sion, CNN acquires an n-gram representation by
convolving n continuous tokens in NLP.

Self Attention Network (SAN) is another neural
network that deals with series by learning contex-
tualized token embeddings instead of aggregating
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information like RNN and CNN. It was originally
proposed as an encoder-decoder neural network
for machine translation (Vaswani et al., 2017), but
is also used for text classification with an encoder
only. BERT (Devlin et al., 2019), which pre-trained
SAN model for the objective of masked language
modeling with a large-scale corpus, has remarkable
performance on a number of NLP tasks through
fine-tuning on the target task. Furthermore, models
such as SciBERT (Beltagy et al., 2019) in the sci-
entific domain and ClinicalBERT (Alsentzer et al.,
2019) in the medical domain, which are pre-trained
to focus on the desired domain, achieve even higher
performance on specific tasks. Unfortunately, there
are no pre-trained masked language models specific
to the orthodontic domain, thus we utilize a SAN
model that is trained from scratch and a general-
purpose BERT that is pre-trained on Wikipedia.
Note that BERT is limited to a maximum of 512
input tokens to balance memory usage and perfor-
mance.

3.2 Utilizing a Summary of Medical Findings

Although the DL models described in the previ-
ous section are widely used in recent NLP tasks,
it is difficult to handle texts longer than 1,000 to-
kens due to the difficulty of learning extreme long-
term dependencies and limitations in memory us-
age. The medical findings in the field of orthodon-
tics that we deal with in this study are very long
documents, with an average of 1,886 tokens and
a maximum of 6,379 tokens, as shown in Table 1.
This is too long a text to be handled by BiLSTM or
BERT.

Not only do DL models suffer from the text
length, but also from inconsistencies in the writing
style of the medical findings. These writing styles
vary for each dentist who writes. Writing style is-
sues include the use of incomplete sentences with
bullets and indentation with spaces and tabs. While
they improve visual clarity for human readers, they
are noise to NLP models because such informa-
tion is removed in pre-processing steps in many
cases. Especially for pre-trained models such as
BERT, these incomplete sentences, with different
characteristics from the pre-training corpus, may
seriously impair performance.

To address these problems, we propose to utilize
its short summary with a consistent writing style
instead of the original medical findings. These sum-
maries are manually written by experienced den-

Original Summary

Avg. 1,886 179
Max. 6,379 467
Min. 312 61

Table 1: Number of tokens for each document.

tists and are written in complete sentences without
the use of bullets, indentations, or other decorations.
As shown in Table 1, these summaries consist of
an average of 179 tokens, that is, about 10% of the
length of the original medical findings. Further-
more, even the longest summaries are not affected
by the limit on the maximum length of input tokens
in BERT. We assigned these summaries to all med-
ical findings in our dataset. Compared to the noisy
and lengthy original medical findings, these sum-
maries are expected to improve the performance of
DL-based document classification models.

4 Evaluation

To evaluate the effectiveness of the proposed
method, automatic diagnosis is performed from the
original medical findings or a summary of them,
and their performance is compared. We treat this
task as a multi-label document classification.

4.1 Setting

In our experiment, we use documents of medical
findings in Japanese for 970 patients who visited
for orthodontic treatment. This dataset includes
the text of the medical findings written by the den-
tist in charge, as well as the patient’s facial and
X-ray images. However, utilizing these images re-
mains our future work, and we only use text in
this study. We have assigned a short summary, de-
scribed in Section 3.2, to every medical finding in
this dataset. Each medical finding is also assigned
multiple labels corresponding to the patient’s medi-
cal condition. There are a total of 322 labels, with
each patient having an average of 12 labels.

As text preprocessing, line feed characters were
removed and full-width alphanumeric characters
were normalized to half-width. We used Su-
dachi7 (Takaoka et al., 2018) for word segmen-
tation, except for the BERT model, for which a
specific subword segmenter is provided. For evalu-
ation, we used 5-fold cross-validation. The evalua-

7https://github.com/WorksApplications/
SudachiPy

158

https://github.com/WorksApplications/SudachiPy
https://github.com/WorksApplications/SudachiPy


RNN CNN SAN BERT

Number of dimensions of embedding layer 256 256 256 768
Number of dimensions of hidden layers 256 256 512 768
Number of hidden layers 1 1 2 12
Dropout rate 0.2 0.2 0.1 0.1
Batch size 64 64 16 32

Table 2: Hyperparameters of deep learning models.

Type of medical findings

Models Original Summary

BoW+SVM 0.41 0.46
RNN 0.20 0.31
CNN 0.44 0.48
SAN 0.29 0.38
BERT 0.27 0.43

Table 3: Experimental results (F1-score).

tion metric used was the F1-score.
For the document classification model, we eval-

uate four DL models, including RNN, CNN, SAN,
and BERT8 (Devlin et al., 2019), described in Sec-
tion 3.1, as well as SVM used in the previous
work (Shimizu et al., 2022). The baseline model,
denoted as BoW+SVM, employs the Binary Rele-
vance method (Tsoumakas and Katakis, 2007) to
train a binary classification for each label and uti-
lizes the RBF kernel for SVM.9 Our DL models
use Adam (Kingma and Ba, 2015) as an optimizer.
Other hyperparameters are listed in Table 2.

4.2 Result

Table 3 shows the experimental results. Deep learn-
ing models other than CNN suffer from document
length and style inconsistencies, resulting in signif-
icantly poorer performance than the existing model
of BoW+SVM.

When a short document summarized by the den-
tist is used in place of the original medical findings,
the F1-scores for all models consistently improve.
Notably, the performance of the pre-trained BERT
has improved the most substantially. We believe
this is due to the use of complete sentences that are
consistent with the pre-training corpus and the elim-
ination of information lost owing to the constraint

8https://huggingface.co/cl-tohoku/
bert-base-japanese-v2

9https://scikit-learn.org/

of the maximum sentence length. These experi-
mental results show that short summaries written
in a consistent style are effective in improving the
performance of automatic diagnosis in the field of
orthodontics.

We found that the CNN model achieved the best
performance for both the original document and
summary inputs. Since medical findings often con-
tain technical terms consisting of multiple tokens,
we believe that a CNN model capable of captur-
ing n-gram features through convolution would be
suitable for this task.

5 Conclusion

In this study, we improved the performance of au-
tomatic diagnosis in orthodontic treatment by uti-
lizing a short document that was manually summa-
rized from medical findings by dentists. Experi-
mental results on Japanese datasets show that the
proposed method consistently improves the perfor-
mance of various DL models. Among them, our
CNN model outperformed the existing model and
updated the state-of-the-art performance.

Our future work includes the automatic gener-
ation of summaries and the development of mul-
timodal automatic diagnosis taking into account
image information. Although this study utilized
summaries of medical findings manually generated
by experienced dentists, there is a substantial cost
to creating such a dataset. It is desirable to develop
an automatic diagnostic system that reduces the
workload on dentists by automatically generating
summaries. In addition, our dataset includes both
facial and X-ray images. This allows us to develop
multimodal models that incorporate findings from
the field of computer vision, which are actively
studied. Multimodal automatic diagnostic systems
that combine both image and linguistic information
in a complementary manner are expected to have
higher performance.
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Abstract

Recent advancements in natural language pro-
cessing (NLP) have been driven by large lan-
guage models (LLMs), thereby revolutionizing
the field. Our study investigates the impact
of diverse pre-training strategies on the perfor-
mance of Turkish clinical language models in
a multi-label classification task involving ra-
diology reports, with a focus on overcoming
language resource limitations. Additionally,
for the first time, we evaluated the simultane-
ous pre-training approach by utilizing limited
clinical task data. We developed four models:
TurkRadBERT-task v1, TurkRadBERT-task v2,
TurkRadBERT-sim v1, and TurkRadBERT-sim
v2. Our results revealed superior performance
from BERTurk and TurkRadBERT-task v1,
both of which leverage a broad general-domain
corpus. Although task-adaptive pre-training
is capable of identifying domain-specific pat-
terns, it may be prone to overfitting because of
the constraints of the task-specific corpus. Our
findings highlight the importance of domain-
specific vocabulary during pre-training to im-
prove performance. They also affirmed that a
combination of general domain knowledge and
task-specific fine-tuning is crucial for optimal
performance across various categories. This
study offers key insights for future research on
pre-training techniques in the clinical domain,
particularly for low-resource languages.

1 Introduction

Language models have undergone a significant
transformation in the field of natural language pro-
cessing, demonstrating exceptional capabilities in
executing tasks with minimal guidance. This shift
can be attributed to pivotal milestones, such as
word2vec (Mikolov et al., 2013), which replaced
feature engineering methods with deep learning-
based representation learning. Furthermore, the
emergence of contextualized word embeddings
with ELMo has led to the development of (Peters
et al., 1802) pre-trained transformer-based models

such as BERT (Devlin et al., 2018), GPT (Radford
et al., 2018), T5 (Raffel et al., 2020), and BART
(Lewis et al., 2019).
Recent advancements in large language models
(LLMs) have led to the development of models with
parameter sizes exceeding hundred billion, includ-
ing the GPT (Generative Pre-trained Transformer)
series (Radford et al., 2018, 2019b,a; Ouyang et al.,
2022), such as ChatGPT and GPT-4 (OpenAI,
2023), which are pre-trained on massive datasets.
However, research focusing on LLMs architectures
within specialized domains characterized by lim-
ited resources is scarce. A range of approaches for
developing language models exists to address the
issue of limited language resources, including si-
multaneous pretraining with in-domain data (Wada
et al., 2020) and domain-adaptive pretraining by
fine-tuning an existing generic language model
with in-domain data (Gururangan et al., 2020). The
choice of pre-training technique depends on the
specific task data and available resources, but de-
termining the optimal utilization of limited clini-
cal task data in pretraining and selecting the most
suitable data for pretraining methods remain open
questions. This study aimed to assess and contrast
different techniques using a limited task corpus for
pretraining BERT models in the Turkish clinical do-
main, a low-resource setting. We introduce two pre-
trained language model families, TurkRadBERT-
sim and TurkRadBERT-task, each comprising two
models for the clinical domain in the Turkish lan-
guage. These models explore the effects of dif-
ferent corpus selections that combine small task-
related corpora and pretraining strategies in the
Turkish clinical domain. The TurkRadBERT-sim
pre-trained model family, developed via simulta-
neous pre-training (Wada et al., 2020), involves
a balanced combination of two distinct corpora:
one general and one limited task-specific. Both
corpora were upsampled to create pretraining in-
stances, resulting in robust neural language models.
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The TurkRadBERT-task pretrained model family,
developed via task-adaptive pre-training, involves
an additional pretraining stage where the model
is adaptively pretrained on a smaller, task-specific
dataset following the initial pretraining. We also
created a labeled dataset for multi-label document
classification using head CT radiology reports to
evaluate the models. The main contributions can
be listed as follows:

• While simultaneous pretraining has previously
been explored with limited biomedical data in
the work of (Wada et al., 2020), our study
shifts the focus towards applying this ap-
proach to limited clinical Turkish radiology
data for the first time. We conducted an eval-
uation of simultaneous pretraining, incorpo-
rating limited clinical task radiology data, and
compared it with task-adaptive pretraining
through continual pre-training. This novel
comparison provides valuable insights into
the efficacy of these methods in the context of
limited clinical radiology data, highlighting
their potential in specialized domains.

• We created small task-related corpora, includ-
ing Turkish head CT radiology reports by Ege
University Hospital. Then, we built four pre-
trained clinical language models, for the first
time, using Turkish head CT radiology reports,
Turkish general corpus, and Turkish biomedi-
cal corpara, including Turkish medical articles
(Türkmen et al., 2022) and Turkish radiology
theses (Türkmen et al., 2022).

• We developed a multi-label document classifi-
cation task aimed at identifying the presence
or absence of 12 clinically significant observa-
tions, as well as a "no findings" label indicat-
ing no observations, within head CT radiology
reports for the purpose of evaluating language
models. To the best of our knowledge, there
are no existing multi-label document classifi-
cation studies in the Turkish clinical domain.

2 Related Work

To optimize natural language processing models for
specialized domains, various studies have explored
different approaches to adapt general BERT models
for the biomedical domain. BioBERT (Lee et al.,
2020), an early attempt to adapt general BERT

models to the biomedical domain, employed con-
tinual pretraining to enhance performance. Initial-
ized from the general BERT model, BioBERT was
further trained on PubMed abstracts and full-text ar-
ticles, yielding an improved performance for tasks
such as named entity recognition, relation extrac-
tion, and question answering. Similarly, Clinical-
BERT (Alsentzer et al., 2019), a domain-specific
language model, was created using continual pre-
training with MIMIC data, demonstrating its effec-
tiveness in improving clinical task performance.
Other studies have explored continual pretraining
for biomedical language models, such as SciB-
ERT (Beltagy et al., 2019) and BlueBERT (Beltagy
et al., 2019), which were pretrained on a mix of
biomedical and general domain corpora. An alter-
native approach, pretraining from scratch, focuses
exclusively on in-domain data, without relying on a
generic language model. This method has been ef-
fective in creating models, such as PubMedBERT
(Gu et al., 2021), which is pretrained solely on
PubMed abstracts. Comparisons between the two
pretraining methods reveal that continual pretrain-
ing often leads to more successful transfers from
general to specialized domains. For example, one
study proposed four BERT models (Bressem et al.,
2020), two pretrained on German radiology free-
text reports (FS-BERT and RAD-BERT), and two
based on open-source models (MULTI-BERT and
GER-BERT). The FS-BERT model, which used
the pretraining from scratch approach, performed
poorly compared to the other models, suggesting
that domain-specific corpora alone might be insuf-
ficient for learning proper embeddings. Another
study developed RadBERT (Yan et al., 2022), a
set of six transformer-based language models pre-
trained on radiology reports with various language
models for initialization, to explore their perfor-
mance in radiology NLP applications.
Although pretraining BERT models can improve
performance across various biomedical NLP tasks,
they require significant domain-specific data.
Biomedical text data are often limited and scattered
across various sources, and few publicly available
medical databases are written in languages other
than English. This creates a high demand for ef-
fective techniques that can work well even with
limited resources. One solution to this problem is
the simultaneous pre-training technique proposed
in (Wada et al., 2020), which up-samples a limited
domain-specific corpus and uses it for pre-training
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Corpus Size (GB) N tokens Domain
General Turkish Corpus 35 4,404,976,662 General
Turkish Biomedical Corpus 0,48 60,318,554 Biomedical
Turkish Electronic Radiology Theses 0,11 15,268,779 Radiology
Head CT Reports 0.036 4,177,140 Clinical Radiology

Table 1: Corpora statistics

in a balanced manner with a larger corpus. Us-
ing small Japanese medical article abstracts and
Japanese Wikipedia texts, the authors created a si-
multaneous pretrained BERT model, ouBioBERT.
The study confirmed that their Japanese medical
BERT model performed better than conventional
baselines and other BERT models in a medical
Japanese document classification task. However,
they did not focus on applying the simultaneous
pre-training approach to limited clinical task radiol-
ogy data. Building upon this work, our study shifts
the focus towards applying the simultaneous pre-
training approach to limited clinical task data for
the first time. To overcome the limitations of the
limited resources problem, many researchers have
explored the benefits of continued pretraining on a
smaller corpus drawn from the task distribution as
task-adaptive pre-training (Gururangan et al., 2020;
Schneider et al., 2020). In addition, (Turkmen et al.,
2022) previously demonstrated that their biomedi-
cal BERT models, the BioBERTurk family, which
were continuously pre-trained on a limited Turkish
radiology thesis corpus, exhibited improved perfor-
mance in clinical tasks. However, the authors also
highlighted the potential ineffectiveness of domain
incompatibility when evaluating Turkish language
models, emphasizing the need for a closer align-
ment between domain-specific data and evaluation
tasks.

3 Materials and Methods

In this section, we provide a concise overview
of the pre-training methods employed for the de-
velopment of Turkish clinical language models
and the characteristics of the corpora used in this
process. We developed four Turkish clinical lan-
guage models, leveraging the BERT-base architec-
ture and constrained language resources by em-
ploying two pre-training strategies: simultaneous
pre-training and continual pre-training, referred
to as task-adaptive pretraining. Two models, re-
ferred to as the TurkRadBERT-sim family, were
developed by employing simultaneous pre-training

techniques that combined general, biomedical, and
clinical task corpora, while utilizing distinct vocab-
ularies. In contrast, two models, the TurkRadBERT-
task family, were developed by employing task-
adaptive pretraining using the task corpus. To con-
struct these clinical models, we employed four dis-
tinct corpora: the Turkish biomedical corpus com-
piled from open-source medical articles (Türkmen
et al., 2022), Turkish electronic radiology theses
corpus (Türkmen et al., 2022), Turkish web corpus
(Schweter, 2020), and newly created Turkish radi-
ology report corpus, which is a limited task corpus.
While all corpora were utilized in simultaneous
pre-training, only Turkish radiology reports were
used in task-adaptive pre-training. Subsequently,
the clinical language models were fine-tuned on
a downstream NLP task within the Turkish clin-
ical domain. Finally, the clinical language mod-
els were compared to the general Turkish domain
BERT model, BERTurk (Schweter, 2020), and the
BioBERTurk variant (Turkmen et al., 2022), which
was continually pretrained on Turkish radiology
theses.

3.1 Pre-training Strategies

The BERT framework (Devlin et al., 2018) consists
of two phases: pretraining and fine-tuning. Dur-
ing pre-training, BERT is trained on large-scale
plain text corpora, such as Wikipedia, whereas
in the fine-tuning phase, it is initialized with the
same pre-trained weights and then fine-tuned us-
ing task-specific labeled data, such as sentence pair
classification. BERT employs two unsupervised
tasks during the pre-training phase: Masked Lan-
guage Model (MLM) and Next Sentence Prediction
(NSP). In MLM tasks, a certain percentage of input
tokens is randomly masked, and the model predicts
the masked tokens in a sentence, as described in the
Cloze task (Taylor, 1953). For the NSP, the model
predicts whether the second sentence follows a con-
secutive sentence in the dataset.
In our study, we implemented several modifications
to the BERT architecture for simultaneous pretrain-
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ing (Wada et al., 2020), our first technique. This
pre-training approach posits that training the BERT
model using both large and small corpora can pre-
vent overfitting issues caused by limited medical
data. To accurately feed inputs into the model, we
followed a procedure from the same study (Wada
et al., 2020). We divided the small medical corpus
and large general corpus into smaller documents
of equal size, and combined them to create struc-
tured inputs. This approach mitigates potential
overfitting resulting from the limited data size by
increasing the frequency of pre-training for MLM
instances containing small medical data. In accor-
dance with the same study by (Wada et al., 2020),
we utilized domain-specific generated text and the
Wordpiece algorithm to generate a domain-specific
vocabulary, which is referred to as amplified vo-
cabulary in their research. Thus, we examined the
impact of the domain-specific vocabulary
Simultaneous pretraining enables the model to
learn language representations by training on large-
scale texts. However, this approach is expensive
owing to the extensive amount of data involved.
Finally, we implemented the task-adaptive pretrain-
ing method (Gururangan et al., 2020) using only
a small amount of clinical task data. This tech-
nique is less resource-intensive than the others. In
contrast to the aforementioned pre-training meth-
ods, we developed different BERT models based on
model initialization for task-adaptive pre-training,
using the existing BERT vocabulary instead of cre-
ating a new one.

3.2 Data Sources for Model Development

In the development of various language models,
multiple corpora were utilized to ensure that the
models were well suited to the specific domain
and task at hand. The selection of appropriate cor-
pora is crucial to the performance of language mod-
els, as it directly influences their understanding of
domain-specific language patterns, structures, and
vocabularies. The corpora used are summarized in
Table 1 and listed below:
Head CT Reports: We collected 40,306 verified
Turkish radiology reports pertaining to computed
tomography (CT) examinations for patients aged 8
years and above from the neurology and emergency
departments at Ege University Hospital between
January 2016 and June 2018. Prior to data analysis,
reports containing fewer than 100 characters were
excluded, and newline characters and radiology-

specific encodings were removed for consistency.
All text data underwent de-identification and du-
plicate removal. Following preprocessing, 2,000
reports were randomly selected for the head CT
annotation task, and the remaining data (approxi-
mately 36 MB) was reserved for pre-training tech-
niques.
General Turkish Corpus: This corpus, which was
used in the development of the BERTurk model,
contains a large collection of Turkish text data (ap-
proximately 35 GB). This serves as a foundation
for training language models to understand Turkish
language patterns.
Turkish Biomedical Corpus: A domain-specific
corpus (Türkmen et al., 2022) consisting of full-
text articles collected from Dergipark, a platform
hosting periodically refereed biomedical journals
in Turkey.
Turkish Electronic Radiology Theses: A unique
corpus of open-domain Ph.D. theses (Türkmen
et al., 2022) conducted in radiology departments of
medical schools obtained from the Turkish Council
of Higher Education’s website.

3.3 Data preparation

The first phase after data understanding is trans-
forming the text to the BERT-supported inputs,
namely tokenization. All engineering processes to
be fed into BERT were designed for Google Cloud
TPUs and implemented using CPU core i8. Further-
more, Wordpiece algorithm was used to generate
vocabulary for tokenization in both pre-training
methods due to the success in morphologic-rich
languages such as Turkish (Toraman et al., 2023).
Each vocabulary config file is the same as BERTurk
for a fair comparison. We implemented the tok-
enizer library from Huggingface 1 to build BERT’s
vocabulary in simultaneous pre-training. For con-
tinual pre-training, we used existing BERT’s vo-
cabulary for continual pre-training instead of cre-
ating a new one. After this process, we used
create_pretraining_data.py script provided by the
Google AI Research team 2 to convert all docu-
ments into TensorFlow examples compatible with
TPU devices.

3.4 Pretraining setup

We followed BERT-base architecture consisting of
12 layers of transformer blocks, 12 attention heads,

1https://huggingface.co/docs/tokenizers/python/latest/
2https://github.com/google-research/bert
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and 110 million parameters for all pre-training
strategies. All models were also generated using
the same hyperparameters (see Appendix B, Ta-
ble 5 ) and were trained with open-source training
scripts available in the official BERT GitHub repos-
itory using V3 TPUs with 32 cores from Google
Cloud Compute Services 3.

3.5 Developed Language Models

The simultaneous pre-training technique is the first
pre-training method we implemented to utilize a
small in-domain corpus. Moreover, the first step
in simultaneous pre-training is choosing data for
small and large corpus data. We produced different
TurkRadBERT-sim models according to vocabulary
usage. The distinction between the two models lies
in their vocabulary use; the first model leverages
an amplified, domain-specific vocabulary, whereas
the latter adopts the BERTurk vocabulary.
TurkRadBERT-sim v1 employed a large Turk-
ish general corpus (35 GB) used for developing
BERTurk, alongside a mixed Turkish biomedical
corpus, Turkish Electronic Radiology Theses, and
Turkish Head CT Reports as smaller counterparts.
Excluding the data utilized for labeling (approxi-
mately 6 MB), the head CT reports were not used
as a standalone small corpus for pre-training due to
their limited size (30 MB) compared to other cor-
pora. Furthermore, experimental results suggested
that simultaneous training with such a data size did
not yield significant outcomes in radiology report
classification. To address this, we combined the
small-sized corpus to match the large one, creating
pre-training instances. The model also employed
an amplified vocabulary, built from the generated
corpus, for simultaneous pre-training.
TurkRadBERT-sim v2 was also based on the
BERT-base architecture and was pre-trained simul-
taneously. The model used the same corpus as v1
during pretraining. The difference was that the gen-
eral domain vocabulary was used to observe the
effect of the domain-specific vocabulary.
The last pre-training method is task-adaptive pre-
training on radiology reports (30 MB). We devel-
oped two different BERT models according to the
model initialization.
TurkRadBERT-task v1 used a general domain
language model for Turkish, BERTurk for model
initialization and then carried out continual pre-
training as a task-adaptive pre-training method. Vo-

3https://cloud.google.com/

cabulary was also inherited from BERTurk.
TurkRadBERT-task v2 used a Turkish biomed-
ical BERT model, BioBERTurk variant(Turkmen
et al., 2022), which was further pre-trained on Turk-
ish electronic theses for model initialization. This
Turkish biomedical BERT was chosen because it
achieved the best score in classification radiology
reports (Turkmen et al., 2022). For tokenization,
the model again inherited from the general domain.

4 Supervision Task

4.1 Multi-label CT radiology reports
classification

We developed a multi-label document classifica-
tion task using 2000 Turkish head CT reports men-
tioned in Section 3.2. This was necessary as there
was no shared task for clinical documents in Turk-
ish. Our dataset has 20618 sentences and 249072
tokens. The objective of the document level clas-
sification task is to identify the existence of clin-
ically significant observations in a radiology re-
port that is presented in free-text format. These
are ’Intraventricular’ ,’Gliosis’, ’Epidural’, ’Hydro-
cephalus’, ’Encephalomalacia’, ’Chronic ischemic
changes’, ’Lacuna’, ’Leukoaraiosis’, ’Mega cis-
terna magna’ ,’Meningioma’, ’Subarachnoid Bleed-
ing’, ’Subdural’, ’No Findings’. The classification
process involves reviewing sentences within the re-
port and categorizing them into one of two classes:
positive or negative. The 13th observation, “No
Findings”, indicates the absence of any findings.
Those 12 labels were selected to indicate major
and relatively common clinical pathologies possi-
ble to be detected in a pre-contrast cranial comput-
erized tomography (CT) examination. Moreover,
the 12 labels used in the study also are not vague
radiologic findings, but definite clinical patholo-
gies. Therefore, no hedging was performed regard-
ing these categories radiology experts labeled the
dataset at document level according to this annota-
tion schema. The annotation process unfolded in
three stages, involving three experienced radiolo-
gists (C.E, M.C.C, and S.S.O). In each stage, two
annotators (C.E, M.C.C) independently labeled a
portion of the reports. Subsequently, the third an-
notator examined these annotations to detect any
discrepancies. At the conclusion of each stage, all
three annotators reached a consensus by generating
mutually agreed-upon annotations. A spreadsheet
file was utilized to facilitate the annotation task for
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Model Precision Recall F1 Score
BERTurk 0.9738 0.9456 0.9562 (± 0.0077)
TurkRadBERT-task v1 0.9736 0.9462 0.9556 (± 0.0057)
BioBERTurk 0.9731 0.9440 0.9535 (± 0.0068)
TurkRadBERT-task v2 0.9643 0.9352 0.9470 (± 0.0068)
TurkRadBERT-sim v1 0.8613 0.7969 0.8149 (± 0.0214)
TurkRadBERT-sim v2 0.8170 0.7863 0.7879 (± 0.0135)

Table 2: Average Precision, recall, and F1 Score for each model. We performed ten separate runs with different
random seeds and present both the average and standard deviation.

Category BERTurk TurkRadBERT-task v1
Intraventricular 0.4815 (± 0.4475) 0.4000 (± 0.3266)
Gliosis 0.8580 (± 0.0577) 0.8155 (± 0.1024)
Epidural 0.9012 (± 0.0349) 0.9000 (± 0.0333)
Hydrocephalus 0.9458 (± 0.0327) 0.9673 (± 0.0459)
Encephalomalacia 0.9622 (± 0.0173) 0.9633 (± 0.0081)
Chronic ischemic changes 0.9918 (± 0.0044) 0.9921 (± 0.0026)
Lacuna 0.9655 (± 0.0000) 0.9655 (± 0.0000)
Leukoaraiosis 0.8995 (± 0.1063) 0.8762 (± 0.1227)
Mega cisterna magna 0.6000 (± 0.1500) 0.4500 (± 0.0577)
Meningioma 1.0000 (± 0.0000) 1.0000 (± 0.0000)
Subarachnoid Bleeding 0.9281 (± 0.0183) 0.9544 (± 0.0118)
Subdural 0.9666 (± 0.0119) 0.9757 (± 0.0081)
No Findings 0.9455 (± 0.0145) 0.9311 (± 0.0167)

Table 3: Average F1 scores for each label in the TurkRadBERT-task v1 and BERTurk models. In each experiment,
we carried out ten distinct runs using different random seeds, from which we determine and report the average and
standard deviation.

the annotators The annotated datasets were sub-
sequently divided randomly into test (10%), val-
idation (10%), and training (80%) sets for fine-
tuning. The class distributions, as illustrated in
Appendix A, demonstrate the varying prevalence
of different categories in the datasets. The datasets
exhibit an imbalanced distribution, which is a typi-
cal characteristic of text processing in the radiology
domain (Qu et al., 2020).

4.2 Fine-tuning Setup

The fine-tuning of all pretrained models was con-
ducted independently utilizing identical architec-
ture and optimization methods as previously em-
ployed in the study (Devlin et al., 2018). In the
process of fine-tuning, the objective is not to sur-
pass the current state-of-the-art performance on the
downstream tasks, but rather to assess and compare
pretraining techniques for developing Turkish clini-
cal language models. So, an exhaustive exploration
of hyperparameters was not utilized. Consequently,
the optimal parameters identified from a limited hy-

perparameter search are employed, working under
the assumption that the fairness of model evalua-
tions and comparisons isn’t compromised by the po-
tential presence of more optimal hyperparameters.
Hyperparameter searches were conducted for each
model, examining learning rate values ϵ from the
set {2e-4, 3e-5, 5e-5}, maximum sequence lengths
ϵ from the set {128, 256, 512}, batch sizes ϵ from
the set {16, 32}, and the number of training epochs
ϵ from the set {15, 20}. Due to memory constraints,
a batch size of 64 was not considered. The config-
urations employed for the TurkRadBERT-sim and
TurkRadBERT-task models are displayed in Table
6 and Table 7 in Appendix B respectively.
The effectiveness of distinct pre-trained BERT
models on the clinical multilabel classification task
was evaluated by computing average precision, re-
call, and F1 score across ten runs, utilizing the most
suitable hyperparameter settings.
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5 Experimental Results

In this study, we evaluated the performance
of five different models, including BERTurk,
TurkRadBERT-task v1, TurkRadBERT-task v2,
TurkRadBERT-sim v1, and TurkRadBERT-sim v2,
for Turkish clinical multi-label classification. We
compared their performance over ten runs in terms
of average precision, recall, and F1 score. Addition-
ally, we analyzed the performance of wining two
model (BERTurk, TurkRadBERT-task v1) on indi-
vidual categories using their respective F1 scores.
The results are presented in Tables 2 and 3.
Table 2 shows that BERTurk achieves an F1 score
of 0.9562, with a precision of 0.9738 and recall
of 0.9456. TurkRadBERT-task v1 has a slightly
lower F1 score of 0.9556 but with comparable pre-
cision (0.9736) and recall (0.9462). Both mod-
els demonstrate strong performance on the classi-
fication task, with BERTurk slightly outperform-
ing TurkRadBERT-task v1 in terms of the over-
all F1 score. While BERTurk performed better
than TurkRadBERT-task v1, there are no statis-
tical differences between these models (P value
0,255). Additionally, BERTurk has also outper-
formed BioBERTurk. Other models, such as
TurkRadBERT-task v2, TurkRadBERT-sim v1, and
TurkRadBERT-sim v2, show lower overall perfor-
mance compared to BERTurk, TurkRadBERT-task
v1 and BioBERTurk.
However, it is essential to evaluate the models’ per-
formance for each label, as this offers a deeper
understanding of their strengths and weaknesses.
Table 3 presents the F1 scores for each category
for BERTurk and TurkRadBERT-task v1. The re-
sults reveal that the performance of the models
varies across categories, with some labels show-
ing a noticeable difference in F1 scores between
the two models. BERTurk performs better than
TurkRadBERT-task v1 in the following categories:
Intraventricular, Gliosis, Epidural, Leukoaraiosis,
Mega cisterna magna, and No Findings. In con-
trast, TurkRadBERT-task v1 outperforms BERTurk
in the categories of Hydrocephalus, Encephalo-
malacia, Chronic ischemic changes, Subarachnoid
Bleeding, and Subdural. The F1 scores for Lacuna
and Meningioma are identical for both models.

6 Discussion

By assessing the experiments as a whole, we
derived the following conclusions. When compar-
ing simultaneous pre-training and task-adaptive

pre-training, it is observed that, owing to the size
difference between the task data and the general
data, the limited domain-specific data may be
overshadowed by the large general-domain data.
This causes the model to focus more on learning
general rather than task-specific features. This
phenomenon highlights the importance of carefully
balancing general and domain-specific data during
the pretraining process to ensure that the model
effectively captures the nuances of the specialized
domain.
The performances of the BERTurk and
TurkRadBERT-task v1 models are quite similar
because both models leverage the knowledge
gained from the large general-domain corpus dur-
ing pre-training. BERTurk is directly pre-trained
on this large corpus, while TurkRadBERT-task v1
is initialized with BERTurk’s weights and then
fine-tuned using task-adaptive pre-training on a
smaller clinical corpus. This fine-tuning enables
TurkRadBERT-task v1 to capture domain-specific
patterns, structures, and terminologies absent in
the general-domain corpus.
However, the small task-specific corpus used in
task-adaptive pretraining may limit the model’s
learning of domain-specific knowledge. Con-
sequently, despite the benefits of task-adaptive
pre-training, TurkRadBERT-task v1, which utilized
this approach, had a slightly lower performance
than BERTurk. In limited data scenarios, the
task-adaptive pre-training approach may be prone
to overfitting, especially when pre-trained on
a small task-specific corpus. The model may
become overly specialized in training data and
fail to generalize well to unseen examples (Zhang
et al., 2022).
In terms of performance, TurkRadBERT-task
v1 has a slightly higher F1 score (0.9556) than
BioBERTurk (0.9535) and TurkRadBERT-task
v2 (0.9470). This suggests that despite the more
specialized biomedical knowledge in BioBERTurk,
the general-domain BERTurk model provides
a more robust foundation for task-adaptive
pre-training in this specific clinical task.
Another conclusion reached in this study is
that comparison between TurkRadBERT-sim
v1 and v2 offers insights into the impact of
domain-specific vocabulary on model performance.
TurkRadBERT-sim v1, which used an amplified
vocabulary built from the generated corpus, out-
performed TurkRadBERT-sim v2 that employed
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the general domain vocabulary. This finding
indicates that using a domain-specific vocabulary
during pre-training can enhance the ability of the
model to capture and understand domain-specific
language patterns, ultimately leading to improved
performance on clinical NLP tasks.
Examining the F1 scores for each label in Table
3 provides a more detailed perspective of the
performance of the two most successful models.
First, the optimal performance on specific labels,
such as meningioma and chronic ischemic changes,
might be attributed to the use of precise, standard
reporting terminology to define these pathologies,
a factor that likely provides high results, regardless
of the classifier employed. BERTurk outperforms
TurkRadBERT-task v1 in certain labels, such as
Intraventricular, Gliosis, Epidural, Leukoaraiosis,
Mega cisterna magna, with No Findings. The
higher performance of BERTurk on certain
labels could be attributed to the general domain
knowledge acquired during direct pre-training
(different from other pre-training methods), which
may provide better coverage for specific categories,
particularly those with a lower frequency in
the task-specific corpus. BERTurk’s broader
pre-training data exposure could potentially give it
an advantage over models like TurkRadBERT-task
v1 when dealing with specific labels that have
lower representation in the task-specific corpus,
even though TurkRadBERT-task v1 is initialized
with BERTurk. This suggests that a combination
of general domain knowledge and task-specific
fine-tuning may be critical for optimal perfor-
mance across diverse categories. On the other
hand, TurkRadBERT-task v1 exhibits superior
performance for labels like Hydrocephalus,
Encephalomalacia, Subarachnoid Bleeding,
and Subdural. This suggests that task-adaptive
pre-training can offer a performance boost in
some instances by fine-tuning the model based on
domain-specific information. However, it is worth
noting that the overall performance differences
between the two models are relatively small,
highlighting the importance of leveraging both
general-domain and task-specific knowledge in
these models.

7 Conclusion

This study provides a comprehensive compar-
ison of the performance of various models,
including BERTurk, TurkRadBERT-task v1,

TurkRadBERT-task v2, TurkRadBERT-sim v1,
and TurkRadBERT-sim v2, on a radiology report
classification task. Our findings demonstrate
that the BERTurk model achieved the best
overall performance, closely followed by the
TurkRadBERT-task v1 model. This highlights the
importance of leveraging both general domain
knowledge acquired during pre-training and
task-specific knowledge through fine-tuning to
achieve optimal performance on complex tasks.
We also observed that the performance of these
models varies across different labels, with
BERTurk performing better on certain categories,
particularly those with lower representation in
the task-specific corpus. This finding suggests
that a combination of general domain knowledge
and task-specific fine-tuning may be critical for
achieving optimal performance across diverse
categories. Additionally, it is essential to consider
label frequencies when interpreting results because
performance on rare labels may be more suscepti-
ble to noise and overfitting.
The simultaneous pre-training models
TurkRadBERT-sim v1 and v2 exhibit lower
performance compared to their task-adaptive coun-
terparts, indicating that task-adaptive pre-training
is more effective in capturing domain-specific
knowledge. Nevertheless, further investigation of
alternative pre-training and fine-tuning strategies
could help enhance the performance of these
models.
Future research could focus on expanding the
task-specific corpus to improve domain-specific
knowledge and performance on rare labels as well
as explore alternative pre-training and fine-tuning
strategies to further enhance model performance.
Moreover, investigating the factors contributing to
the performance differences between the models
for each label could provide valuable insights for
developing more effective models in the field of
medical natural language processing.
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A Additional dataset information
Category Positive Negative
Intraventricular 22 (%1.1) 1978 (%98.9)
Gliosis 54 (%2.7) 1946 (%97.3)
Epidural 51 (%2.55) 1949 (%97.45)
Hydrocephalus 70 (%3.5) 1930 (%96.5)
Encephalomalacia 177 (%8.85) 1823 (%91.15)
Chronic ischemic changes 951 (%47.55) 1049 (%52.45)
Lacuna 138 (%6.9) 1862 (%93.1)
Leukoaraiosis 49 (%2.45) 1951 (%97.55)
Mega cisterna magna 15 (%0.75) 1985 (%99.25)
Meningioma 39 (%1.95) 1961 (%98.05)
Subarachnoid Bleeding 209 (%10.45) 1791 (%89.55)
Subdural 227 (%11.35) 1773 (%88.65)
No Findings 299 (%14.95) 1701 (%85.05)

Table 4: Distribution of frequencies for each label’s pos-
itive and negative radiology documents in the dataset.

B Pre-training and fine-tuning
hyperparameters

Hyperparameters Values
Learning rate 1e-4
Batch size 256
Optimizer Adam
β1 0.9
β2 0.999
Warmp up steps 10000
Max sequence length 512
Max prediction per seq 76
Masked MLM probability 0.15
epoch 1000000

Table 5: Pre-training configuration for BERT models.

Parameters Value
Learning rate 5e-5
Batch size 32
Optimizer Adam
Max sequence length 512
epoch 20

Table 6: Best fine-tuning configuration for
TurkRadBERT-sim family

Parameters Value
Learning rate 3e-5
Batch size 32
Optimizer Adam
Max sequence length 512
epoch 15

Table 7: Best fine-tuning configuration for BERTurk,
BioBERTurk and TurkRadBERT-task family
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Abstract

Over the last years, an increasing number of
publicly available, semantically annotated med-
ical corpora have been released for the German
language. While their annotations cover compa-
rable semantic classes, the synergies of such ef-
forts have not been explored, yet. This is due to
substantial differences in the data schemas (syn-
tax) and annotated entities (semantics), which
hinder the creation of common meta-datasets.
For instance, it is unclear whether named entity
recognition (NER) taggers trained on one or
more of such datasets are useful to detect enti-
ties in any of the other datasets. In this work,
we create harmonized versions of German med-
ical corpora using the BIGBIO framework, and
make them available to the community. Us-
ing these as a meta-dataset, we perform a se-
ries of cross-corpus evaluation experiments on
two settings of aligned labels. These consist
in fine-tuning various pre-trained Transform-
ers on different combinations of training sets,
and testing them against each dataset separately.
We find that a) trained NER models generalize
poorly, with F1 scores dropping approx. 20 pp.
on unseen test data, and b) current pre-trained
Transformer models for the German language
do not systematically alleviate this issue. How-
ever, our results suggest that models benefit
from additional training corpora in most cases,
even if these belong to different medical fields
or text genres.

1 Introduction

Recently, an increasing amount of medical text
datasets for the German language with semantic
annotations has been released to the public (Zesch
and Bewersdorff, 2022). These corpora come in
unequal data formats and with widely varying
definitions of annotated entities, e.g., based on
ontologies like the UMLS (Bodenreider, 2004),
top level hierarchies in SNOMED CT (Donnelly,
2006), or other medical terminologies such as ICD-
10. The employed annotation guidelines have
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Figure 1: Overview of our experimental design. (1)
Each corpus is harmonized from its source format to
BIGBIO via custom schema parsers. (2) Equivalent
entity classes and spans are aligned, the text is tokenized
and transformed into IOB format. (3) Training splits
of different corpora are concatenated (in the example
GGPONC 2.0, BRONCO150 and GRASCCO) and used
to train a Transformer-based NER model. (4) The model
is evaluated on the test splits of all individual datasets.

usually been created ad-hoc and are hardly re-
used across annotation projects. Corpora are dif-
ficult to compare due to these semantic and syn-
tactic differences. Although various NER mod-
els have been trained and tested on individual
datasets, their performance across medical fields
and text genres has not been investigated. Our
work integrates the following distributable, an-
notated German corpora: BRONCO150 (Kittner
et al., 2021), GGPONC 2.0 (Borchert et al., 2022),
CARDIO:DE (Richter-Pechanski et al., 2023), and
GRASCCO (Modersohn et al., 2022). While the
latter did not contain human annotations upon re-
lease, it was recently annotated according to the
GGPONC 2.0 guidelines (Bressem et al., 2023).
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At the same time, adapted German versions of
widely used Transformer models have become pub-
licly available (Chan et al., 2020; Scheible et al.,
2020), more recently also specific to biomedical
texts (Lentzen et al., 2022; Bressem et al., 2023).
While these models have been evaluated on many
individual datasets, their performance on truly un-
seen data remains unknown.

To enable cross-corpus evaluations, we create a
meta-dataset of German medical corpora by harmo-
nizing them under the schema proposed in the BIG-
BIO framework (Fries et al., 2022), as illustrated in
Fig. 1. This way, we also make the datasets easily
available to the community as data loaders in the
Hugging Face library (Llorca, 2023). An example
for this schema is depicted in Fig. 2. While schema
harmonization addresses the issue of syntactic inter-
operability, the semantics of annotated entities may
still differ, as definitions of entity classes have been
derived from different medical ontologies. There-
fore, we propose two possible alignments of labels
across the four German medical corpora and con-
duct a series of experiments, evaluating different
combinations of training corpora and pre-trained
Transformers. In this work, we focus on the entity
annotations related to medications, as these are the
only ones that can be aligned consistently across all
corpora. Their definitions are still partly extracted
from different medical ontologies.

Our goal is to determine whether multiple
datasets with similar annotated entities contribute
to creating models that can be used outside the
domain they were trained in. Here we refer to the
domain of a corpus broadly as the set of characteris-
tics conforming it, mainly text genre, medical field,
and annotation policy. Such experiments have been
successfully conducted for the English language
and resulted in robust NER taggers, albeit for entity
classes different from the more clinically motivated
German-language corpora (Weber et al., 2021). To
the best of our knowledge, no such harmonization
has been conducted for the German language and
clinical entity classes.

The remainder of this work is organized as fol-
lows: in Section 2, we review literature on German
clinical corpora and biomedical data harmoniza-
tion. In Section 3, we describe our methods, i.e.
the corpora used, data harmonization steps, and
performed cross-corpus evaluation. We present our
results in Section 4 and discuss them in Section 5.
Our work concludes with an outlook in Section 6.

{'id': '0',
'document_id': '00_mundhoehlenkarzinom_0000',
'passages': [
{'id': '0-0',
'type': 'sentence',
'text': ['Tabakkonsum ist ein wesentlicher...'],
'offsets': [[0, 90]]}
],

'entities': [
{'id': '0-0',
'type': 'Other_Finding',
'text': ['Tabakkonsum'],
'offsets': [[0, 11]],
'normalized': []},
{'id': '0-1',
'type': 'Other_Finding',
'text': ['Risikofaktor für die Entwicklung...'],
'offsets': [[33, 89]],
'normalized': []}
],

'events': [],
'coreferences': [],
'relations': []}

Figure 2: Sample of the target schema for knowledge
base construction tasks like NER from BIGBIO.

2 Related Work

In the following, we set our contribution in the
context of related work.

2.1 German-language Medical Corpora

In the past, German medical text datasets have been
created in closed research environments without
the chance of being shared with other researchers.
Notable examples include the work of Roller et al.
(2016) using clinical notes from nephrology, Hahn
et al. (2018) using discharge summaries of in-
ternistic or ICU units stays, and König et al. (2019)
using discharge letters from the Berlin Aging Study
II. Distributable corpora became available just re-
cently, the JSYNCC corpus (Lohr et al., 2018) be-
ing a first successful example, although without
semantic annotations. The BRONCO150 (Kittner
et al., 2021) and CARDIO:DE (Richter-Pechanski
et al., 2023) corpora are currently the only instances
of annotated, distributable corpora of anonymized
patient-level clinical texts. Other open corpora are
based on information unrelated to individual pa-
tients, e.g. clinical guidelines in Borchert et al.
(2020), or are translated versions of a public En-
glish dataset, e.g. Frei and Kramer (2022).

To the best of our knowledge, no major effort
has been made in cross-corpus evaluation to assess
the robustness of German biomedical NER taggers.
The baseline models presented by Borchert et al.
(2022) or Kittner et al. (2021) are constrained to in-
domain, i.e., internal validation. Roller et al. (2022)
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conducted external validation of their model on a
small subset from GGPONC, but using their origi-
nal annotation policy. Only Frei and Kramer (2023)
and Richter-Pechanski et al. (2023) briefly report
on evaluating the baseline NER model from GG-
PONC 2.0 on aligned medication classes from their
respective datasets, with mixed results. Extending
this line of research, we consider multiple possible
label alignments, analyze span-wise metrics, and
explore several combinations of training corpora
and pre-trained Transformer models.

2.2 Data Harmonization in Clinical NLP

Several prior works have considered cross-corpus
evaluations through the alignment of semantic
classes across datasets for different machine learn-
ing tasks. For instance, some papers have been
released on acoustic emotion recognition (Schuller
et al., 2010; Zhang et al., 2011) or general NER
(Nothman et al., 2009). In clinical NLP, curated
dataset collections with common schemas are not
frequent. Efforts like HunFlair include 31 corpora,
but limited to the English language (Weber et al.,
2021). There are extensive cross-corpus studies of
biomedical NER models with similar entity classes
and corpora, but also only for the English language
(Kaewphan et al., 2016; Giorgi and Bader, 2019;
Galea et al., 2018).

In relation to data standards and schemas, many
annotated corpora are simply distributed in the raw
format of the respective annotation tool, e.g., BRAT
(Stenetorp et al., 2012) or WebAnno (Yimam et al.,
2013). While formats like BioC (Comeau et al.,
2013) present an attempt to standardize annotations
and other metadata for biomedical text datasets, the
semantics of entity annotations are not fully defined
inside the standard. This is counterproductive for
cross-corpus integration, as pre-processing efforts
are still needed to homogenize the data.

To alleviate these problems, Fries et al. (2022)
propose the BIGBIO framework, introducing fixed
data schemas for different NLP tasks. BIGBIO
makes minimal assumptions on pre-processing de-
cisions to suit different sorts of datasets. In addi-
tion, it provides parsers to harmonize more than
126 corpora within this schema and allows easy
access to them through the widely used Hugging
Face datasets library. However, parsers for the Ger-
man corpora used in this work were previously not
available. Therefore, we have contributed such im-
plementations as part of this work (Llorca, 2023).

3 Materials and Methods

In the following, we present the characteristics of
each corpus and an overview of the harmonization
and annotation alignment processes. We provide
a description of the experimental setup and the
evaluation methods used to analyze the results.

3.1 Datasets

An overview of the key details of the corpora used
in our cross-corpus experiments is given in Table 1.
All considered corpora have been manually anno-
tated by medically trained personnel. Further in-
sights on annotation policies and Inter Annotator
Agreement (IAA) are given below:

• BRONCO150: De-identified discharge sum-
maries annotated in two groups (A and B) of
medical experts and students. IAA as micro-
averaged phrase-level F1 score ranges across
entities from 0.81 to 0.94 for group A and
from 0.66 to 0.87 for group B. Each semantic
class is based on a different medical terminol-
ogy, which are also used for grounding.

• GGPONC 2.0: Clinical guidelines anno-
tated by seven medical students and curated
by a medical doctor. Mean IAA, measured
through the γ-method (Mathet et al., 2015), is
0.94 across all entity classes on a set of seed
documents after iterative annotation guide
refinement. Semantic classes are based on
SNOMED CT top-level hierarchies.

• GRASCCO: Synthetic case reports, origi-
nally without annotations. For the bench-
marks introduced by Bressem et al. (2023),
it was annotated by a single medical student
from the GGPONC 2.0 annotation team, fol-
lowing the same guidelines. Thus, the labeled
entities and annotation policy are the same for
both corpora. However, there is no data on
annotation quality and IAA.

• CARDIO:DE: De-identified discharge sum-
maries annotated by four medical informat-
ics and two advanced medical students. Fine-
grained medication information are annotated
following the policy proposed by Uzuner et al.
(2010). IAA is reported using token-level me-
dian F1 scores, ranging from 0.33 to 0.98
across classes on seed documents after iter-
ative annotation guide refinement. The lowest
IAA for entity classes that we use in this work
is 0.76 (active ingredient).
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Corpus Med. Field Text Genre Tokens Format Entities
BRONCO150
Kittner et al. (2021)

Oncology Discharge
Summaries

71K BioC /
BRAT

Diagnosis (ICD-10)
Treatment (OPS)
Medication (ATC)

GGPONC 2.0
Borchert et al. (2022)

Oncology Clinical
Guidelines

1,877K JSON Finding
Substance
Procedure

GRASCCO

Modersohn et al. (2022)
Various Synthetic

Case Reports
43K JSON see GGPONC 2.0

CARDIO:DE
Richter-Pechanski et al.
(2023)

Cardiology Discharge
Summaries

800K WebAnno
TSV

Medications (as in
Uzuner et al. (2010))

Table 1: Overview of the used corpora with their annotated entities, medical fields, text genres, size and data formats.
A full list of fine-grained entity classes for each corpus can be found in Table 2.

3.2 Harmonization and Label Alignment

For each corpus, we implement a parser within the
BIGBIO framework to derive a common notion of
documents, passages and entity spans as outlined in
Fig. 2. In order to preserve the source integrity, we
consider individual sentences as the main units for
our experiments, since the definitions of documents
and passages differ across corpora.

To obtain semantically equivalent entity classes,
we also need to align entity definitions inspired
by different medical ontologies across corpora.
Our attempt to do this is shown in Table 2. For
GGPONC 2.0 and GRASCCO, we consider their
fine-grained configuration of entity classes. In
some cases, there is no exact equivalence, e.g.
it is not immediately clear if Diagnostic Proce-
dure in GGPONC 2.0 corresponds to Treatment
in BRONCO150. Inspection of the annotations
shows that these two do not overlap fully, unlike
Therapeutic Procedure and Treatment. Therefore,
Diagnostic Procedure is left unmapped.

Medications are the only entity class that can
be consistently found across all corpora, although
its definition is not identical. In fact, CAR-
DIO:DE contains only medication annotations, but
much more fine-grained than in the other corpora.
BRONCO150 annotations leave out the dosage in-
formation of a medication, while CARDIO:DE an-
notations consider it with dedicated labels. GG-
PONC 2.0 (and GRASSCO) offer two span length
configurations: the short configuration matches the
BRONCO150 definition, while the long one covers
the Strength and Frequency annotations from CAR-
DIO:DE as well. Therefore, we can align annotated
spans across all corpora as shown in Table 3.

Cases where several medication annotations are
either nested or overlap are not possible in some
corpora and very seldom in others. Thus, the loss of
information when flattening the datasets into IOB
format is minimal. Non-contiguous annotations
are treated as separate entities, following the same
principle used for the NER models in the papers
from BRONCO150 and GGPONC 2.0.

3.3 Cross-Corpus Evaluation Experiments
As a result of the above assumptions, we only con-
sider annotations of medication entities for our
cross-corpus NER evaluation. We use the follow-
ing configurations of label alignments:

• Short-span: Short-span version of Clini-
cal Drug entities from GGPONC 2.0 and
GRASCCO, the Medication annotations from
BRONCO150 and Drug / Active Ingredi-
ents from CARDIO:DE (discarding linked
Strength and Frequency annotations), result-
ing in 15 combinations of training corpora.

• Long-span: Long-span version of GG-
PONC 2.0 and GRASCCO, discarding
BRONCO150, and merging Drugs, Strength,
and Frequency annotations from CAR-
DIO:DE that are linked to each other, as in
Richter-Pechanski et al. (2023), resulting in
seven combinations.

Afterward, we perform two sets of experiments:

(i) In a larger set of experiments, we fine-tune a
Transformer model with a token classification
head on all combinations of training data, and
evaluate it separately against the test split of
each corpus. For these experiments, we use
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GGPONC 2.0, GRASCCO BRONCO150 CARDIO:DE
Diagnosis / Pathology Diagnosis –
Clinical Drug Medication Active Ingredient, Drug
Therapeutic Procedure Treatment –
Other Finding, Diagnostic Procedure,
Nutrient / Body Subst., External Subst.

– –

– – Dosage, Route, Form, Reason,
Duration, Strength, Frequency

Table 2: Mapping of annotated semantic classes for named entities across datasets. (–) indicates that there are
no entities in a certain corpus equivalent to the entity of other dataset. Only the semantic classes for medications
(Clinical Drug, Active Ingredient, Medication, Drug) can be mapped across all four corpora.

Example Metroprolol 95 mg 1-0-1

GGPONC (L) Clinical Drug
GGPONC (S) Clinical Drug O
BRONCO150 Medication O
CARDIO:DE Active Ing. Strength Freq.

Table 3: Example of how the annotation policies for
medications vary in each corpus and how they can
be aligned. For GGPONC, L and S refer to the long
and short configurations. These apply equivalently for
GRASCCO.

the recent BioGottBERT (Lentzen et al., 2022)
as the pre-trained Transformer.

(ii) In a second set of experiments, we compare
the impact of different Transformer check-
points on the out-of-domain robustness of
trained NER models. For this purpose, we
consider only the long-span combinations
with two training datasets and an unseen test
dataset. The models we compare are GBERT
and GELECTRA (Chan et al., 2020), Bio-
GottBERT (Lentzen et al., 2022), and med-
BERT.de (Bressem et al., 2023).

Despite BRONCO150 having five splits for cross-
validation, incorporating this would greatly in-
crease the complexity and number of experiments.
Instead, we separate one random split for testing.
Similarly, CARDIO:DE does not have pre-defined
splits. Thus, we randomly sample a validation and
test set containing 12.5 % of all documents, fixed
for all experiments.

As hyperparameters, we use a learning rate of
5×10−5, with linear decrease and no weight decay,
warmup or label smoothing. All models are trained
for 50 epochs on a single NVIDIA A40 GPU with
a batch size of 32.

3.4 Evaluation Metrics

We make use of two evaluation methods: seqeval
and FairEval. Seqeval is widely used in the field
for sequence labeling evaluation and provides a
traditional F1 score implementation (Nakayama,
2018). FairEval is a novel approach to subdue the
double-penalties that occur in traditional evalua-
tion when a prediction misses the boundaries of
an annotation (Ortmann, 2022). It also provides
more fine-grained metrics for error analysis, as it
outputs true positives (TP) and separates boundary
errors (BE) from false positives (FP) and false neg-
atives (FN). In order to ease its usability for the
community, we implemented FairEval as a publicly
available Hugging Face evaluation module (Llorca,
2022). For the aggregation of scores across test sets,
we follow the conclusions of Forman and Scholz
(2010) and give greater importance to the micro-
averaged results. Macro scores are still reported,
accounting for the large size imbalance among the
datasets.

4 Results

The seqeval (traditional) F1 scores of the first set
of experiments are shown in Table 4 and 5 for
the short and long-span setting, respectively. We
omit FairEval scores for this set of experiments for
brevity, as the directionality of results is the same.

We use abbreviations with the first three let-
ters to refer to the datasets, i.e. GRASCCO is
GRA. We recall the experiments by the row num-
ber in Table 4 and 5 or by the following nota-
tion: BRO+GGP→BRO corresponds to the model
trained on BRONCO150 and GGPONC 2.0, and
tested on BRONCO150, i.e. the first cell in Table 4,
row 7 (0.925).
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4.1 Out-of-domain Generalization of Clinical
NER Models

In general, models perform considerably worse
when evaluated outside their training domain, i.e.,
when the training split from the target corpus is not
included in the joint training set. On average, F1

scores are approx. 20 pp. points lower on unseen
target corpora for both long-span and short-span
experiments. The differences are especially large
for the target corpus GGPONC 2.0 test set, having
reductions in F1 score of around 30 pp.

Differences are smaller when the target corpus
is GRASCCO, having a decrease of around 10
pp. Notably, the short-span model trained only
on GRASCCO obtains an F1 score of 0.821 on its
own test split (Table 4, row 15), while the model
trained on GGPONC 2.0 alone performs just 3 pp.
worse, achieving an F1 score of 0.788 (row 14).

4.2 Effect of Adding More Training Data

In general, models are not adversely affected or
mislead by adding datasets from different medical
fields or text genres other than the training corpus.
There are many cases where adding data from a dif-
ferent domain slightly improves the performance.
For instance, CAR→ CAR achieves an F1 score of
0.876 (Table 4, row 13), while CAR+GGP→ CAR
(row 9) scores slightly higher with 0.880. The same
holds true for the long-span setting: CAR+GGP
→ CAR outperforms CAR→ CAR (Table 5, rows
17/20) by a small margin.

Cases where adding more data is only slightly
detrimental are consistent across all experiments.
Considering the short-span experiments with GG-
PONC 2.0 as the target corpus, we see how train-
ing just on itself achieves 0.910 F1 score (Table 4,
row 14) and adding more corpora decreases perfor-
mance slightly up to 0.905 (for all four datasets,
row 1). This finding can be observed across all
experimental settings.

Such marginal loss of performance trades off
positively with the robustness of models across
multiple corpora. The results of the model trained
on all corpora (BRO+CAR+GGP+GRA in Table 4,
row 1) are slightly below those obtained by models
trained on each corpus separately (shaded diagonal
in Table 4, rows 12-15), while increasing the micro
F1 by a wide margin of 19 pp. on average. The
same holds true for the long-span setting, with an
average increase in micro F1 of 18 pp.

4.3 Performance of Different Transformer
Checkpoints

Results from the second set of experiments to in-
vestigate the impact of different pre-trained Trans-
former checkpoints on the out-of-domain robust-
ness of NER taggers are presented in Table 6. This
time, FairEval F1 scores are shown together with
the seqeval (traditional) scores, to gain more in-
sights into the actual magnitude of the performance
drop compared to the in-domain baseline.

For the setting tested on GGPONC 2.0, the
best Transformer checkpoint varies when bound-
ary errors are counted once instead of twice: med-
BERT.de obtains a higher FairEval score than Bio-
GottBERT, whilst achieving a lower seqeval score.

There is no clear pattern with regard to the gener-
alization capabilities of different pre-trained Trans-
formers. GELECTRA performs best in two out
of three scenarios, but falls in third place for the
remaining case, where GGPONC 2.0 is the un-
seen target. Additionally, BioGottBERT is always
the second-best checkpoint whenever GELECTRA
gets the first place. The best performing Trans-
former for the settings tested on GGPONC 2.0 and
CARDIO:DE are still far from a baseline where
the model has seen the training split of the target
corpus in training. In contrast, for the setting tested
on GRASCCO, GELECTRA obtains a traditional
F1 score just 1 pp. below the baseline result from
BioGottBERT on GRA→ GRA.

5 Discussion

In this section, we discuss our findings and perform
a fine-grained error analysis.

5.1 Cross-Corpus Evaluation

In general, all models perform poorly on truly
unseen data, no matter if the datasets belong to
the same medical field (BRONCO150 and GG-
PONC 2.0 concern oncology), if the annotation
procedure and source format are the same (for GG-
PONC 2.0 and GRASCCO) or if the text genre is
similar (BRONCO150 and CARDIO:DE contain
discharge summaries).

When the model has not seen the target corpus
during training, it performs significantly below par,
which we attribute to the widely different entity
definitions and annotation policies. This is the case
even for a seemingly well-defined semantic class
like medications. Although the pattern is less evi-
dent for the short-span configuration, this is likely
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Test set F1 (Average)
BRO CAR GGP GRA Micro Macro

1 BRO CAR GGP GRA 0.928 0.876 0.905 0.783 0.898 0.874
2 BRO CAR GGP 0.930 0.873 0.906 0.694 0.897 0.852
3 BRO CAR GRA 0.916 0.876 0.593 0.776 0.694 0.792
4 BRO GGP GRA 0.937 0.708 0.906 0.854 0.850 0.855
5 CAR GGP GRA 0.820 0.879 0.906 0.717 0.890 0.832
6 BRO CAR 0.932 0.883 0.549 0.719 0.672 0.774
7 BRO GGP 0.925 0.728 0.907 0.745 0.855 0.829
8 BRO GRA 0.946 0.713 0.631 0.796 0.680 0.781
9 CAR GGP 0.812 0.880 0.901 0.694 0.885 0.823

10 CAR GRA 0.779 0.879 0.588 0.778 0.696 0.767
11 GGP GRA 0.798 0.724 0.907 0.846 0.846 0.823
12 BRO 0.956 0.740 0.562 0.681 0.647 0.745
13 CAR 0.754 0.876 0.489 0.687 0.628 0.708
14 GGP 0.758 0.684 0.910 0.788 0.834 0.786
15 GRA 0.774 0.812 0.669 0.821 0.718 0.773

Mean on seen data 0.934 0.878 0.906 0.796
Mean on unseen data 0.785 0.730 0.583 0.715

Table 4: F1 scores (short-span setting) resulting from tuning BioGottBERT on each combination of training sets
against each separate target corpus and their micro and macro aggregation. The example from Fig. 1 would
correspond with row number 4. We highlight in bold and underlined the highest and second-highest scores for each
test set. The shaded cells denote experiments where the training portion of the test corpus is seen at training. We
see that (1) models generalize poorly to other domains (unshaded cells are consistently lower scores than shaded
ones) and (2) models generally benefit from adding more corpora at training to the target corpus.

Test set F1 (Average)
CAR GGP GRA Micro Macro

16 CAR GGP GRA 0.796 0.788 0.549 0.769 0.716
17 CAR GGP 0.807 0.788 0.485 0.774 0.698
18 CAR GRA 0.801 0.480 0.409 0.577 0.569
19 GGP GRA 0.579 0.794 0.625 0.710 0.676
20 CAR 0.804 0.424 0.258 0.543 0.504
21 GGP 0.560 0.793 0.547 0.703 0.639
22 GRA 0.593 0.496 0.606 0.532 0.599

Mean on seen data 0.802 0.791 0.547
Mean on unseen data 0.577 0.467 0.430

Table 5: F1 scores (long-span setting) resulting from tuning BioGottBERT on each combination of training sets
against each separate target corpus and their micro and macro aggregation. Values highlighted as in Table 4. The
findings drawn in Table 4 are even more notable in this setting.

just because the task at hand is easier (i.e. shorter
spans are easier to identify) – without seeing the
test corpus at training, the scores remain on lev-
els that may be deemed acceptable, but are still
considerably worse.

Having models achieve higher micro and macro
F1 scores across all target sets when they have seen
more corpora at training is consistent with our as-
sumptions. The fact that adding corpora to the train-

ing split of the target corpus does not significantly
reduce performance has promising implications: if
there were enough open datasets, current day neu-
ral network architectures are indeed enough to ob-
tain robust NER taggers through their combination.
Concerning the cases where adding more corpora
to the target corpus at training time increases model
performance on it, GGPONC 2.0 seems to be the
most contributing dataset: the results of CAR→
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CAR+GGP→GRA CAR+GRA→GGP GGP+GRA→CAR
——seqeval FairEval— ——seqeval FairEval— ——seqeval FairEval—

BioGottBERT 0.485 0.562— 0.480 0.520— 0.579 0.640—
GBERT 0.475 0.552— 0.384 0.413— 0.554 0.621—
GELECTRA 0.594 0.674— 0.398 0.434— 0.581 0.658—
medBERT.de 0.458 0.512— 0.456 0.524— 0.550 0.620—
Baseline 0.606 0.723— 0.793 0.839— 0.807 0.846—

Table 6: Out-of-domain evaluation of different Transformer checkpoints. We consider the experiments of the long-
span configuration that included two corpora for training and were tested on the unseen dataset. We report traditional
(seqeval) and FairEval F1 scores to account for the effect that double penalties on close-to-target predictions have in
model selection. For reference, we include the single-corpus, in-domain results achieved by BioGottBERT as a
baseline (GRA→ GRA, GGP→ GGP, CAR→ CAR).
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Figure 3: Error counts (True Positives, False Positives, False Negatives and Boundary Errors) per Transformer
checkpoint for long-span experiments using two corpora for training and evaluated on the remaining, unseen corpus.

CAR and GRA → GRA improve when adding
GGP to the training sets in both span-length config-
urations. Suspected reasons could be its large size,
thematic diversity, or relatively high IAA. It also
suggests that non-patient-related data (like clinical
guidelines) can be useful to robust models when
evaluated on patient-related data such as discharge
summaries.

5.2 Error Analysis

The comparison of different checkpoints is initially
favorable to GELECTRA, performing best in two
out of three settings. It should also be noted that
the best models in the last case (BioGottBERT and
medBERT.de) included unlabelled texts from GG-
PONC in their pre-training phase

A more detailed error analysis shows that Bio-
GottBERT and medBERT.de obtain more TPs,
while producing fewer FNs and FPs aggregated

through all three experiments than GELECTRA
(see Fig. 3a). Furthermore, BioGottBERT also pro-
duces less boundary errors, making a case for the
current most robust model on unseen data. How-
ever, the averaged trend is not consistently reflected
across individual experiments (see Fig. 3b).

It is also noteworthy that general-domain mod-
els are more prone to FNs, i.e., completely missing
some entities. We suppose that the reason for this
is that biomedical-tuned models are more familiar
with the medical terminology in the datasets. In
contrast, the number of FPs is closer for all Trans-
former models.

6 Conclusion and Outlook

Reaching agreements and establishing standards
for clinical entity annotation is vital to facilitate
inter-corpus operability. So it is adhering to simi-
lar formats and schemas to structure the informa-
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tion. This can help to combine the sporadically
released open medical text datasets for non-English
languages to build more robust models. Our work
aimed to support this goal by harmonizing all cur-
rently available, semantically annotated German
medical corpora within the BIGBIO framework
and make the implemented data loaders available
to the community.

Our experiments show that the currently avail-
able corpora in German serve for poorly general-
izable models. Our results also suggest that mix-
ing multiple corpora in training is beneficial on
single test splits and widely improves robustness,
thus highlighting the importance of easing cross-
corpus integration. The comparison of different
pre-trained Transformers does not shed conclu-
sive results. Both general-purpose and biomedical-
specific instances seem to perform similarly on
unseen data.

The results presented in this paper correspond
to a single training iteration on all combinations
of the pre-defined train-test splits of the data. For
future work, we consider performing proper cross-
validation experiments by dividing each corpus into
folds and using all resulting combinations in order
to obtain more stable results and confidence inter-
vals. However, this approach increases the number
of experiments from 34 trained models to 340. We
have obtained preliminary results of such evalua-
tion, and the findings are consistent with the ones
presented in this work. Other options for further
research include extending our comparison of mul-
tiple Transformers, or even considering generative
approaches to NER.

Investigating whether other label alignments are
meaningful once more comparable datasets become
available would help to reinforce our results out-
side of medication annotations. Given the cur-
rently available corpora, the only other entities that
might be comparable are the short version of Diag-
nosis/Pathology and Therapeutic Procedure from
GGPONC 2.0 with Diagnosis and Treatment from
BRONCO150, respectively. However, here the dif-
ferences in semantics are even more pronounced
than in the case of medication. Annotation cam-
paigns using unpublished corpora, which concern
other medical fields and text genres, suggest that we
might be able to harmonize other semantic classes
in the future. For instance, the Condition category
in the fine-grained annotation scheme proposed by
Roller et al. (2016) for clinical notes in nephrol-

ogy roughly corresponds to the Findings class in
GGPONC 2.0.

To conclude, our study calls for more represen-
tative large German clinical corpora to generate
robust NER taggers that can be used for real-world
scenarios, together with a consensus on the seman-
tics and annotation guidelines to equate labeled
entities through the datasets.

Limitations

Our findings are limited to medication entities,
the only semantic class that is annotated in all
available corpora. Moreover, we had to exclude
BRONCO150 for long-span experiments due to a
mismatch of entity definitions. Although the la-
bel alignment decisions are somewhat subjective,
they are made based on a thorough inspection of
definitions and samples.

The differences in annotation quality and biases
may be playing an uncertain role in the models.
However, making statements on the impact of the
annotation quality is challenging, since each work
followed a different annotation protocol and reports
different measures of annotator agreement. This is
another area where harmonization efforts might be
warranted for future research. Furthermore, explor-
ing different hyperparameter configurations lied
out of scope for our work, but could have a sub-
stantial impact. Mainly, the results from the Trans-
formers comparison (Table 6) could shed different
conclusions if the hyperparameters were optimized
for each model.
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Abstract

Post-stroke speech and language deficits (apha-
sia) significantly impact patients’ quality of
life. Many with mild symptoms remain un-
diagnosed, and the majority do not receive
the intensive doses of therapy recommended,
due to healthcare costs and/or inadequate ser-
vices. Automatic Speech Recognition (ASR)
may help overcome these difficulties by im-
proving diagnostic rates and providing feed-
back during tailored therapy. However, its
performance is often unsatisfactory due to the
high variability in speech errors and scarcity
of training datasets. This study assessed the
performance of Whisper, a recently released
end-to-end model, in patients with post-stroke
aphasia (PWA). We tuned its hyperparameters
to achieve the lowest word error rate (WER)
on aphasic speech. WER was significantly
higher in PWA compared to age-matched con-
trols (10.3% vs 38.5%, p < 0.001). We demon-
strated that worse WER was related to the more
severe aphasia as measured by expressive (overt
naming, and spontaneous speech production)
and receptive (written and spoken comprehen-
sion) language assessments. Stroke lesion size
did not affect the performance of Whisper. Lin-
ear mixed models accounting for demographic
factors, therapy duration, and time since stroke,
confirmed worse Whisper performance with
left hemispheric frontal lesions. We discuss the
implications of these findings for how future
ASR can be improved in PWA.

1 Introduction

Aphasia is a language impairment that causes diffi-
culties in speaking, understanding and/or writing
coherent and meaningful sentences. This deficit
negatively impacts numerous daily activities, such
as working, shopping or participating in commu-
nity and leisure experiences. As a consequence,
patients with aphasia report high levels of depres-
sion, passiveness, social exclusion and a general
decline in their quality of life (Spaccavento et al.,

2014). Overall, there are at least 2 000 000 people
in the USA (National Aphasia Association) and
more than 350 000 people in the UK with apha-
sia (Stroke Association). Roughly 45% of apha-
sic disorders arises following a stroke (Ali et al.,
2015). Stroke cases, mortality and morbidity have
increased substantially over the last two decades,
with 70% increase in incident strokes, 43% deaths
from stroke, and 143% DALYs Feigin et al. (2022).
Consequently, the incidence of aphasia has also
increased. Importantly, the presence of aphasia per
se worsens the overall stroke outcomes (Lazar and
Boehme, 2017; Geranmayeh et al., 2016). There-
fore, due to the psycho-social burden and the cur-
rent increase in stroke cases, early diagnosis and
treatment of aphasia need to be addressed.

The mainstay treatment of aphasia is speech and
language therapy; it entails practices with language
exercises for improving language ability, as well as
adjusting to new ways of communicating (Palmer
et al., 2018). According to the results of differ-
ent meta-analyses, higher intensity speech therapy
treatment is strongly associated with greater treat-
ment efficacy (Robey 1998; Bhogal et al. 2003;
Kelly et al. 2010; Breitenstein et al. 2017). Pro-
viding ongoing efficient treatment, however, can
be challenging due to limited resources, which can
make face-to-face speech therapy costly and dif-
ficult to achieve for every patient need (Palmer
et al., 2012; Le et al., 2018). The situation became
worse especially after the COVID-19 pandemic cri-
sis, that led to the suspension or the slowdown of
non-urgent care, including speech and language
therapies (Chadd et al., 2021).

A solution for these issues might be the use of
speech recognition models, able to remotely and au-
tomatically transcribe long pieces of conversation
to easily analyse patients language profiles and to
give tailored treatments. Nevertheless, even though
Automatic Speech Recognition (ASR) tools have
been already explored in research, until now these
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have been slow to catch up with the performance
obtained in healthy speech (Abad et al., 2013; Le
et al., 2016; Jamal et al., 2017; Le et al., 2018).
Indeed, the models trained on healthy data struggle
to achieve high accuracy in metrics like Word Error
Rate (WER) or Phoneme Error Rate (PER), mostly
due to the features of aphasic speech.

Speech from PWA is largely thought to have se-
mantic (meaning) and phonological (speech sound)
errors, as well as dysfluencies, each with indepen-
dent recovery trajectories (Stefaniak et al., 2022).
Furthermore, aphasic speech has characteristics
that might include: slow and hesitant elocution
with episodes of agrammatism (e.g. absence or
improper use of function words and verbs - Dam-
ico et al. 2010), word-finding problems that af-
fect mostly nouns and picturable action words,
frequent stammer, as well as an overall flow of
speech that is often fragmented, choppy, unintel-
ligible and/or awkwardly articulated (Abad et al.,
2013). These aspects can be influenced also by
motor control problems like apraxia and dysarthria,
frequently present in aphasia, which may also pro-
duce articulation distortion and aberrant prosody
(Le et al., 2016). Hence, the challenges that these
models need to address include the high variability
of speech errors, both between and within apha-
sic individuals, as well as the lack of satisfactory
training datasets.

We tested the performance of a state-of-art
sequence-to-sequence ASR transformer model that,
to our knowledge, has not been used yet on clinical
data. This model, released by Open AI (Radford
et al., 2022), is named Whisper1 and it is known for
its superior performance in healthy speech when
compared with other notable commercial and open-
source ASR systems. The feasibility of this model
in clinical practice is supported by the low WER
in healthy speakers, and the powerful large multi-
lingual weakly supervised dataset on which it was
trained. Moreover, the ability to run Whisper lo-
cally, will help to preserve the privacy of patients’
sensitive data and allow testing in compliance with
local and continental regulations. For the purpose
of this study, the Whisper testing is done on a novel
database of speech of PWA that we have created.

We fine-tuned Whisper parameters relevant for
aphasic speech, detailed in Section 3.2. This led
us to retrieve the best model according to the low-

1The model name comes from the acronym of WSPSR
standing for Web-scale Supervised Pretraining for Speech
Recognition

est WER to test on speech audio. We then com-
pared the patients’ WER to an aged-matched con-
trol group that performed the same speech produc-
tion task. After correlation analyses, we created
linear mixed-effects models and observed interest-
ing and significant relations with the average per-
formance of the ASR (see Section 4). According
to these results, our analysis offers useful insights
to consider for our next steps, from which other re-
searchers can also benefit. We expect that our study
will advance the work of ASR for PWA, enriching
and inspiring the research of the natural language
processing community applied in the healthcare
framework.

2 Related Work

Since the introduction of ASR technology in clini-
cal studies, algorithms have had to deal with several
challenges. The variability and complexity of dis-
ordered speech, sometimes unintelligible, has led
researchers to move forward with the creation of
novel ASR trained with pathological speech data.
Nevertheless, an additional difficulty they have to
face is the scarcity of datasets of such disordered
speech, limiting the accuracy and/or the generalis-
ability of the results. An example of this is the
work of Peintner and colleagues (2008), which
extracted language features from their corpus for
distinguishing different frontotemporal lobar de-
generation, one of which includes progressive non-
fluent aphasia. Although the study demonstrated
encouraging outcomes, it was conducted on a com-
paratively limited dataset, and no examination was
performed regarding the reliability of the features
extracted using ASR.

Similarly, Fraser et al. (2013) attempted to differ-
entiate and diagnose primary progressive aphasia
(PPA) and two of its sub-types, semantic dementia
(SD) and progressive non-fluent aphasia (PNFA)
extracting 58 lexical and syntactic features. Us-
ing a reduced dataset, an optimized support vector
machine (SVM) and random forests (RF) classi-
fiers, Jin and colleagues (2022) tried to face the
problem of the dataset with data augmentation on
a recognition model for patients with dysarthria.
They reached an overall WER of 27.8% on the
UASpeech test set, underlining that the lowest pub-
lished WER on the subset of speakers with "Very
Low" unintelligibly was of 57.3%.

Differently, Kohlschein and colleagues (2017)
used the speech elicited in the Aachen Aphasia
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Test assessment as a database to train their algo-
rithm. They built a model that automatically anal-
ysed pathological speech to identify patients’ apha-
sia type and severity based solely on acoustic fea-
tures. AphasiaBank, a large database open to mem-
bers, was used by Le and colleagues (2018) to
successfully detect medically-relevant quantitative
measures to predict aphasia with WER (Word Er-
ror Rate) of 39% in spontaneous aphasic speech.
Their previous work, with a WER of 45% (Le and
Provost, 2016; Le et al., 2017), established the
first ASR baseline on AphasiaBank, showing that
this dataset can guide the understanding of aphasic
speech recognition.

In Le et al. (2017), the authors used an acous-
tic modelling architecture of multi-task DBLSTM-
RNN (double bidirectional long short-Term mem-
ory recurrent neural network) with four hidden
BLSTM with 2 diverse language models for de-
coding. The authors investigated features based
on speech duration, the quality of pronunciation,
phone edit distance, and dynamic time warping on
phoneme posteriorgrams. On the other hand, Le
et al. (2018), even though using a similar pipeline,
chose to investigate lexical diversity and complex-
ity, posteriorgram-based dynamic time warping,
pairwise variability error, dysfluency and informa-
tion density in aphasic speech. Lastly, like the
work of Qin et al. (2016), a Cantonese version of
AphasiaBank has been implemented by Liu et al.
(2018), together with the CUSENT and CanPEV
Cantonese corpora. In this case, as an evalua-
tion metric they used a Syllable Error Rate (SER)
with the AphasiaBank and a multilayer time delay
neural network (MT-TDNN) with a bidirectional
long short-term memory (BLSTM) model struc-
ture. This obtained 18.5% of WER for unimpaired
speech and 42.4% for impaired speech.

An alternative strategy is to employ ASR that
already exists as per study by Mahmoud and col-
leagues (2023), where the authors customised ex-
isting ASR for a specific research goal, selecting
Microsoft Azure Speech-to-Text API or Google
Speech-to-Text API. In this study we are adopting
a similar approach: given the impressive perfor-
mance of Whisper on healthy speech, largely due
to its training dataset being several orders of magni-
tude larger than preceding ASR, we expect Whisper
accuracy to be similar to aforementioned models
trained on aphasic data.

Table 1: Sample Characteristics

Control
(N = 23)

Patients
(N = 23)

Mean (Standard Deviation)

Age (months) 59.96 (11.24) 61.45 (10.98)

Gender

Male 10 14

Female 13 9

Grammatical Complexity∗ 15.17 (3.59) 9.60 (4.33)

Productivity 127.83 (59.87) 91.41 (53.66)

Lexical Diversity∗ 60.65 (21.85) 37.01 (16.64)

Fluency∗∗∗ 136.81 (39.66) 68.31 (39.13)

Flawed Syntax (%)∗∗ 3.53 (8.60) 37.08 (34.16)
∗ : p < 0.05; ∗∗ : p < 0.01; ∗∗∗ : p < 0.001

3 Methods

3.1 Dataset

For our study, we used the SONIVA (Speech recOg-
NItion Validation in Aphasia) database, a compre-
hensive validation database that we are creating
for training automated aphasic speech recognition
in the research and clinical setting. SONIVA is
composed of speech recordings derived from PWA
taking part in the IC32 study (Imperial Compre-
hensive Cognitive Assessment in Cerebrovascular
Disease; Gruia et al. 2022), and PLORAS study
(Predicting Language Outcome and Recovery After
Stroke; Seghier et al. 2016). The SONIVA database
aims to be a large and comprehensively annotated
speech database including quantitative measures
of speech and English as well as IPA transcrip-
tions. With this dataset we are producing quantita-
tive summary measures from the Comprehensive
Aphasia Test (CAT; Swinburn et al. 2004). To un-
derstand the various relations with the WER, we
included into statistical models the patients’ CAT-
derived summary measures, quantitative measures
of spontaneous speech, size and location of stroke
lesion, and demographic factors.

We used as input to Whisper the data of 46 par-
ticipants, divided into an aged-matched controls
group (N = 23) and PWA (Patients with aphasia;
N = 23). For patients, audio speech was collected
across multiple time-points since their stroke, re-
sulting in a total of 38 audio files. The speech is
recorded during the picture description task from
the CAT assessment (Swinburn et al., 2004).

The audio was transcribed verbatim by a speech

2https://www.ic3study.co.uk
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therapist and 3 trained postgraduate students, with
excellent inter-rater reliability (73% overall word-
level match). The text is in CHAT format (Codes
for the Human Analysis of Transcripts; MacWhin-
ney 2014), managed and analyzed through the
CLAN software. Using CLAN, the following
measures were generated: grammatical complex-
ity (mean length of utterance in morphemes), pro-
ductivity (number of total words), lexical diversity
(number of different words), fluency (words per
minute) and flawed syntax (incorrect utterances
that do not have at least one verb, copula, modal, or
participle). All these measures are included in the
sample characteristics in table 1, together with the
Mann-Whitney tests results in case of significant
differences between groups.

3.2 End-to-end Transformer

With 680 000 hours of training on noisy data, of
which approximately 20% is derived from non-
English languages, its performance on healthy
speech has been near human-level with respect to
accuracy (Radford et al., 2022). In addition to
Whisper’s large training dataset, its superior per-
formance is enhanced by the weakly supervised
transcription. Its labels are not fully precise or
complete, but rather are noisy or partial, because
the authors used an ASR to create the labels, which
are not perfect and prone to errors. Nevertheless,
in order to improve the labels’ quality, any text
that seemed to be created automatically was dis-
carded. This included the elimination transcrip-
tions that had only upper- or lower-case letters or
lacked punctuation, as these were probably gener-
ated by machines rather than people. Once they
created this dataset, the original version of Whis-
per was trained and used to understand what was
wrong with the data (through error rating metrics)
for manually inspecting the low-quality parts and
creating an iterative training process.

The model architecture is a sequence-to-
sequence transformer, commonly used since 2017
(Vaswani et al., 2017) for its reliability. The audio
chunks are initially transformed into an 80-channel,
25 ms window, 10 ms stride Mel spectrogram. The
features are scaled between -1 and 1 with a mean of
0 throughout the sample. Interestingly, their multi-
task training set has special tokens as task specifiers
or classification targets (such as language identi-
fication or timestamp tokens). Whisper uses the
same byte-level BPE text tokenizer used in GPT-2

(Sennrich et al. 2015; Radford et al. 2019) for the
English-only models, as they have both English-
only and multi-language models, released in differ-
ent sizes (from 39M parameters for tiny model to
1.55B parameters for large model).

3.3 Hyperparameters Fine-Tuning
We conducted a grid search fine-tuning, choosing
the best performing model based on the WER.
Therefore, we took into account the following
hyperparameters: 1) the model size (base, small,
medium, with 74 M, 244 M and 769 M parameters
respectively); 2) ‘compression_ratio_threshold’
(2.0, 2.4, 2.8, 3.2) and 3) ‘logprob_threshold’ (-1.5,
-1.0, -0.5, -0.25). These parameters were chosen
as they were close to the default values, which are
‘2.4’ for the compression_ratio and ‘-1.0’ for the
logprob_threshold.

The ‘compression_ratio_threshold’ regulates the
degree of audio compression on the input speech.
In case of PWA speech, low pitch is very frequent
so modulating this normalisation parameter may be
useful. Whisper used this compression rate during
decoding as a criterion for adjusting its temperature
parameter, increasing it when the generated text
had a compression rate higher than 2.4 (Radford
et al., 2022).

On the other hand, the ‘log prob_threshold’ reg-
ulates the required probability to add a new token
to the vocabulary of the ASR. This fine-tuning is
particularly helpful when in the PWA might appear
frequent neologisms (newly coined word). Lower
log-probability thresholds could lead to a bigger vo-
cabulary and more accurate compression, but may
also increase computational complexity. Also here
Whisper used the average log probability over gen-
erated tokens as a criterion for adjusting the temper-
ature during decoding, increasing the temperature
when the average log probability fell below -1.0.
By selecting values of -1.5, -1.0, -0.5, and -0.25 for
‘log prob_threshold’, it is possible to evaluate how
these thresholds impact the balance between explor-
ing alternative options and maintaining reliability
in the generated text.

3.4 Evaluation metrics
The evaluation of the ASR performance was done
with the WER based on string edit distance, calcu-
lating the least number of steps necessary to convert
one string from Whisper output to the string from
the actual manual transcription. However, since
the WER penalizes also innocuous differences, we
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Figure 1: WER distribution density of the Whisper
model for patients (N = 23) and age-matched con-
trols (N = 23).
∗∗∗ : p < 0.001

had to pre-process the human transcript in CHAT
format, similarly to the work of Torre et al. (2021).
This procedure is justified as well by the special
symbols used that tag phenomena like semantic in-
consistencies, repetitions, retracing or sound frag-
ments prevalent in speech from PWA. The CHAT
symbols that mark such phenomena have been re-
moved, eliminating also all punctuation.

In the case of neologisms, if the word was not
particularly clear, the transcribers would write the
literal phonetic alphabet version. For the evalua-
tion of these non-words, they were transformed into
the latin alphabet leaving their phoneme sequence
unchanged. It should also be noted that human
transcriptions included false starts and unique sym-
bols for filler words like “uhuh”, “um”, and other
isolated sounds or interjections, which we decided
to preserve since it is a peculiarity of speech from
PWA. For the group comparison, we extracted only
the participants lines for both the human and ASR
transcription, deleting the assessor or carer speech.

3.5 Statistical Analysis
Before modelling the data, to understand the per-
formance difference of Whisper across groups, we
compared the WER of patients and controls. In
case of repeated measurements, to derive descrip-
tive statistics, we averaged over sessions and then
over participants to obtain group characteristics.
Instead, the models considered all available infor-
mation without losing any variability of the data.
All the summary outcomes took into account the
specific observation weights (e.g. the length of
the speech in each audio sample). Due to the
non-normality of the distributions and the fact that

the samples were independent, we used a Mann-
Whitney test.

In addition, a correlation analysis was conducted
to establish significant relationships between the
WER and CAT scores, as well as the lesion features.
Due to the continuous variables considered, we
used Pearson correlation coefficients. Furthermore,
to pinpoint the associations between our main vari-
ables of interest, we used linear mixed-effects mod-
els, able to take into account the characteristics of
the samples such as repeated measurements and
unbalanced data, as well as adjusting the results for
potential confounders (Fitzmaurice et al., 2012).

4 Results

Through the grid search optimisation, we gener-
ated a total of 48 models, obtained by the com-
binations of the three aforementioned parameters.
The model that performed best, according to the
lowest WER, was the one that used the medium
model, with compression_ratio_threshold at 2.0,
and logprob_threshold at −1.5. The WER dif-
fered significantly between controls and patients
(U = 497, p < 0.001, fig.1), patients had an
almost four-fold increase in WER than the control
group (38.5% vs 10.3%).

Considering the correlation analysis, CAT scores
and WER associations were all found to be signifi-
cant and they are shown in figure 2. All the three
scores of CAT showed a negative relation with the
outcome, reflecting in general a worse precision
of the ASR in the case of patients with more se-
vere aphasia. As far as the stroke lesion volume is
concerned, no significant correlation was found.

Since we wanted to adjust results for potential
confounders and find significant and meaningful
relations, we modelled the data with mixed-effect
models and reported the outcomes in table ??. In
total, four main clusters of models were run to
evaluate the effects of lesioned hemisphere, lesion
presence considered singularly, CAT scores, and
lesion volume on the abilities of the ASR to tran-
scribe correctly the speech. All the models were
adjusted for socio-demographic (age, gender and
years of education) and aphasia-related informa-
tion (time of test since stroke and hours of speech
therapy).

Comparing patients with lesions in left and right
hemispheres, the ASR performed worse in terms
of WER in left temporal and frontal lobes, as well
as in the left parietal lobe, although this last as-
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(a) (b) (c)

Figure 2: Association between Word Error Rate of the ASR and the patients’ CAT results for (a) Total Picture
description score, (b) Naming Score and (c) Comprehension Score.

sociation was not statistically significant. Testing
individual lobes confirmed that ASR performance
is worse in patients with left frontal lobe lesions,
linking it to the localization of expressive language.
Moreover, even considering these models, the le-
sion volume features did not show any significant
result.

Finally, CAT derived Total Picture description
score, Naming Score and Comprehension Score all
had negative relations with the WER, representing
higher errors when patients performed poorly in
the tests.

5 Discussion

The evaluation of the ASR using the WER met-
ric allowed us to understand how well Whisper,
a model trained on a very large healthy speech
dataset, performs on PWA speech. We were able
to optimise the performance of Whisper based on
three hyperparameters, observing similar outcomes
in terms of WER when comparing the performance
of fine-tuned Whisper model with the performances
of previously described ASR systems tailored for
PWA.

Using two measures of overt speech production
(CAT naming and CAT Total Picture description
score for spontaneous speech production) and a
measure of speech comprehension (CAT compre-
hension score), we were able to show that ASR
performances is related to the severity of aphasia.
These results were confirmed by the mixed-effect
models when adjusting for confounding factors
such as demographics, time since stroke or dura-
tion of therapy. Our findings are in keeping with
the study by Torre et al. (2021) that reported 55.5%
WER in severe and 22% in mild cases of aphasia.

Furthermore, we showed for the first time that

stroke lesion location is related to the performance
of the ASR. Speech from patients with left later-
alised lesions, and more specifically in the left
frontal lobe, was the hardest to recognise using
Whisper. This result is consistent with the known
localisation of spoken language processing in the
brain. Specifically, frontal lobes, together with
other parts of the language network, are thought to
be primarily implicated in higher-order language
functions, such as sentence comprehension, produc-
tion, speech planning and overt speech production
(Geranmayeh et al., 2014). Temporal lobes are
essential for language processing and retrieval of
semantic information during overt naming (Binder
et al. 2020; Binney et al. 2010). Future studies
can use information about stroke lesion or brain
anatomy to improve ASR training and performance
in PWA.

Qualitatively, we noted in some cases Whisper
was capable of transcribing filler words (such as
“hum”, “umm”), frequently observed in PWA. De-
spite this, the WER occasionally increased as a
result of the frequent usage of fillers. False starts
(e.g. ‘The k- kit- umm... the kitty’) were rarely de-
tected and transcribed correctly. There were cases
when some words were uttered with low speech
volume and were not detected at all, as well as
unintelligible words that were skipped altogether
by Whisper. These qualitative observations need
to be validated with quantitative analysis on larger
aphasia-specific datasets to identify PWA speech
features that contribute to the worse performance
of ASR in PWA. The ‘confidence’ of the ASR in
detecting these aspects can accordingly be reduced,
and more specific ASR training can be performed
on speech encompassing these specific features.
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WER %

Estimate s.e. p 95% CI σ2
group(s.e.)

Hemisphere Lesion (Left vs Right)
Temporal (Left) 26.72 12.98 0.040 [1.28, 52.16] 137.28 (11.18)

Parietal (Left) 19.79 16.70 0.236 [-12.95, 52.53] 162.68 (12.43)

Frontal (Left) 38.22 13.32 0.004 [12.12, 64.32] 128.92 (10.44)

Brain Lobe Lesioned (Yes vs No)
Temporal

Left (Yes) 6.96 8.21 0.397 [-9.14, 23.05] 178.74 (12.56)

Right (Yes) -25.98 11.95 0.030 [-49.41, -2.55] 126.47 (9.37)

Parietal
Left (Yes) 15.54 9.37 0.097 [-2.83, 33.91] 130.29 (10.58)

Right (Yes) -16.47 15.80 0.297 [-47.44, 14.50] 165.17 (11.86)

Frontal
Left (Yes) 28.56 10.23 0.005 [8.52, 48.61] 92.86 (8.37)

Right (Yes) -25.98 11.95 0.030 [-49.41, -2.55] 126.47 (9.37)

Language Assessments
Total Picture description score -0.81 0.23 0.000 [-1.26, -0.37] 88.37 (6.98)

Naming Score -0.32 0.15 0.037 [-0.62, -0.02] 109.48 (8.33)

Comprehension Score -0.64 0.31 0.041 [-1.25, -0.03] 165.84 (11.12)

Lesion Volume
Left Hemisphere Lesion 0.25 0.28 0.378 [-0.30, 0.80] 171 (12.1)

Right Hemisphere Lesion -1.59 1.28 0.215 [-4.09, 0.92] 161.24 (11.52)

Total Volume 0.20 0.30 0.512 [-0.39, 0.79] 173.1 (12.38)

Table 2: Results of Linear Mixed-Effect regressions on Hemisphere Lesioned, the exact location of the lesion,
Language Assessments, and Lesion Volume. The models are adjusted for socio-demographic factors (age, gender,
and years of education) and aphasia-related information (time of test since stroke and hours of speech therapy).

6 Conclusion and Future Work

This study evaluated the performances of the Whis-
per end-to-end ASR model on speech derived from
patients with post-stroke aphasia. The results
highlight the importance of taking lesion location
and stroke severity into account when develop-
ing speech therapy diagnostics or interventions for
PWA using ASR models. Our findings require ver-
ification in larger speech databases derived from
patients with post-stroke aphasia and their gener-
alisability needs to be assessed in cases of aphasia
resulting from other conditions, such as neurode-
generative dementias, which may have different
characteristics.

Despite fine-tuning the in-built Whisper parame-
ters to optimise the model performance in this clin-
ical population, we demonstrated that even though
Whisper has a competitive performance compared
to existing aphasia-specific ASR, it still lacks suf-
ficient clinical diagnostics accuracy. Furthermore,
additional ASR metrics such as the confidence of
the ASR transcription or the Phoneme Error Rate
could be adopted in future research. A further limi-
tation of this work is the small speech database used
in this paper. We are actively building a detailed
annotated large speech and language database from

hundreds of patients with post-stroke aphasia, with
the aim of training and developing ASR for patho-
logical speech. We expect that such work will
promote greater confidence in the use of AI and
specifically NLP for healthcare intervention.
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Abstract

We explore temporal dependency graph (TDG)
parsing in the clinical domain. We leverage
existing annotations on the THYME dataset
to semi-automatically construct a TDG corpus.
Then we propose a new natural language in-
ference (NLI) approach to TDG parsing, and
evaluate it both on general domain TDGs from
wikinews and the newly constructed clinical
TDG corpus. We achieve competitive perfor-
mance on general domain TDGs with a much
simpler model than prior work. On the clinical
TDGs, our method establishes the first result of
TDG parsing on clinical data with 0.79/0.88
micro/macro F1. Our code is available at
https://github.com/Jryao/thyme_tdg.

1 Introduction and Background

Temporal information extraction from text is an
important part of natural language understanding.
Many works have framed temporal relation extrac-
tion (RE) as the task of identifying temporal re-
lations between pairs of events, or an event and
a time expression (TIMEX3) (Pustejovsky et al.,
2003a,b; Cassidy et al., 2014; Styler IV et al., 2014;
Ning et al., 2018; Ballesteros et al., 2020; Lin
et al., 2021). This pairwise framing can make it
hard to decide when to annotate a temporal rela-
tion, and the resulting timelines are usually frag-
mented (Kolomiyets et al., 2012) as not all events or
TIMEX3s are linked to each other. Heuristics are
typically applied to constrain the search space of
pairwise relations, both for annotators and machine
learning models. For example, many annotation
efforts have constrained temporal relations to adja-
cent sentences: TempEval (Verhagen et al., 2007,
2010; UzZaman et al., 2013), Clinical TempEval,
(Bethard et al., 2015, 2016, 2017), and TimeBank-
Dense (Cassidy et al., 2014).

A more principled approach is to model the tem-
poral information in a document as a dependency
tree structure (Kolomiyets et al., 2012; Zhang and

ROOT

DocTime

Friday

sees

sigmoidoscopy

verify verify

tattooing

DEPEND-ON

BEFORE

CONTAINS

CONTAINS

CONTAINS CONTAINS

AFTER

BEFORE
BEFORE

BEFORE

Figure 1: TDG representation for “We will have Dr. Lee
perform a flexible sigmoidoscopy to verify the tattooing and
to verify the location when he sees her on Friday.” DocTime
is the Document Creation Time.

Xue, 2018b). This approach was extended by Yao
et al. (2020) to temporal dependency graph (TDG)
structure for a more comprehensive representation.
An example is shown in Figure 1. With this ap-
proach, human annotators inspect each entity and
find at most 2 reference times. A complete TDG
can be constructed from these decisions. The au-
tomatic temporal RE task then becomes a parsing
task: produce a TDG as output given a text as in-
put. TDG datasets have been constructed for news
articles (Yao et al., 2020) and contracts (Mathur
et al., 2022). The current state-of-the-art (SoTA)
TDG model (Mathur et al., 2022) reports 0.77 F1
score in the general domain, and 0.64 F1 on the
contract dataset, showing the learnability of the
TDG approach in those two domains.

In the current work, we make the following con-
tributions:

• We bring TDGs to the clinical domain, by
converting the pairwise annotations over the
Mayo Clinic electronic health record (EHR)
notes in the widely used THYME corpus
(Styler IV et al., 2014) to TDGs.1

1Our THYME-TDG dataset will be available to the re-
search community under the THYME data use agreement
procedure.
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TIMEX3 ID TIMEX3-ReferTimex EVENT ID EVENT-ReferTimex EVENT-ReferEvent

EVENTs and TIMEX3s in THYME

SCATE

Heuristics and
Manual Anno-
tation Label Hierarchy

Figure 2: Overview of converting THYME pairwise annotations to TDGs. ID refers to identification, ReferTimex
and ReferEvent denote reference timex and reference event respectively. Only the step of identifying reference
timex for events requires manual annotation.

• We develop an natural language inference
(NLI)-based TDG parser that is much simpler
than prior TDG parsers, yet achieves perfor-
mance competitive with the state-of-the-art in
the general domain. On the newly constructed
clinical TDG dataset, this parser also achieves
strong performance.

Our TDG parser is inspired by works applying
NLI-based methods to other information extraction
tasks, including relation extraction (Sainz et al.,
2021) on the TACRED data set (Zhang et al., 2017),
event argument extraction (Sainz et al., 2022) on
the ACE (Walker et al., 2006) and WikiEvents (Li
et al., 2021) datasets, and biomedical relation ex-
traction (Xu et al., 2022).

2 Creating a Clinical TDG Corpus

A temporal dependency graph (TDG) is defined
as a 4-tuple (T,E,M,L), where T is a set of
TIMEX3s, E is a set of EVENTs, M is a set of
pre-defined “meta” nodes (e.g. ROOT), and L is
a set of edges. The definitions and guidelines2

of Yao et al. (2020) describe the steps to create a
TDG from EVENTs and TIMEX3s: (1) For each
TIMEX3 t, if t is locatable (i.e., t is not a QUAN-
TIFIER, DURATION or SET), find its reference
time expression (reference timex), otherwise assign
no reference timex; (2) For each EVENT e, find its
reference timex; and (3) For each EVENT e, find
its reference event if there is one. Fig. 1 shows ex-
amples of such reference decisions, where the refer-
ence timex of “Friday” is “DocTime”, the reference
timex of “sigmoidoscopy” is “DocTime”, and the
reference event of “sigmoidoscopy” is “sees”.

We semi-automate this TDG construction pro-
cess by leveraging the existing annotations over the
THYME corpus (Styler IV et al., 2014). Our ap-
proach is visualized in Fig 2. First, we take all the
EVENTs and TIMEX3s in the THYME corpus as
the building blocks of the graph. In the following

2https://github.com/Jryao/temporal_dependency_
graphs_crowdsourcing

Temporal Operator TLINK Labels

Last BEFORE
Next AFTER
Before BEFORE
This OVERLAP
After AFTER

Table 1: Mapping SCATE temporal operators to
THYME temporal relations.

steps, we include as many TLINKs (temporal links)
from the THYME corpus as possible to maintain
the richness and informativeness of the THYME
annotations. In some cases, we reverse the TLINK
label (e.g. <e1 BEFORE e2> becomes <e2 AFTER
e1>) to make the final graph structure simpler and
the annotation process easier (see Appendix A.1).

Identifying the Reference Timex for a TIMEX3.
TLINKs between two TIMEX3s are not annotated
in the THYME corpus as the temporal relations
between a pair of TIMEX3s can be inferred if their
normalized values are available.3 For a locatable
TIMEX3, we use the gold temporal operators anno-
tations from the Semantically Compositional An-
notation of Time Expressions (SCATE; Bethard
and Parker, 2016) to get a TIMEX3-TIMEX3 re-
lation by mapping temporal operators to temporal
relations as shown in Table 1.

Identifying the Reference Timex for an Event.
Given an event e, we choose the reference timex of
e among the TIMEX3s linked to e in the original
THYME corpus via TLINKs. If there is only one
TIMEX3 temporally related to e, that TIMEX3
is automatically assigned as the reference timex
of e. If there are multiple TIMEX3 temporally
related to e, but only one TIMEX3 CONTAINS
e, that TIMEX3 is automatically selected as the
reference timex of e. Otherwise, the instance’s
reference timex is manually annotated. If e is not
TLINKed to any TIMEX3s, DocTime is selected

3https://clear.colorado.edu/compsem/documents/
THYME_guidelines.pdf
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Train Dev Test

THYME-TDG

TDG 1,822 927 998
TIMEX3-TIMEX3 4,328 2,286 2,216
EVENT-TIMEX3 37,042 20,100 18,499
EVENT-EVENT 10,073 5,798 5,443
EVENT-EVENT (THYME+) 11,558 6,579 6,225
EVENT-EVENT % 87.2% 88.1% 87.4%

general-TDG

TDG 400 50 50
TIMEX3-TIMEX3 1,952 325 209
EVENT-TIMEX3 12,047 1,717 1,015
EVENT-EVENT 8,725 1,298 706

Table 2: THYME-TDG and general-TDG distributions.
EVENT-EVENT % is the percent of EVENT-EVENT
relations in THYME+ represented in THYME-TDG.

as its reference timex with the relation between an
event and DocTime (DocTimeRel) as the label.

Identifying the Reference Event for an Event.
To find the reference event for e among the
EVENTs that are TLINKed to e, we define a label
hierarchy4 based on the specificity of different tem-
poral relations to facilitate consistent annotation:

BEGINS-ON, ENDS-ON >

CONTAINS, CONTAINS-SUBEVENT >

BEFORE >

OVERLAP, NOTED-ON

If the candidates have the same level of specificity,
we choose the one closest to e in textual order.

3 Corpus Statistics

Following the Clinical TempEval tasks, we use the
colon cancer set of the THYME+ corpus and the
same data splits as described in Wright-Bettner
et al. (2020). Our statistics on the Development
(Dev) set show that there are on average 155 events
per note. Since 91.5% of the TLINKs occur within-
section, and all the cross-section TLINKs are
CONTAINS-SUBEVENT relations, we split each
note into sections, drop the cross-section TLINKs,
and create one TDG per section.

With our carefully designed conversion method,
we automatically translated most of the pairwise
annotations in the THYME+ corpus into TDGs.

4While the rest of the hierarchy reflects actual specificity,
we do not claim that CONTAINS is more specific than BE-
FORE. We gave preference to CONTAINS here to capitalize
on THYME’s narrative containers (Styler IV et al., 2014). This
is also why we chose CONTAINS as the preferred TLINK
type for selecting a reference timex.

There were only 72, 35 and 40 events in the Train,
Dev and Test sets, respectively, which could not be
automatically assigned reference times. Because
of this small number, one domain expert manually
annotated these missing TDG edges. Statistics of
the final THYME-TDG corpus are in Table 2. The
EVENT-EVENT rows show that more than 87% of
the original event-event TLINKs are represented
in the THYME-TDG corpus. Table 2 also shows
the statistics of the publicly available TDG dataset
(general-TDG; Yao et al., 2020).

4 TDG Parsing

The task of temporal dependency graph parsing
is to find the parent node(s) for each child node,
where the child node can be an EVENT or a
TIMEX3. We cast the TDG parsing task as a
textual-entailment (NLI) task. Given a child node
xi and a list of candidate parent nodes {y1, y2, . . . ,
yi, . . . , yn}, our model first verbalizes the possible
relations between <xi, yi> to generate hypotheses
using a list of pre-defined templates (shown in Ap-
pendix A.3). For example, the verbalization for
the BEFORE relation is: xi happened before yi.
To get the premise, we concatenate the sentence
that contains the child node and the one that con-
tains the parent node.5 If yi is not the parent of xi,
the relation label between xi and yi will be NO-
EDGE. We also add descriptions after the premise
regarding the distance between two nodes, follow-
ing previous works (Zhang and Xue, 2018a; Ross
et al., 2020; Yao et al., 2020).6 Then, we run the
NLI model to obtain the probability the premise
entails/contradicts/is neutral to the hypothesis.

In the training stage, we finetune a pre-trained
NLI model on the entailment data generated from
the TDG training data. In a TDG, each event can
have at most two parents: a reference timex, and a
reference event. That is, most of the time, a candi-
date parent node is not the gold parent for the child,
which means the relation between a child node xi
and a candidate parent yi is NO-EDGE in most
cases. To obtain a relatively balanced training set,
we first divide the candidate parent nodes into two
sets: A and B, where A contains the gold parent
nodes for the current child node, and B contains
the rest. Then, we randomly sample NE examples

5Only one sentence will be needed if the two nodes are in
the same sentence.

6Our preliminary experiments show the additional features
can increase the model performance by about 2%.
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from A, and NC examples from B. For each in-
stance sampled from A, we generate an entailment
example using the gold label, and randomly sample
NC incorrect labels to generate neutral examples.
For each instance sampled from B, we generate one
contradiction example (see Appendix A.3 for an ex-
ample). In the inference stage, for each candidate
parent node yi of a child node xi, we verbalize all
possible relations between them and pick the candi-
date parent with the highest entailment probability
as the final parent for xi.

5 Experimental Setup

We evaluate our model on the two TDG data
sets: the general-TDG and THYME-TDG (clinical-
TDG).7 When sampling the training data, we set
NE to 1 and NC to 3. For general-TDG, to generate
the reference timex candidates for each TIMEX3
or EVENT, we include all the TIMEX3s in the doc-
ument; to generate reference event candidates for
each EVENT, we include all the EVENTs from
the beginning of the document to two sentences
after the child node. For clinical-TDG, we include
candidates in the window of 6 sentences before
and 4 sentences after the child node. For both data
sets, our candidate parent window setting covered
> 99% of the cases.

For the general domain TDG parsing, we fine-
tune the roberta-large-mnli (Liu et al., 2019;
Williams et al., 2018) model via HuggingFace
(Wolf et al., 2020) for 3 epochs. For the clinical do-
main TDG parsing, we finetune the PubMedBERT-
mnli-snli-scinli-scitail-mednli-stsb (Deka et al.,
2022) model for 3 epochs. For model initializa-
tion, we experimented with 5 random seeds: {42,
52, 62, 72, 82}. See Appendix A.2 for other hyper-
parameters.

We use gold EVENTs and TIMEX3s as input for
the TDG parsers. Parsed <child, relation, parent>
triples are compared against gold triples to compute
F1 scores. On the general-TDG, we report the
average F1 scores across all documents (macro-
F) following previous practice (Zhang and Xue,
2018a; Yao et al., 2020; Ross et al., 2020; Mathur
et al., 2022). On the clinical-TDG data set, we
report both macro- and micro- F1 scores.

7The TDG dataset of 100 contracts used in Mathur et al.
(2022) is not publicly available to the best of our knowledge.

Dev Test

BERT-Ranking (Ross et al., 2020)* 0.62 0.71
DocTime (Mathur et al., 2022)* 0.69 0.77
NLI-based TDG (best) 0.67 0.75
NLI-based TDG (average) 0.66 0.74

Table 3: TDG parsing F1 scores on the general-TDG.
Best results bolded, second best underlined. * indicates
results from (Mathur et al., 2022). “Best” and “average”
refer to the best and average results across 5 seeds.

Dev Test

NLI-based TDG (best) 0.88 (0.79) 0.88 (0.79)
NLI-based TDG (average) 0.87 (0.79) 0.88 (0.79)

Table 4: TDG parsing macro F1 (micro F1) scores on
the clinical-TDG data set.

6 Results and Discussion

Table 3 shows our general-TDG results. We com-
pare our NLI-based TDG model with two existing
supervised models trained for the TDG parsing
task: the BERT-Ranking model (Ross et al., 2020)8

and the DocTime model (Mathur et al., 2022). Both
our NLI-based TDG (best) and (average) models
outperform the BERT-Ranking model by a large
margin, suggesting the advantages of our NLI ap-
proach. The NLI-based TDG (average) model and
BERT-Ranking model report the average scores of
5 runs, however it is unclear whether the DocTime
results are the best or the average.

Compared to the DocTime model (Mathur et al.,
2022), our NLI-based TDG model (best) achieved
slightly lower but competitive performance, while
being much simpler. The DocTime model con-
tains 3 graph neural networks and relies on off-the-
shelf NLP tools including a co-reference resolution
model, a dependency parser, a pre-trained model
for sentence embeddings, and a document-level
Rhetorical Structure Theory parser. Mathur et al.
(2022) did not list exact tools or configurations
(e.g., what is the model used for coreference reso-
lution?) and the code is not publicly available, so
it’s very hard to re-implement or apply this model
to other data sets currently.

We evaluated our NLI-based TDG approach on
the newly created clinical-TDG data set (Table 4).
This is the first result with a graph algorithm on
a clinical temporal relation dataset. Thus, our re-

8This model was not evaluated on the TDG data set by the
authors, Mathur et al. (2022) ran the experiments on general-
TDG and reported the results in their publication.

194



sults serve as a baseline for future research. Our
NLI-based parser achieved promising results on the
clinical-TDG data, showing both the utility of this
dataset, and the generalizability of our TDG parser.

7 Conclusion

We explore TDG representation and parsing in the
clinical domain. We convert the pairwise anno-
tations over the Mayo Clinic EHR notes in the
THYME corpus to TDGs semi-automatically. We
then develop a NLI-based TDG parser that is much
simpler than prior TDG parsers, yet achieves per-
formance competitive with the SoTA in the general
domain. On the clinical TDG data set, our parser
also achieves strong performance, which can serve
as a baseline for future research on clinical TDG
parsing.

Limitations

We finetuned pre-trained NLI models for TDG pars-
ing. Both data sets we used were in English. To
apply this model to other languages and to get the
best results, pre-trained NLI models or NLI data
sets might be required for the new language. Tem-
plates to verbalize the temporal relations in the new
language are also required.

The clinical data set (i.e. THYME) we used in
this work only contains EHRs from one institution:
Mayo Clinic. Clinicians from different hospitals
can have different writing style or use different tem-
plates when writing the notes. Future work should
test the TDG representation and parsers on EHRs
from other institutions, and EHRs of different pa-
tient populations.
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A Appendix

A.1 Annotation Details
Given a TLINK <event A, r, event B> in the
THYME+ corpus, where event A is the Source
(parent), event B is Target (child), and r is the la-
bel between them, we reverse the TLINK label in
the following case: event B is the Target in multi-
ple TLINKs, while event A is only TLINKed with
event B.

In example 1 below, instead of looking for the
reference event of colonoscopy between mass and
bleeding, it’s easier to make colonoscopy the refer-
ence event of mass and bleeding by reversing those
two TLINKs: <mass, NOTED-ON, colonoscopy>
becomes <colonoscopy, NOTED-ON-INV, mass>,
and <bleeding, NOTED-ON, colonoscopy> be-
comes <colonoscopy, NOTED-ON-INV, bleed-
ing>, with “INV” indicating “inverse”. The sub-
graph representation for those 3 TLINKs is showed
in Figure 3.

In example 2 below, it’s not clear which event
among report, pathology, values and notes should

colonoscopy

mass

seen

bleeding

NOTED-ON-INV
CONTAINS

NOTED-ON-INV

Figure 3: Final graph representation of Example 1.

review

report

values pathology

notes

AFTER
AFTER AFTER

AFTER

Figure 4: Final graph representation of Example 2.

be the reference event of review as they all have the
same temporal relation with review. However, if
we reverse those TLINKs, then review will become
the reference event of the 4 other events, as shown
in Figure 4.

1. Review of the colonoscopy reports indicates
that approximately 10-cm from the anal verge
a 3- to 4-cm mass was seen with bleeding.

• <mass, NOTED-ON, colonoscopy>
• <colonoscopy, CONTAINS, seen>
• <bleeding, NOTED-ON, colonoscopy>

2. I have had the opportunity to review the op-
erative report, surgical pathology, laboratory
values, and notes.

• <report, BEFORE, review>
• <pathology, BEFORE, review>
• <values, BEFORE, review>
• <notes, BEFORE, review>

A.2 Implementation Details
For the general-TDG data set, we carried out a grid-
search of training epochs in {3, 4, 10, 20}, batch
size in {16, 32, 64}, maximum sequence length
in {64, 128}, learning rate in {1e-5, 2e-5, 3e-5},
and weight decay in {0.1, 0.2, 0.3}, final parameter
settings are in bold.

For the clinical-TDG data set, we experimented
with training epochs in {3, 4}, batch size in {16,
32}, learning rate in {1e-5, 2e-5, 3e-5}, and weight
decay in {0.1, 0.2, 0.3}, final parameter settings
are in bold.
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Experiments were run on an NVIDIA Titan RTX
GPU cluster of 7 nodes. It took 80 - 90 minutes to
run one training epoch for both data sets.

A.3 Templates
The templates we used to verbalize temporal rela-
tions are listed in Table 5 and Table 6.

We give a concrete example to show how we
generate the NLI instances from our TDG data sets.
Given an event ei, let {e1, e2, e3} be its candidate
reference events, e2 be the gold reference event,
and let BEFORE be the gold relation between e2
and ei. The following are the NLI instances we can
generate for this example:

• Entailment: e2 happened before ei.

• Neutral: e2 happened at around the same time
as ei.

• Contradiction: During e3, ei happened.

Both Entailment and Neutral examples are gen-
erated with the gold candidate event e2, the dif-
ference is that the Neutral instance has the wrong
label that is randomly sampled from the label set.
The Contradiction example is generated by ran-
domly sampling an incorrect reference event from
the candidates with a random label.

Please note that in both the training and infer-
ence stage, entity type constraints are applied when
verbalizing a temporal relation. For example, in
the general-TDG data set, “included” is only used
for event-timex pairs. Therefore, when verbalizing
event-event relations, the “included” label will be
ignored.

A.4 Features
The linguistic features we used are showed in Table
7.
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Label Template
before {subj} happened before {obj}
after {subj} happened after {obj}
overlap {subj} happened at around the same time as {obj}
included {subj} happened {obj}
Depend-on {subj} depended on {obj}

Table 5: Templates we used to verbalize temporal relations in the general-TDG data set. {subj} and {obj} are
placeholders for entities.

Label Template
BEFORE {subj} happened before {obj}
AFTER {subj} happened after {obj}
OVERLAP {subj} happened at around the same time as {obj}
CONTAINS-SUBEVENT {obj} is a sub-event of {subj}
CONTAINS-SUBEVENT-INV {subj} is a sub-event of {obj}
NOTED-ON The {obj} test showed the result {subj}
NOTED-ON-INV The {subj} test showed the result {obj}
AFTER/OVERLAP {subj} happened after or overlap {obj}
CONTAINS During {subj}, {obj} happened
CONTAINS-INV During {obj}, {subj} happened
Depend-on {obj} depended on {subj}
BEGINS-ON {subj} begins on {obj}
ENDS-ON {subj} ends on {obj}

Table 6: Templates we used to verbalize temporal relations in the clinical-TDG data set. {subj} and {obj} are
placeholders for entities. “INV” means “inverse”, for example, CONTAINS-INV is the inverse of CONTAINS.

Description
Same sentence
Parent sentence before child sentence
Parent sentence after child sentence
No reference event
Parent is Root
Parent is DCT
Parent is the immediately previous node of the child node
Parent is two nodes before the child node in textual order
Parent is the immediately succeeding node of the child node
Parent node after the child node in text order

Table 7: We describe the sentence distance and node distance between two nodes in natural language, as listed in
this table.
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Abstract

A medical provider’s summary of a patient
visit serves several critical purposes, includ-
ing clinical decision-making, facilitating hand-
offs between providers, and as a reference for
the patient. An effective summary is required
to be coherent and accurately capture all the
medically relevant information in the dialogue,
despite the complexity of patient-generated
language. Even minor inaccuracies in visit
summaries (for example, summarizing “patient
does not have a fever” when a fever is present)
can be detrimental to the outcome of care for
the patient.

This paper tackles the problem of medi-
cal conversation summarization by discretiz-
ing the task into several smaller dialogue-
understanding tasks that are sequentially built
upon. First, we identify medical entities and
their affirmations within the conversation to
serve as building blocks. We study dynami-
cally constructing few-shot prompts for tasks
by conditioning on relevant patient informa-
tion and use GPT-3 (Brown et al., 2020) as
the backbone for our experiments. We also de-
velop GPT-derived summarization metrics to
measure performance against reference sum-
maries quantitatively. Both our human evalua-
tion study and metrics for medical correctness
show that summaries generated using this ap-
proach are clinically accurate and outperform
the baseline approach of summarizing the dia-
log in a zero-shot, single-prompt setting.

1 Introduction

A critical clinical task during a medical encounter
between a patient and a physician is summarizing
the conversation. This summarized note, whether
created by a physician or medical assistant, con-
tains important information about the visit and
serves as a reference for future patient visits and
for the patient. Physicians often spend many hours
each week performing such tasks. Charting work,

Figure 1: MEDSUM-ENT utilizes a multi-stage ap-
proach for medical dialogue summarization with GPT-3
that improves upon naive summarization. The approach
utilizes intermediate model calls to extract medical con-
cepts that inform summarization generation.

in general, has been identified as a contributing
factor to increased rates of physician burnout (Es-
chenroeder et al., 2021).

Automating medical conversation summariza-
tion has been studied with limited success (Pivo-
varov and Elhadad, 2015; Liang et al., 2019; Gao
et al., 2022; MacAvaney et al., 2019; Chintagunta
et al., 2021). Some methods try to directly sum-
marize the chat (Enarvi et al., 2020; Zhang et al.,
2021) while others pair deep learning methods with
information extracted from knowledge bases to pro-
duce accurate summaries (Joshi et al., 2020). As
base deep learning methods have improved and
pre-trained language models specific to summa-
rization such as PEGASUS (Zhang et al., 2020),
BART (Lewis et al., 2020), and GPT-3 (Brown
et al., 2020) have emerged, we have seen increased
fidelity of the summaries generated. However, per-
formance is still not to a reliable standard in prac-
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tical settings for several reasons. First, the lack of
labeled clinical data makes it hard to build high-
performance fine-tuned models. This reflects lower-
than-expected specificity and accuracy in faithfully
capturing medical concepts and their affirmations
(e.g., present, absent, unknown). Second, custom-
trained models need more world knowledge to un-
derstand patient language in these conversations
and how they map to medical concepts. Third,
these models often require breaking conversations
into smaller segments to deal with limited context
windows. This in turn introduces challenges such
as incorrect anaphora and coreference resolution
across segmented pieces of the conversation.

The key contributions of this paper include;

• MEDSUM-ENT: Inspired by recent works of
Chintagunta et al. (2021) and Agrawal et al.
(2022), we introduce MEDSUM-ENT: a med-
ical conversation summarization model that
takes a multi-stage approach to summariza-
tion, using GPT-3 (Brown et al., 2020) as the
backbone. MEDSUM-ENT ( Fig. 1) grounds
the task by first extracting medical entities
and their affirmations. These extractions are
included as additional input that informs the fi-
nal summarization step through prompt chain-
ing (Wu et al., 2022). MEDSUM-ENT also
exploits few-shot prompting for medical con-
cept extraction and summarization through
in-context example selection.

In both qualitative physician analysis of medi-
cal dialogue summaries and quantitative met-
rics, MEDSUM-ENT generates clinically ac-
curate summaries and produces summaries
that are preferable to a zero-shot, single
prompt baseline.

• Automated metrics: Quantitative metrics are
hard to design for generative tasks. We extend
proxy metrics of Joshi et al. (2020) by lever-
aging GPT-3 to compare the coverage of the
presence of medical entities in the generated
texts. Beyond only identifying exact matches,
our approach better accounts for paraphrasing
those medical events within the larger text.

2 Methods

We now detail the components of our MEDSUM-
ENT framework for medical dialogue summariza-
tion, represented in Figure 1.

Medical Entity Extraction To highlight clinical
concepts, we extract medical entities (symptoms,
diseases etc.) and their affirmation status of either
present, absent, or unknown. These entities and
their status will be used as additional inputs to the
final summarization step.

We first perform entity extraction on the pa-
tient’s first message of the encounter, which is of-
ten lengthy and information dense. We call this
message the reason for encounter (RFE). Conver-
sational turns between the medical provider and the
patient follow the RFE. We also extract medical
entities from the conversation, one provider and
one patient turn at a time. To accommodate these
two types of texts, we use two different prompts,
included in Prompt 1 (for RFE entity extraction)
and Prompt 2 (for dialogue entity extraction). Both
prompts are populated with in-context examples
(see In-Context Example Selection) along with the
patient’s age and sex. The final list of entities in
the dialogue is obtained by collating all entities
extracted across the RFE and all dialogue turns.

Additionally, we also use an entity resolver simi-
lar to those used in Agrawal et al. (2022) to resolve
entities in the unknown entities list whose status
may have changed during the dialogue (see Prompt
3). For instance, a dialogue turn pair may not have
enough information to definitively assign a present
or absent status and thus an entity is "unknown".
A later dialogue turn may contain information that
changes that assignment. By introducing this re-
finement step, we reduce mistakes in the "Pertinent
Unknowns" section of the summary (see Table 1).

Summarization Given a list of medical entities,
we summarize the medical dialogue using the di-
alogue and the entities as input. Our summaries
are structured into six sections: Demographics and
Social Determinants of Health, Medical Intent, Per-
tinent Positives, Pertinent Negatives, Pertinent Un-
knowns, and Medical History (see Prompt 4 for
details).

In-Context Example Selection For the entity ex-
traction and summarization modules, we compare
semantic-similarity and random in-context exam-
ple selection. Semantic-similarity-based selection
selects labeled examples from a pool using the
patient’s age, sex, and the query point. Random se-
lection randomly selects in-context examples from
these pools to populate our prompts. Further im-
plementation details are in Appendix A.1.
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Figure 2: Results of human expert evaluations show
MEDSUM-ENT (5-shot) is preferred 66% to 34% over
a single-prompt, 0-shot naive summarization baseline.

3 Experiments

Dataset: We use a dataset of 100 clinical en-
counters of dialogue-summary pairs that occurred
between a licensed physician and a patient on a
telehealth platform over chat. Encounters in this
dataset cover a variety of common presentations in
telehealth, including urinary tract infections, back-
/abdominal pains, toothaches, and others. All data
was de-identified and scrubbed for protected health
information prior to experimentation. Conversa-
tions contain 46 dialogue turns on average (min of
8 turns, max of 92 turns) and an average of 2342
unigram tokens per encounter. Ground truth sum-
maries were created by using text-davinci-002
on encounter data to generate an initial summary,
which physicians then edited for correctness.

Baselines/Ablations: We compare MEDSUM-
ENT to a “naive” zero-shot, single-prompt base-
line (i.e. without chaining) that prompts GPT-3 to
summarize the conversation (see Prompt 5). For
MEDSUM-ENT, we evaluate extraction k-shot con-
figurations (1,3,5-shot) and in-context example se-
lection methods (semantic-similarity based, ran-
dom) for entity extraction. We use RFE and dia-
logue entity extraction prompts in at least a 1-shot
configuration for MEDSUM-ENT to ensure valid
output. Our summarization prompt for baselines
and MEDSUM-ENT cannot go beyond 1-shot due
to token limits. All experiments are run once and
use GPT-3 (davinci-003) (see Appendix A.2 for
prompt settings).

3.1 Evaluation Metrics

Expert Evaluation We also asked four doctors,
who serve tele-health patients, to judge between
the MEDSUM-ENT and baseline-generated sum-
maries on three points on a random set of 50 en-
counters. For a given encounter, we asked 1) for
preference between baseline and MEDSUM-ENT
summaries, 2) what amount of clinical information
was captured in MEDSUM-ENT’s summaries, and
3) about the presence of clinically harmful informa-
tion in MEDSUM-ENT summaries (see Appendix
A.3 for full instruction details).

GPT-Driven Automated Summarization Met-
rics: Acknowledging the challenges in auto-
matic evaluations of summarization (Peyrard, 2019;
Goyal et al., 2022), we focus on quantitatively
evaluating the correctness/faithfulness of captur-
ing medical concepts and their affirmation status.

We extend the approach to metrics in Joshi et al.
(2020) to have two components, both powered by
GPT-3: a medical concept extractor (Appendix
Prompt 6) and a verifier (Appendix Prompt 7). The
verifier checks if the concepts extracted from one
piece of text are present in another and permits the
same medical concept extracted or written in dif-
ferent ways to count towards a true positive. For
example, for the “Pertinent Positives” section, the
predicted value may be “Patient has back pain
and COVID-19” and the resulting concepts [“back
pain”, “COVID-19”] and the ground-truth “Patient
has COVID and some pain in the backside” with
concepts [“COVID”, “pain in the back”]. Prior
metrics that rely on verbatim matches would fail to
recognize the predicted text as correct. We define
the following metrics:

GPT-Recall: We extract medical entities from
both the predicted text and ground-truth text of
the same summary section. We use the verifier to
infer if the entities extracted from the ground-truth
section are also present in the predicted text. This
produces tpgt and fn, which is used to calculate
GPT-Recall = tpgt

tpgt+fn
.

GPT-Precision: We verify concepts extracted
from the predicted section are also present in the
ground-truth text, either as exact matches or re-
phrasings. This produces tppred and fp, which is
used to calculate GPT-Precision =

tppred
tppred+fp

.
GPT-F1 is the harmonic mean of GPT-Precision

and GPT-Recall. Note our approach maintains the
integrity of recall and precision (neither score can
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GPT-F1 (↑)
Method Extraction

K-shot
Summarization

K-shot
Example
Selection

Entity
Resolver

Pertinent
Positives

Pertinent
Negatives

Pertinent
Unknowns

Medical
History

Average

Naive
- 0-shot - - 72.9 71.7 45.4 43.9 58.5
- 1-shot semantic - 71.0 69.5 42.1 48.3 57.7
- 1-shot random - 69.4 69.1 47.5 44.7 57.7

MEDSUM-ENT

1-shot 1-shot semantic ✓ 72.4 70.1 50.0 46.2 59.7
1-shot 1-shot random ✓ 71.4 71.1 54.0 48.3 61.2
3-shot 1-shot semantic ✓ 71.9 69.0 42.5 47.0 57.6
3-shot 1-shot random - 72.1 69.4 46.4 45.8 58.4
3-shot 1-shot random ✓ 72.2 70.9 55.8 50.4 62.3
5-shot 1-shot semantic ✓ 71.8 70.2 46.6 46.3 58.7
5-shot 1-shot random ✓ 71.9 68.3 51.9 48.2 60.0

Table 1: Results of GPT-driven metrics. Performance across “Pertinent Positives”, “Pertinent Negatives” sections
are fairly consistent across methods. MEDSUM-ENT demonstrates consistently improved performance in the
“Pertinent Unknowns” and “Medical History” sections. Surprisingly, we also find consistently higher performance
across experiments using random in-context example selection over semantic-similarity-based selection.

take on a value > 1). We evaluate MEDSUM-ENT
via the GPT-Precision and GPT-Recall metrics de-
scribed in section 3.1 on all 100 clinical encoun-
ters.

4 Results

Table 1 shows quantitative metrics on summaries
produced by the baselines and MEDSUM-ENT.
Both generated summaries are compared to the
ground truth summaries. We see that while GPT-F1
performance for “Pertinent Positives” and “Per-
tinent Negatives” is consistent across methods,
MEDSUM-ENT’s ability to capture the “Pertinent
Unknowns” and “Medical History” pushes its aver-
age consistently above that of the naive zero-shot,
non-chained baseline. These sections are crucial
to include correctly as they often influence clini-
cal decision-making. Also, the Unknown Entity
Resolver improves performance specifically in the
“Pertinent Unknowns” section (ablated in rows 7
vs. 8 with 46.4 vs. 55.8 for with and without the
resolver). The “Demographics and Social Deter-
minants of Health” and “Medical Intent” sections
have nearly identical, accurate output across all
experiments, so we do not calculate metrics for
them. See Appendix A.4 for example generated
summaries.

We find two surprising results. First, there is no
correlation between a larger k-shot and increased
performance. This may demonstrate diminishing
returns of GPT-3 to perform medical concept ex-
traction. Furthermore, the use of semantic similar-
ity to select in-context examples performs worse
than randomly selecting examples. This follows Ye
et al. (2022) which claims diversity of in-context
samples is more important than similarity.

In our expert human evaluations, Figure 2
demonstrates MEDSUM-ENT (5-shot, semantic)
summaries are preferred over the baseline sum-
maries 66% to 34%. Our expert evaluators also
rate MEDSUM-ENT capturing all relevant medical
information in 40% of evaluated summaries, most
information in 48%, some information in 12%, and
zero information in 0%. This provides further qual-
itative evidence for MEDSUM-ENT’s ability to
effectively summarize. However, our expert evalu-
ators also rate 28% of the summaries evaluated as
containing incorrect information that could harm
the patient if acted on by medical providers. Of-
ten these are due to misattributed symptoms and
conditions (e.g., symptoms marked as absent but
were present, missed medication allergies). This is
consistent with the GPT-F1 measures for pertinent
positives and negatives in Table 1 and highlights
the challenge involved in deploying a system such
as MEDSUM-ENT. Further work is needed to trust
such systems in the wild.

5 Conclusion

We introduce MEDSUM-ENT, a multi-stage frame-
work for medical dialogue summarization that mod-
ularizes summarization into multiple stages that
extract and refine medical entities from dialogue
turns. Through human evaluation and quantita-
tive metrics, we show that this method is clinically
accurate and preferable to naive zero-shot summa-
rization with GPT-3. We hope that future work
can investigate refinement modules and iterative
summarization further and conduct wider expert
human evaluation studies to better understand chal-
lenges in bringing model-assisted summarization
to medical providers in the near term.
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6 Limitations

The experiments in this paper were performed us-
ing OpenAI’s GPT-3 API. While running locally
does not require a large amount of computational
resources, the server-side service cannot be eas-
ily replicated and requires a large amount of com-
putational resources. Additionally, given the in-
herently restrictive nature of medical text, we can
only evaluate our approach on a small corpus of
English-language dialogues taken from the dataset
of a single company’s medical service, which we
cannot release due to privacy concerns. Finally,
given summarization is a challenging task to eval-
uate, we rely on a small number of expert human
annotators and automatic metrics. However, addi-
tional annotations may be helpful and it may also
help to study and report labeler agreement when
reporting human preferences.

References
Monica Agrawal, Stefan Hegselmann, Hunter Lang,

Yoon Kim, and David Sontag. 2022. Large language
models are zero-shot clinical information extractors.
arXiv preprint arXiv:2205.12689.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877–1901.

Bharath Chintagunta, Namit Katariya, Xavier Amatri-
ain, and Anitha Kannan. 2021. Medically aware
GPT-3 as a data generator for medical dialogue sum-
marization. In Proceedings of the Second Workshop
on Natural Language Processing for Medical Conver-
sations, pages 66–76, Online. Association for Com-
putational Linguistics.

Seppo Enarvi, Marilisa Amoia, Miguel Del-Agua Teba,
Brian Delaney, Frank Diehl, Stefan Hahn, Kristina
Harris, Liam McGrath, Yue Pan, Joel Pinto, Luca Ru-
bini, Miguel Ruiz, Gagandeep Singh, Fabian Stem-
mer, Weiyi Sun, Paul Vozila, Thomas Lin, and Ran-
jani Ramamurthy. 2020. Generating medical reports
from patient-doctor conversations using sequence-to-
sequence models. In Proceedings of the First Work-
shop on Natural Language Processing for Medical
Conversations, pages 22–30, Online. Association for
Computational Linguistics.

Jr Eschenroeder, H. C, Lauren C Manzione, Julia Adler-
Milstein, Connor Bice, Robert Cash, Cole Duda,
Craig Joseph, John S Lee, Amy Maneker, Karl A
Poterack, Sarah B Rahman, Jacob Jeppson, and
Christopher Longhurst. 2021. Associations of physi-
cian burnout with organizational electronic health

record support and after-hours charting. Journal
of the American Medical Informatics Association,
28(5):960–966.

Yanjun Gao, Dmitriy Dligach, Timothy Miller, Dong-
fang Xu, Matthew M. M. Churpek, and Majid Af-
shar. 2022. Summarizing patients’ problems from
hospital progress notes using pre-trained sequence-
to-sequence models. In Proceedings of the 29th Inter-
national Conference on Computational Linguistics,
pages 2979–2991, Gyeongju, Republic of Korea. In-
ternational Committee on Computational Linguistics.

Tanya Goyal, Junyi Jessy Li, and Greg Durrett. 2022.
News summarization and evaluation in the era of
gpt-3.

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2019.
Billion-scale similarity search with GPUs. IEEE
Transactions on Big Data, 7(3):535–547.

Anirudh Joshi, Namit Katariya, Xavier Amatriain, and
Anitha Kannan. 2020. Dr. summarize: Global sum-
marization of medical dialogue by exploiting local
structures. In Findings of the Association for Com-
putational Linguistics: EMNLP 2020, pages 3755–
3763, Online. Association for Computational Lin-
guistics.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2020.
BART: Denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 7871–7880, Online. Association for Computa-
tional Linguistics.

Jennifer Liang, Ching-Huei Tsou, and Ananya Poddar.
2019. A novel system for extractive clinical note
summarization using EHR data. In Proceedings of
the 2nd Clinical Natural Language Processing Work-
shop, pages 46–54, Minneapolis, Minnesota, USA.
Association for Computational Linguistics.

Sean MacAvaney, Sajad Sotudeh, Arman Cohan, Na-
zli Goharian, Ish Talati, and Ross W Filice. 2019.
Ontology-aware clinical abstractive summarization.
In Proceedings of the 42nd International ACM SI-
GIR Conference on Research and Development in
Information Retrieval, pages 1013–1016.

Maxime Peyrard. 2019. Studying summarization eval-
uation metrics in the appropriate scoring range. In
Proceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 5093–
5100, Florence, Italy. Association for Computational
Linguistics.

Rimma Pivovarov and Noémie Elhadad. 2015. Auto-
mated methods for the summarization of electronic
health records. Journal of the American Medical
Informatics Association, 22(5):938–947.

204

https://doi.org/10.18653/v1/2021.nlpmc-1.9
https://doi.org/10.18653/v1/2021.nlpmc-1.9
https://doi.org/10.18653/v1/2021.nlpmc-1.9
https://doi.org/10.18653/v1/2020.nlpmc-1.4
https://doi.org/10.18653/v1/2020.nlpmc-1.4
https://doi.org/10.18653/v1/2020.nlpmc-1.4
https://doi.org/10.1093/jamia/ocab053
https://doi.org/10.1093/jamia/ocab053
https://doi.org/10.1093/jamia/ocab053
https://aclanthology.org/2022.coling-1.264
https://aclanthology.org/2022.coling-1.264
https://aclanthology.org/2022.coling-1.264
https://doi.org/10.48550/ARXIV.2209.12356
https://doi.org/10.48550/ARXIV.2209.12356
https://doi.org/10.18653/v1/2020.findings-emnlp.335
https://doi.org/10.18653/v1/2020.findings-emnlp.335
https://doi.org/10.18653/v1/2020.findings-emnlp.335
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/W19-1906
https://doi.org/10.18653/v1/W19-1906
https://doi.org/10.18653/v1/P19-1502
https://doi.org/10.18653/v1/P19-1502
https://doi.org/10.1093/jamia/ocv032
https://doi.org/10.1093/jamia/ocv032
https://doi.org/10.1093/jamia/ocv032


Tongshuang Wu, Michael Terry, and Carrie Jun Cai.
2022. Ai chains: Transparent and controllable
human-ai interaction by chaining large language
model prompts. In Proceedings of the 2022 CHI
Conference on Human Factors in Computing Sys-
tems, CHI ’22, New York, NY, USA. Association for
Computing Machinery.

Xi Ye, Srini Iyer, Asli Celikyilmaz, Ves Stoyanov, Greg
Durrett, and Ramakanth Pasunuru. 2022. Comple-
mentary explanations for effective in-context learn-
ing. ArXiv, abs/2211.13892.

Jingqing Zhang, Yao Zhao, Mohammad Saleh, and Pe-
ter Liu. 2020. Pegasus: Pre-training with extracted
gap-sentences for abstractive summarization. In In-
ternational Conference on Machine Learning, pages
11328–11339. PMLR.

Longxiang Zhang, Renato Negrinho, Arindam Ghosh,
Vasudevan Jagannathan, Hamid Reza Hassanzadeh,
Thomas Schaaf, and Matthew R Gormley. 2021.
Leveraging pretrained models for automatic sum-
marization of doctor-patient conversations. arXiv
preprint arXiv:2109.12174.

A Appendix

A.1 Dynamic example selection
We create labeled in-context example pools for
RFE entity extraction and dialogue entity extrac-
tion using physician labels for what medical con-
cepts would have been extracted and created a sum-
marization pool using physician-written dialogue
summaries. The dialogue summaries for this pool
were created by physicians editing the outputs of
summaries created by text-davinci-002. Semantic-
similarity based example selection is implemented
using nearest-neighbor search with the LangChain1

and FAISS (Johnson et al., 2019) libraries.

A.2 Experiment details

Prompt temperature max_tokens top_p
RFE Medical Entity Extr. 0.1 200 1.0

Dialogue Medical Entity Extr. 0.1 200 1.0
Unknown Entity Resolver 0.1 200 1.0

Summarization 0.7 512 1.0
Metric: Medical Entity Extr. 0.0 200 1.0
Metric: Medical Entity Verif. 0.0 200 1.0

Table 2: Experimental settings for all prompts used in
this work, no hyper-parameter search was run to obtain
these values. We use lower temperature values for model
calls where we expect lower variability in its inputs
(summarization takes in dialogues and list of medical
entities of varying lengths and sizes respectively, thus
has a higher temperature). Running the metric concept
extraction and verification prompts at a temperature of 0
ensures maximal reproducibility of metric computation.
Each experiment (line in Table 1 took approximately
3 hours to run, with exponential back-off used during
GPT-3 queries.)

A.3 Expert evaluation
To qualitatively evaluate our summaries, we con-
ducted physician evaluations focused on three ques-
tions:

• Q1: How often are summaries written using
MEDSUM preferred over naively generated
summaries?

• Q2: What fraction of relevant clinical informa-
tion is captured in the summaries generated
by our method? (All, Most, Some, None)

• Q3: Does the summary generated by our
method contain incorrect information that
could significantly alter the course of treat-
ment and potentially harm the patient if

1https://github.com/hwchase17/langchain
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this summary was used by another medical
provider?

Q1 was asked alongside some basic instructions
for how choices should be made, shown below:

For this task, you will see a dialogue, RFE, and

age/sex information for a patient. The task is
to identify which of the 3 summary options you
would prefer to use as a visit summary. You may
use your own discretion in selecting which of the
3 options you prefer. Some things to note when
selecting are:

• How thorough and clinically accurate is each
summary?

• Is the summary missing clinically relevant in-
formation?

• Does the summary contain extraneous infor-
mation that is harmful if a provider were to
read and act upon information in the sum-
mary?

• Which summary is stylistically preferable
and/or easier to read?
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A.4 Qualitative Analysis

We provide two examples of outputs from our naive
0-shot, single-prompt baseline and MEDSUM
(5-shot, semantic) below. All protected health
information is anonymized using tags in all caps
(eg. DATE_1, LOCATION_1, NAME). Note the
green text which captures correctly summarized in-
formation that is not present in the other method’s
output, and red text which marks a mistake
that is not present in the other method’s output.

Chat A. Reason for Encounter: UTI

Doctor: Do you have any pain or discomfort
when you urinate ?

Patient: present
Doctor: Do you experience sudden urges to uri-

nate ?
Patient: present
Doctor: Have you been urinating more fre-

quently than usual ?
Patient: present
Doctor: Have you noticed any discharge from

the urethra ?
Patient: present
Doctor: Have you been sexually active in the

past 3 months ?
Patient: present
Doctor: Do you have to urinate at night , waking

up two or more times to urinate ?
Patient: present
Doctor: Do you have pain on the side of your

torso just below your ribs ?
Patient: absent
Doctor: Does your abdomen or belly hurt ?
Patient: unknown
Doctor: Since when are you having these symp-

toms ?
Patient: 2 weeks ago
Doctor: Have you taken anything for these symp-

toms ?
Patient: Azo
Doctor: Has it helped ?
Patient: Somewhat not much
Doctor: Can you describe the urine ?
Patient: Lots of it Bloated Orange when I take

that medicine Dark yellow the rest
Doctor: Is there any blood in the urine ?
Patient: No
Doctor: Does the urine have any foul smell ?
Patient: No

Doctor: Do you have pain below your belly but-
ton ?

Patient: present Some not much
Doctor: Have you noticed any difficulty passing

urine ?
Patient: absent
Doctor: Do you have pain with sexual inter-

course ?
Patient: present This is when it started
Doctor: Do you have pain in lower abdomen

lower belly ?
Patient: present
Doctor: Have you noticed any vaginal discharge

?
Patient: unknown
Doctor: Do you have low back pain ?
Patient: present
Doctor: Does the outer part of your vagina itch ?
Patient: absent
Doctor: Do you have a fever ?
Patient: absent
Doctor: Do you have nausea ?
Patient: present
Doctor: What was the first day of your last men-

strual period ?
Patient: I have no cycle hysterectomy
Doctor: When were you last sexually active ?
Patient: Two weeks ago
Doctor: Have you had a UTI in the past ?
Patient: Yes
Doctor: When was it [NAME] and what was

done ?
Patient: Six months ago antibiotics
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MEDSUM Summary for Chat A

Demographics and Social Determinants
of Health:
A 46 year old female.

Patient Intent:
Patient came for UTI.

Pertinent Positives:
Patient reports pain and discomfort
when urinating, sudden urges to urinate,
increased urination frequency, urethral
discharge, sexual activity in the past
3 months, orange urine when taking
medication, dark yellow urine the rest,
abdominal pain below the belly button,
pain with sexual intercourse when the
symptoms started, lower abdominal pain,
low back pain and nausea. Symptoms
have been present for 2 weeks. She has
taken Azo to manage the symptoms which
have only slightly helped.

Pertinent Unknowns:
Patient is unsure if her urine has any foul
smell and if there is any vaginal discharge.

Pertinent Negatives:
Patient reports no fever, no difficulty
passing urine, no vulvar pruritus, and no
hematuria.

Medical History: Patient has a hys-
terectomy and was last sexually active
two weeks ago. She had a UTI six months
ago and was treated with antibiotics.

Baseline Summary for Chat A

Demographics and Social Determinants
of Health:
The patient is a 46 year old female.

Patient Intent:
The patient is seeking care for UTI.

Pertinent Positives:
The patient has experienced pain or dis-
comfort when urinating, sudden urges
to urinate, increased urination frequency,
discharge from the urethra, and pain with
sexual intercourse in the past 3 months. She
has also experienced pain on the side of
her torso below her ribs, and pain in her
lower abdomen. She has taken Azo, which
somewhat helped her symptoms. The urine
is abundant and bloated, orange when she
takes the medicine, and dark yellow the rest
of the time.

Pertinent Unknowns:
The patient is unsure of any abdominal
pain, and if there is any foul smell to the
urine. She is also unsure if there is any
vaginal discharge.

Pertinent Negatives:
The patient does not have any blood in the
urine, and the outer part of her vagina does
not itch. She also does not have a fever or
difficulty passing urine.

Medical History:
The patient has had a hysterectomy and was
last sexually active two weeks ago. She has
had a UTI in the past, which was six months
ago, and she was treated with antibiotics.
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Chat B. Reason for Encounter: I took my inhaler
a few minutes and realized i am almost out of it.
I was woundering if i can get a prescription from
you? I have asthma and the last few days tight
chest and breath with weezing issues

Doctor: Thanks for confirming Sorry to hear
about the symptoms you are currently expe-
riencing , [NAME] . May I know when you
were diagnosed with asthma ?

Patient: When i was born I was dx Last asthma
attack has been at least 2 years

Doctor: Thanks for letting me know about it .
Which inhaler have you been prescribed on
and how long have you been using it ?

Patient: Albuteraol
Doctor: Okay . Would you be able to share a pic-

ture of the inhaler with the last prescription ,
that clearly mentions about the dosage and
frequency ?

Patient: Prn . I do not have the prescription . I
got it almost 2 years ago

Doctor: Thanks for sharing , [NAME] . Have
you been using it since childhood ?

Patient: I have been using this one only on prn
bases . In the past i have used a steroid one
spary twice a day . Do not remember the
name

Doctor: Okay . How often do you generally use
the inhaler and how many puffs do you use
each time ?

Patient: Albuterol i use maybe best guess once
a month too once every two months . When
i use it two sparys . I take one wait for 5
minutes and repeat

Doctor: Okay . When was the last
Doctor:s visit ?
Patient: In January . Just lost my job so i dont

have insurance to go back right now
Doctor: I hear you , [NAME] . Sorry to hear

about the job loss . How long have you been
experiencing these symptoms now ? . Have
you noticed any trigger factors associated
with them ? Anything that could have re-
sulted in the symptoms or worsened it ?

Patient: Possible since i am obsessed 340 lbs
. But the weather here has been muggy hot
humidity has been off the charts . Not normal
for LOCATION_1

Doctor: Thanks for letting me know about it .
Im going to send you questions to make sure

Im correctly collecting all of your symptoms
. Please select “Yes” , “No” , or “Unsure”
in the question and hit Send once youve in-
put your response Do you get more short of
breath than expected with activity ?

Patient: present Lately yes
Doctor: Do you have a dry cough ?
Patient: present Chronic
Doctor: Do you have a cough that brings up

phlegm or mucus ?
Patient: present Clear
Doctor: Do you have chest pain that worsens

when you take a deep breath ?
Patient: absent
Doctor: Do you wake up from sleep and find

yourself out of breath ?
Patient: absent
Doctor: Do you feel short of breath while lying

down ?
Patient: absent
Doctor: Do you have shortness of breath at rest

or while sitting ?
Patient: absent
Doctor: Do you have difficulty falling asleep ?
Patient: absent
Doctor: Do you frequently find yourself waking

up in the middle of the night ?
Patient: present
Doctor: Do you feel fatigued ?
Patient: present Possible due to the over weight

that i am currently working on loosing
Doctor: Have you recently been exposed to ani-

mals ?
Patient: absent
Doctor: Have you recently been in close contact

with someone diagnosed with COVID-19 ?
Patient: absent
Doctor: Do you have difficulty breathing when

you lean forward ?
Patient: present
Doctor: Do you have difficulty speaking more

than short phrases due to the breathing diffi-
culty ?

Patient: absent
Doctor: How long have you been noticing all of

these symptoms , [NAME] ?
Patient: Short of breath leaning forward past

30 minutes . Took two puffs starting to feel
ok NAME_1... was dx with sinus issues .
Always draining
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Doctor: Has the breathing difficulty , wheezing ,
chest pressure started only today within the
past hour ?

Patient: Wheezing yesterday . Chest pressure
and wheezing only today

210



MEDSUM Summary for Chat B

Demographics and Social Determinants
of Health:
A 43 year old male. He recently lost his
job and currently lacks insurance. He is
currently working on losing weight and
the weather in LOCATION_1 has been
extremely muggy and hot.

Patient Intent:
Patient came to address his concern of
needing a prescription for his inhaler and
to address his asthma symptoms of tight
chest, shortness of breath, and wheezing.

Pertinent Positives:
Patient has asthma since birth, he has
been using an Albuterol inhaler as needed
and a steroid spray twice a day in the past,
he has a dry cough, difficulty breathing
when leaning forward, is coughing up
phlegm, has chest pressure, wakes up in
the middle of the night, is fatigued, has
sinus issues, and has wheezing.

Pertinent Unknowns:
Patient is unsure of the dosage and
frequency of his prescription medication
and the name of his steroid medication.

Pertinent Negatives:
Patient has no chest pain, difficulty
speaking more than short phrases be-
cause of breathing difficulty, shortness
of breath while lying down, difficulty
initiating sleep, mucus, animal exposure,
or contact with someone diagnosed
with COVID19.

Medical History:
Patient was diagnosed with asthma at birth,
his last asthma attack was at least 2 years
ago, he has been using an Albuterol inhaler
as needed for the past 2 years, and he has
been experiencing symptoms for the past
30 minutes.

Baseline Summary for Chat B

Demographics and Social Determinants
of Health:
43 year old male patient, unemployed and
obese (340 lbs). Living in a hot, humid area
with high levels of humidity.

Patient Intent:
Patient is requesting a prescription for an
inhaler, as the patient is almost out of it
and has been experiencing tightness in their
chest and wheezing issues for the past few
days.

Pertinent Positives:
Patient has asthma, has been using Albuterol
inhaler on a prn basis, has a chronic dry
cough, and has been noticing shortness of
breath and difficulty leaning forward for the
past 30 minutes.

Pertinent Unknowns:
Patient is unsure if the weather or being
overweight is causing the symptoms.

Pertinent Negatives:
Patient does not have chest pain, difficulty
breathing when lying down, difficulty
speaking, difficulty falling asleep, or
waking up in the middle of the night due
to breathing difficulty.

Medical History:
Patient was diagnosed with asthma at birth
and had their last asthma attack 2 years ago.
Patient was last at the doctor in January and
has been experiencing the symptoms for the
past few days. Patient has been using the
current inhaler for 2 years, and has used a
steroid inhaler twice a day in the past, but
can not remember the name. Patient has
been diagnosed with sinus issues and has
been having clear mucus drainage.
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1 ----
2 Below is the first message from a{age_and_sex} patient seeking care:
3 ----
4 Patient: {rfe}
5 ----
6 Using the patient ’s message above , please find the medical entities (

medical concepts , symptoms , or medical conditions) and each one ’s
status (present , absent , or unknown) that would be important for a
doctor to know.

7 If the patient states the presence of a medical concept , symptom or
condition , the medical entity ’s status should be present.

8 If the patient denies the presence of a medical concept , symptom or
condition , the medical entity ’s status should be absent.

9 Medical entities should have an unknown status ONLY if the patient is
themselves unsure or hesitant about a medical entity (eg: an answer of
"Unknown", or "I’m not sure about ..."").

10 Do NOT add a medical entity as unknown if the uncertainty is due to a
DATE_1 , DATE_2 , NAME , or LOCATION tag. If there is such a medical
entity associated with a tag , it must be either positive or negative.

11 Only extract medical entities that exist in the patient ’s message. DO NOT
EXTRACT NON -MEDICAL ENTITIES.

12 Each medical entity should belong to one of six categories: Demographics
and Social Determinants of Health , Patient Intent , Pertinent Positives
, Pertinent Negatives , Pertinent Unknowns , or Medical History.

13 ----

Prompt 1: Prompt for reason for encounter (RFE) medical entity extraction.

1 ----
2 Below is a dialogue between a doctor and a{age_and_sex} patient seeking

care:
3 ----
4 {dialogue}
5 ----
6 Using the patient ’s message above , please find the medical entities (

medical concepts , symptoms , or medical conditions) and each one ’s
status (present , absent , or unknown) that would be important for a
doctor to know.

7 If the patient states the presence of a medical concept , symptom or
condition , the medical entity ’s status should be present.

8 If the patient denies the presence of a medical concept , symptom or
condition , the medical entity ’s status should be absent.

9 Medical entities should have an unknown status ONLY if the patient is
themselves unsure or hesitant about a medical entity (eg: an answer of
"Unknown", or "I’m not sure about ..."").

10 Do NOT add a medical entity as unknown if the uncertainty is due to a
DATE_1 , DATE_2 , NAME , or LOCATION tag. If there is such a medical
entity associated with a tag , it must be either positive or negative.

11 Only extract medical entities that exist in the patient -physician
dialogue. DO NOT EXTRACT NON -MEDICAL ENTITIES.

12 Each medical entity should belong to one of six categories: Demographics
and Social Determinants of Health , Patient Intent , Pertinent Positives
, Pertinent Negatives , Pertinent Unknowns , or Medical History.

13 ----

Prompt 2: Prompt for dialogue medical entity extraction.
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1 ---
2 Below are medical entities (concepts , symptoms , or conditions) extracted

from a medical conversation between a 22 year old patient and doctor.
3

4 Your job is to clean up the "Unknown Entities" list given the patient -
doctor dialogue and a list of positive and negative entities.

5

6 Remove any entities that that not are medical entities , or any entities
that are unnecessary or completely irrelevant entities given the
dialogue , positive entities , and negative entities.

7

8 If a similar entity is both present and unknown , or, both absent and
unknown , keep it in the unknowns ONLY if this information is still
unknown after the entire dialogue.

9

10 ---Dialogue ---
11 // Example dialogue
12 ---Dialogue ---
13

14 Positive Entities: cough , headache , lower back pain
15

16 Negative Entities: fever , chest pain , chest tightness
17

18 Unknown Entities: past episode of flu , age_1 , covid vaccination , symptoms
, cough , fever , difficulty breathing , runny nose , frequency of
headache , headache

19 ---
20 Cleaned Unknown Entities: past episode of flu , covid vaccination ,

difficulty breathing , runny nose
21 ---
22 ---
23 Below are medical entities (concepts , symptoms , or conditions) extracted

from a medical conversation between a {age_and_sex} patient and doctor
.

24

25 Your job is to clean up the "Unknown Entities" list given the patient -
doctor dialogue and a list of positive and negative entities.

26

27 Remove any entities that that not are medical entities , or any entities
that are unnecessary or completely irrelevant entities given the
dialogue , positive entities , and negative entities.

28

29 If a similar entity is both present and unknown , or, both absent and
unknown , keep it in the unknowns ONLY if this information is still
unknown after the entire dialogue.

30

31 ---Dialogue ---
32 Patient: {rfe}
33 {dialogue}
34 ---Dialogue ---
35

36 Positive Entities: {positive_entities}
37

38 Negative Entities: {negative_entities}
39

40 Unknown Entities : {unknown_entities}
41 ---
42 Cleaned Unknown Entities:

Prompt 3: Prompt for resolving unknown entities.
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1 Below is a medical encounter between a {age_and_sex} patient and a doctor
done over chat.

2 The reason for the visit is: "{rfe}".
3 ----
4 Medical Encounter #2
5 ----
6 Patient: {rfe}
7 {dialogue}
8 ----
9 Below are the medical entities and their status extracted from the

patient -doctor dialogue from medical encounter #2. These entities can
be used to help summarize the conversation below , but must be placed
in the correct section (Demographics and Social Determinants of Health
, Patient Intent , Pertinent Positives , Pertinent Unknowns , Pertinent
Negatives , Medical History).

10

11 Positive Entities: {positive_entities}
12

13 Negative Entities: {negative_entities}
14

15 Unsure Entities: {unknown_entities}
16 ----
17 Summary Instructions
18 ----
19 Provide a summary of the medical encounter #2 between the doctor and the

{age_and_sex} patient in 6 sections (Demographics and Social
Determinants of Health , Patient Intent , Pertinent Positives , Pertinent
Unknowns , Pertinent Negatives , Medical History).

20

21 Use the extracted entities to help summarize and place them in the
appropriate section. Medical entities can be appropriate for any of
the 6 sections and should be presented in an organized fashion.

22

23 Add any important details from the dialogue to further explain , elaborate
, or qualify a medical entity. If a medical entity is clinically
inaccurate or completely irrelevant to the summary of the encounter ,
then do not summarize it.

24

25 The 6 sections to write the summary with are Demographics and Social
Determinants of Health , Patient Intent , Pertinent Positives , Pertinent
Unknowns , Pertinent Negatives , and Medical History. The definitions

of each section are listed below.
26

27 Demographics and Social Determinants of Health:
28 // Definition of section
29

30 Patient Intent:
31 // Definition of section
32

33 Pertinent Positives:
34 // Definition of section
35

36 Pertinent Unknowns:
37 // Definition of section
38

39 Pertinent Negatives:
40 // Definition of section
41

42 Medical History:
43 // Definition of section
44

45 ----
46 Summary of Medical Encounter #2
47 ----

Prompt 4: Prompt for MEDSUM summarization.
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1 Below is a medical encounter between a {age_and_sex} patient and a doctor
done over chat.

2 The reason for the visit is: "{rfe}".
3 ----
4 Medical Encounter
5 ----
6 Patient: {rfe}
7 {dialogue}
8 ----
9 Summary Instructions

10 ----
11 Provide a summary of the medical encounter between the doctor and the {

age_and_sex} patient in 6 sections (Demographics and Social
Determinants of Health , Patient Intent , Pertinent Positives , Pertinent
Unknowns , Pertinent Negatives , Medical History).

12

13 Use the extracted entities to help summarize and place them in the
appropriate section. Medical entities can be appropriate for any of
the 6 sections and should be presented in an organized fashion.

14

15 Add any important details from the dialogue to further explain , elaborate
, or qualify a medical entity. If a medical entity is clinically
inaccurate or completely irrelevant to the summary of the encounter ,
then do not summarize it.

16

17 The 6 sections to write the summary with are Demographics and Social
Determinants of Health , Patient Intent , Pertinent Positives , Pertinent
Unknowns , Pertinent Negatives , and Medical History. The definitions

of each section are listed below.
18

19 Demographics and Social Determinants of Health:
20 // Definition of section
21

22 Patient Intent:
23 // Definition of section
24

25 Pertinent Positives:
26 // Definition of section
27

28 Pertinent Unknowns:
29 // Definition of section
30

31 Pertinent Negatives:
32 // Definition of section
33

34 Medical History:
35 // Definition of section
36

37 ----
38 Summary of Medical Encounter
39 ----

Prompt 5: Prompt for naive zero-shot single-prompt summarization.
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1 Given the following snippet of a medical dialogue summary , extract the
medical concepts (symptoms , diseases , conditions , allergies , lab tests
, etc.) present.

2

3 The heading of the section from which the summary was extracted will also
be provided.

4

5 ---Example 1---
6 Pertinent Negatives: Patient reports no <concept_1 >, no <concept_2 >, <

concept_3 >, and <concept_4 >. Patient also reports having no trouble
with <concept_5 >.

7

8 Medical Concepts: [<concept_1 >, <concept_2 >, <concept_3 >, <concept_4 >, <
concept_5 >]

9 ---Example 1---
10

11 ---Example 2---
12 Pertinent Positives: Patient ongoing <concept_1 > for the past 5 days , <

concept_2 >, and some <concept_3 >. Patient had <concept_4 > done in May
2021.

13

14 Medical Concepts: [<concept_1 >, <concept_2 >, <concept_3 >, <concept_4 >]
15 ---Example 2---
16

17 ---Example 3---
18 Pertinent Unknowns: Patient is unsure about <concept_1 > and <concept_2 >.
19

20 Medical Concepts: [<concept_1 >, <concept_2 >]
21 ---Example 3---
22

23 ---Example 4---
24 Medical History: Patient reports some <concept_1 > in the past , and had

last <concept_2 > on DATE_1.
25

26 Medical Concepts: [<concept_1 >, <concept_2 >]
27 ---Example 4---
28

29 Here is the example to extract medical concepts from:
30

31 {section_heading}: {section_value}
32

33 Medical Concepts:

Prompt 6: Prompt for extracting medical concepts in metric computation.
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1 Given a snippet (snippet) from a medical dialogue summary and a
corresponding list (list_a) of medical concepts extracted from that
snippet , evaluate what medical concepts from a separate list (list_b)
can be found in either list_a or snippet.

2

3 Note that on some occasions a medical concept from list_b may not be
found in list_a , but can be appropriate to be present given the
snippet. This could include rephrasings of medical concepts that are
clinically equivalent (Ex: COVID and COVID -19).

4

5 ---Example ---
6 snippet: <snippet >
7 list_a: [<concept_1 >, <concept_2 >, <concept_3 >, <concept_4 >, <concept_5 >,

<concept_7 >]
8 list_b: [<concept_0 >, <concept_1 >, <concept_3 >, <concept_4 >, <concept_5 >,

<concept_6 >]
9

10 found_b: [<concept_1 >, <concept_3 >, <concept_4 >, <concept_5 >]
11 not_found_b: [<concept_0 >, <concept_6 >]
12

13 ---Example ---
14

15 Here is the snippet , list_a. Evaluate the medical concepts in list_b as
above.

16

17 snippet: {snippet}
18 list_a: {list_a}
19 list_b: {list_b}
20

21 found_b:

Prompt 7: Prompt for verifying concepts in metric computation.
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Abstract

Detecting duplicate patient participation in clin-
ical trials is a major challenge because repeated
patients can undermine the credibility and ac-
curacy of the trial’s findings and result in sig-
nificant health and financial risks. Develop-
ing accurate automated speaker verification
(ASV) models is crucial to verify the iden-
tity of enrolled individuals and remove dupli-
cates, but the size and quality of data influ-
ence ASV performance. However, there has
been limited investigation into the factors that
can affect ASV capabilities in clinical envi-
ronments. In this paper, we bridge the gap
by conducting analysis of how participant de-
mographic characteristics, audio quality crite-
ria, and severity level of Alzheimer’s disease
(AD) impact the performance of ASV utilizing
a dataset of speech recordings from 659 par-
ticipants with varying levels of AD, obtained
through multiple speech tasks. Our results in-
dicate that ASV performance: 1) is slightly
better on male speakers than on female speak-
ers; 2) degrades for individuals who are above
70 years old; 3) is comparatively better for non-
native English speakers than for native English
speakers; 4) is negatively affected by clinician
interference, noisy background, and unclear
participant speech; 5) tends to decrease with
an increase in the severity level of AD. Our
study finds that voice biometrics raise fairness
concerns as certain subgroups exhibit differ-
ent ASV performances owing to their inher-
ent voice characteristics. Moreover, the per-
formance of ASV is influenced by the quality
of speech recordings, which underscores the
importance of improving the data collection
settings in clinical trials.

1 Introduction

Healthcare systems are increasingly relying on au-
tomatic speaker verification (ASV) models to en-
sure secure and accurate identification of patients
and healthcare providers, with the aim of prevent-
ing fraud, safeguarding patient privacy, and ensur-

ing the accuracy of medical records (Upadhyay
et al., 2022; Arasteh et al., 2022).

Conducting large-scale clinical trials, involving
numerous patients, doctors, clinics, and even dif-
ferent countries can pose significant challenges
in identifying instances of duplicate participation,
which occurs when a single individual joins the
same study more than once, either at different sites
or time points, leading to skewed results and un-
dermining the validity of study findings (Irum and
Salman, 2019). Shiovitz et al. (2013) discovered
that as much as 7.78% of patients involved in a clin-
ical study were duplicated across different sites.

In some cases, individuals participate in mul-
tiple clinical trials concurrently in order to earn
more money. When a trial enrolls an adequate
number of substandard participants, it risks not
meeting the primary endpoints and ultimately caus-
ing a multimillion-dollar study to fail. Pinho et al.
(2021) examined the financial effect of duplicate
participants on the pharmaceutical companies con-
ducting a set of short-term study programs across
psychiatric disorders including Schizophrenia, Ma-
jor Depressive Disorder, and Bipolar Depression.
Based on their results, enrolling ineligible subjects
in the selected studies results in a loss of around
$29,680,000 for the sponsor pharmaceutical com-
pany. In addition, duplicate participation results
in higher placebo rates and compromised data in-
tegrity. These findings highlight the importance of
addressing the duplicate participant problem and
underscore the need for reliable and accurate ASV
methods in healthcare systems to verify whether
an unknown voice belongs to a known enrolled
individual (Upadhyay et al., 2022; Arasteh et al.,
2022).

Cognitive impairment has been linked to a de-
cline in vocabulary richness, syntactic complexity,
and speech fluency, according to previous research
(Thomas et al., 2005; Roark et al., 2011; Guinn
and Habash, 2012; Meilán et al., 2012). Therefore,
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it is important to investigate whether the abnor-
mal speech patterns exhibited by individuals with
cognitive impairment can affect ASV performance.
Despite this concern, there is a paucity of research
examining the relationship between cognitive im-
pairment and ASV in the existing literature. This
research gap motivated us to address this issue by
examining the effect of Alzheimer’s disease (AD)
severity level on ASV performance.

Furthermore, external factors such as partici-
pants’ demographic information (Si et al., 2021),
recording environment, or data collection proce-
dure (Woo et al., 2006; Wan, 2017) may also have
an impact on ASV performance, but their impact
is not well-studied in the healthcare industry. An
extensive analysis of these external factors could
provide valuable insights into the accuracy and
reliability of ASV models and identify potential
sources of bias due to differences in inherent voice
characteristics among subgroups (Si et al., 2021).

The purpose of this study is to investigate the ef-
fectiveness of ASV models in identifying duplicate
patient participation in large-scale clinical trials,
and to explore the factors that influence ASV per-
formance in such settings. To this end, we utilize
a longitudinal clinical dataset of English speech
recordings obtained through multiple speech tasks
from 659 participants with varying levels of AD.
We employ the TitaNet model, an end-to-end deep
learning text-independent ASV model pre-trained
on a large volume of speech recordings of English
speakers. ASV models can be classified into two
groups: text-dependent (TD) and text-independent
(TI). TI ASV models allow for more flexibility in
the enrollment and verification phases without con-
straints on the speech content. When pre-trained
on extensive audio datasets, TI models demonstrate
a comparable level of accuracy to TD models. We
evaluate the performance of TitaNet on our dataset
in a zero-shot setting, achieving a 3.1% equal er-
ror rate (EER). In addition, we analyze the impact
of various external factors on ASV performance,
including participant demographic characteristics
(i.e., age, and gender), audio quality criteria (i.e.,
clinician interference, background noise, partici-
pant accent, and participant clarity), as well as AD
severity level. This study aims to provide valu-
able insights into the factors that can affect the
performance of ASV models in clinical trial envi-
ronments, with the goal of improving the accuracy,
fairness, and reliability.

Our findings indicate that voice biometrics may
present fairness issues, as certain subgroups demon-
strate differing speaker verification performances
due to their inherent voice characteristics. In ad-
dition, the quality of speech recordings can im-
pact ASV performance, highlighting the impor-
tance of monitoring and enhancing data collection
and recording settings during clinical trials.

2 Related Work

Speaker verification technology has been increas-
ingly utilized in various domains, including health-
care systems. Several studies have analyzed the
feasibility and effectiveness of speaker verification
models in healthcare settings (Hao and Hei; Weng
et al., 2014). However, the external factors that
can affect the performance of ASV models has not
been extensively studied through research in the
healthcare field.

Race and Gender Effect: Si et al. (2021) uti-
lized three state-of-the-art ASV models including
the Xvector-TDNN (Snyder et al., 2018), ECAPA-
TDNN (Desplanques et al., 2020), and DTW
(Dutta, 2008) models to explore demographic ef-
fects on speaker verification. For this purpose,
they used a subset of the mPower study (Bot et al.,
2016), a Parkinson’s disease mobile dataset, com-
paring a diverse group of 300 speakers by race and
gender. Their results demonstrated that the Latinx
subgroup indicates the worst ASV performance
among the four major races in the dataset (i.e.,
White, Black, Latinx, and Asian). Based on their
findings, gender represents minor differences in
ASV performance between male-only and female-
only subgroups. We did similar gender-level and
accent-level analyses on patients with Alzheimer’s
disease to detect the potential sources of bias in
ASV due to the inherent voice characteristics of
distinct genders or English accents.

Age Effect: Kelly and Harte (2011) analyzed the
effect of long-term ageing on ASV performance.
They utilized a conventional GMM-UBM system
(Irum and Salman, 2019) on a longitudinal voice
dataset of a cohort of 13 adult speakers, whose
recordings were collected over a time span of 30-
40 years. According to their results, short-term
aging (less than 5 years) does not have a signifi-
cant impact on verification performance, compared
to normal inter-session variations. However, for
longer periods, aging has a negative effect on veri-
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fication accuracy. Moreover, the researchers found
that the rate of verification score decline is more
rapid for speakers aged 60 years and above. How-
ever, they only evaluated their models on small
cohorts and inter-speaker differences across differ-
ent age groups were not further analyzed, while
in the present work, we evaluate the ASV perfor-
mance across different age groups over 55 years old
and incorporate a larger clinical dataset with 659
speakers in total, while we controlled for AD effect.
Taylor et al. (2020) also demonstrated that some
speech and vocal characteristics (e.g., the spectral
center of gravity, spectral skewness, or spectral
kurtosis) undergo alterations with aging, and these
changes can vary between men and women. These
findings suggest that age is an effective factor in
speaker’s voice characteristics and this underscores
the importance of assessing age effect on our ASV
model to ensure the fairness of the model across
different age groups.

Noise Effect: Wan (2017) applied LibriSpeech
corpus (Panayotov et al., 2015) of English novel
reading speech with varying lengths and tested
ASV performance across different types and lev-
els of background noise (e.g., babble, car, office
and airplane noise) with a great mismatch between
training and testing speech. Based on their findings,
performance varies across different types of noise
and the number of errors grow with a decrease in
the sound-to-noise-ratio value. However, other met-
rics of audio quality were not considered in their
study and their models were only trained and tested
on healthy speech recordings. In the present study,
we assess the effect of other audio quality aspects,
such as participant clarity, clinician interference,
and background noise, on ASV performance using
a dataset of speakers with varying severity levels of
AD, which was collected in clinical environment.

Speech Pathology Effect: Arasteh et al. (2022)
have investigated the vulnerability of pathological
speech to re-identification in ASV systems. In a
large-scale study, they explored the effects of differ-
ent speech pathologies on ASV using a real-world
pathological speech corpus of more than 2,000
test subjects with various speech and voice dis-
orders. Their results indicated that some types of
speech pathology, particularly dysphonia, regard-
less of speech intelligibility, are more vulnerable
to a breach of privacy compared to healthy speech.
They do not analyze the effect of AD on ASV per-

formance, even though speech and language im-
pairment are prevalent issues in moderate to severe
stages of AD that may potentially affect the ASV
performance. This motivates us to evaluate ASV
performance across varying severity levels of AD.

3 Methods

3.1 Datasets
The Alzheimer’s Disease Clinical Trial (ADCT)
dataset comprises speech recordings of English-
speaking patients with a clinical diagnosis of mild
to moderate AD who participated in a clinical trial.
This is a proprietary dataset, which was collected
every 12 weeks for a 48-week treatment period. It
includes recordings of participants performing a set
of self-administered speech tasks, including picture
description (Goodglass et al., 2001; Becker et al.,
1994), phonemic verbal fluency (Borkowski et al.,
1967), and semantic verbal fluency (Tombaugh
et al., 1999) tasks.

3.1.1 Demographic Information
Demographic data were collected about the partic-
ipants at the beginning of the study. This data
includes the age, and gender of the individuals
upon consenting. The data collection study was
approved by the ethical committee.

3.1.2 Transcription and Quality Assessment
All the audio recordings were manually transcribed
by 49 trained transcriptionists based on the CHAT
protocol and annotations (MacWhinney, 2014).
The transcriptionists utilized an online tool that
granted them access to the recordings and enabled
them to transcribe the audio content, segment the
files into utterances, and perform quality assess-
ment. In addition, the transcriptions manually rated
the quality of the recordings according to different
quality criteria. The values range from 0 to 3 for
each quality criterion. Value higher than 0 indi-
cates that the audio recording has minor to major
issues under that quality criterion. The quality cri-
teria consist of background noise, clinician inter-
ference, participant accent, and participant clarity.
The background noise criterion indicates whether
there is noise in the background from the envi-
ronment. Clinician interference indicates whether
the clinician (or another speaker) interferes with
the speech task. The participant accent criterion
indicates whether the participant is a native or near-
native speaker (values of 0) or has a detectable
non-native accent (value higher than 0). Participant
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clarity indicates whether the participant’s voice is
hard to hear or understand.

3.1.3 Clinical Assessment
Participants were assessed on the severity level
of AD using the Mini-Mental State Examination
(MMSE) (Henneges et al., 2016) rating scale.
MMSE is a brief cognitive function assessment,
which consists of 30 questions that can be com-
pleted in less than 10 minutes. The questions are
divided into seven categories, with each subscore
examining a particular aspect of cognition: Ori-
entation in time (score range 0-5), orientation in
place (score range 0-5), registration (score range
0-3), attention and concentration (score range 0-5),
recall (score range 0-3), language (score range 0-8),
and drawing (score range 0-1). MMSE total score
ranges from 0 to 30, with higher scores indicating
better cognitive function and lower scores indicat-
ing more severe cognitive impairment. In this study,
the participants were categorized into four levels
of AD severity based on MMSE criteria (Wimo
et al., 2013): Healthy Control (HC) (MMSE score
> 26 points), Mild AD (MMSE score 21-26 points),
Moderate AD (MMSE score 15-20 points), and
Severe AD (MMSE score < 15 points).

3.1.4 Dataset Composition
The ADCT data comprises 7084 audio recordings
from 659 speakers with 10.7±7.0 samples on aver-
age per each speaker. The average duration of total
audio and speech-only audio are equal to 69.31 and
37.30 seconds, respectively.

In the dataset, 43.4% of the speakers are male
and 56.6% of the speakers are female. The age
range of the subjects spans from 55 to 80 years old.
Age distribution of the subjects is represented in
Figure 1, with an average value equal to 69.7±6.7.

Figure 2 indicates the distribution of MMSE
scores in the ADCT dataset, showing that the ma-
jority of the samples consist of mild to severe levels
of AD with scores in the range of 15 to 26 points.
The average MMSE score is equal to 17.3±4.4. It
should also be noted that the severity level of AD
may vary over time for some of the speakers.

3.2 Models
In this study, we utilized the TitaNet model
(Koluguri et al., 2022), which is a state-of-the-
art end-to-end TI ASV model from the Nvidia
NeMo toolkit1 that had been pre-trained on an

1https://github.com/NVIDIA/NeMo

Figure 1: Age distribution of the speakers in ADCT
dataset.

Figure 2: Distribution of AD severity levels in ADCT
dataset.

extensive collection of English speech data, from
various publicly-available resources. The TitaNet
model is a neural network model that adopts an
encoder-decoder architecture to extract speaker
embeddings from speech. The model architec-
ture is inspired by ContextNet (Han et al., 2020)
model, which comprises 1D depth-wise separa-
ble convolutions followed by squeeze and excita-
tion (SE) layers combined with channel attention
pooling to convert utterances of varying lengths
into a fixed-length embedding. The model con-
tains 25.3M parameters and it is pre-trained on
the VoxCeleb1 Dev (Nagrani et al., 2017), Vox-
Celeb2 Dev (Chung et al., 2018), Fisher (Cieri
et al., 2004), Switchboard-Cellular1, Switchboard-
Cellular2 (Godfrey and Holliman, 1993), and Lib-
riSpeech (Panayotov et al., 2015) datasets.

We applied the model to the ADCT dataset in a
zero-shot setting and used it for further analysis of
the effect of external factors.
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3.3 Evaluation

To analyze the effect of external factors on ASV
performance, we separately evaluated the perfor-
mance of the TitaNet model across different subsets
of ADCT data including genders, age groups, au-
dio quality levels, and AD severity levels. Initially,
we produced embeddings for all audio files within
each group. Subsequently, we aggregated these
embeddings to create a set of tuples comprising
positive and negative pairs.

Positive tuples refer to pairs of embeddings that
belong to the same speaker. The total number of
positive tuples in each group is given by

∑m
i=1

(ni
2

)
,

which is calculated by summing up all pairs of ni

speech recordings for the ith speaker, where m is
the total number of speakers in the same group.

Negative tuples refer to pairs of embeddings
from different speakers within the same group.
The total number of negative pairs is calculated as∑m

i=1 ni ∗ (N − ni)/2, where N is the total num-
ber of audio files in the group, and ni is the number
of speech recordings for speaker i. The sum is
divided by 2 to avoid counting each pair twice.

After generating all the positive and negative pair
tuples, we proceeded to compute the cosine similar-
ity between the pairs of vector embeddings within
each tuple. Subsequently, we adjusted a threshold
value θ for each group through manual tuning until
the true positive rate equalled the true negative rate,
which enabled us to evaluate the performance of
the ASV model using the equal error rate (EER)
metric. If the cosine similarity value exceeded the
threshold, we considered the corresponding tuple
as belonging to the same speaker. Conversely, if
the cosine similarity value was below the thresh-
old, we deemed the two embeddings to represent
different speakers.

4 Results and Discussion

In order to have a baseline level of ASV perfor-
mance, we evaluated the TitaNet model on all the
speech recordings of the ADCT dataset and ob-
tained a 3.1% EER. To further analyze the impact
of participant demographic characteristics, audio
quality and AD severity level, we then recalculated
EER and compared the ASV performance across
different subgroups.

Figure 3: Visualization of speaker clusters using TitaNet
embeddings of all audio recordings in ADCT dataset,
created using the PaCMAP (Wang et al., 2021) dimen-
sionality reduction method, where each color represents
the gender of the speaker.

4.1 Effect of Participant Demographic
Characteristics on ASV Performance

4.1.1 Gender Effect

We first analyzed the effect of speaker genders on
the performance of ASV. As shown in Figure 3, two
visually distinguishable speaker clusters appeared
in the visualization of speech embeddings of all
speakers in our dataset. Colouring the data points
based on their gender indicates that each cluster is
representative of a specific gender. The left cluster
mostly comprises female speakers and the majority
of the right cluster consists of male speakers. For
further analysis of the ASV performance, we sep-
arately evaluated the model performance on male
and female speech samples within each cluster. To
control for the confounding factors, we randomly
downsized the size of the female subgroup to the
number of speakers in the male subgroup and also,
matched the average age and MMSE score between
the two subgroups. The results (Table 1) show that
according to the EER metric, the ASV model per-
forms better on the total dataset comprising diverse
genders compared to when it is applied to the male-
only or female-only speakers (Table 1). The ASV
performance for the male subgroup (EER = 4.98%)
is slightly better than that for the female subgroup
(5.13% EER), although the difference is not sub-
stantial. This is in line with prior literature (Hanilçi
and Ertaş, 2013) demonstrating that male speakers
exhibit higher speaker recognition accuracy com-
pared to female speakers regardless of the database
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Gender Tuned EER(%) #Spkrs #Smpls Avg #Smpls Avg Age Avg MMSE
Thr. per Spkr Score

Female 0.75 5.13 170 2735 16.09±3.94 69.53±6.72 17.33±4.37
Male 0.75 4.98 170 2671 15.72±4.02 69.41±6.96 17.45±4.45
All 0.74 3.10 659 7084 10.70±7.00 69.55±6.75 17.32±4.44

Table 1: Benchmarking TitaNet ASV model across different genders on the ADCT English dataset. ‘#Spkrs’ denotes
the number of speakers per each gender. ‘#Smpls’ denotes the number of audio recordings per each gender. ‘Tuned
Thr.’ denotes tuned threshold.

Age Group Tuned EER(%) #Spkrs #Smpls Avg #Smpls Gender Avg MMSE
Thr. per Spkr Score

Age <= 70 0.73 3.62 197 3235 16.42±3.86 Male+Female 17.09±4.72
Age > 70 0.74 4.20 195 3022 15.50±4.07 Male+Female 17.57±4.11
All 0.74 3.10 659 7084 10.7±7.0 Male+Female 17.32±4.44

Table 2: Benchmarking TitaNet ASV model across different age groups on the ADCT English dataset. ‘#Spkrs’
denotes the number of speakers per each age group. ‘#Smpls’ denotes the number of audio recordings per each age
group. ‘Tuned Thr.’ denotes tuned threshold.

and classifier used. The results also align with Si
et al. (2021) indicating that there is little differ-
ence in gender in terms of the performance of ASV
models in general.

4.1.2 Age Effect
We then evaluated the age effect on ASV perfor-
mance. For this purpose, we categorized the speak-
ers into two age subgroups with Age <= 70 and
Age > 70 according to the speaker ages at the study
enrollment date. The threshold was set to 70 be-
cause it is equal to the approximate median and
mean value of the age distribution of the speakers
in the ADCT dataset (Section 3.1.4). To control
for the confounding factors, we designed our ex-
periments to ensure that the age-based subgroups
had a comparable number of speakers and average
MMSE scores and included a combination of male
and female speakers.

Based on the results indicated in Table 2, EER
for participants under 70 is 0.58% lower than the
older age group. These results can be explained
by Taylor et al. (2020) revealing that specific at-
tributes of speech and voice characteristics (e.g.,
fricative spectral moments, semitone standard devi-
ation, etc.) vary according to age.

4.2 Effect of Audio Quality on ASV
Performance

We examined how different audio quality factors
affect the performance of speaker verification in
clinical environments. We divided ADCT samples

into two subgroups based on their quality rating for
each criterion: ‘No Issue’ for samples with a rat-
ing of 0 and ‘Minor to Major Issue’ for those with
a rating higher than 0 (maximum is 3). In order
to mitigate the influence of possible confounding
factors, we structured our experiments in such a
way that the quality-based subgroups had a similar
number of speakers and average MMSE score, and
included both male and female speakers. Table 3
shows the comparison of EER values between each
pair of subgroups per audio quality criterion. Our
results indicate that subgroups of audio samples
with no background noise, and high participant clar-
ity yielded lower EER than subgroups with varying
levels of background noise and poor participant
clarity. Therefore, better control of the data collec-
tion setting, along with the use of high-clarity audio
recordings with minimal background noise, would
be recommended in order to improve ASV perfor-
mance in clinical trials. Our findings are in line
with Eskimez et al. (2018), who demonstrated that
incorporating a DNN-based speech enhancement
technique as a front-end noise reduction module
can enhance the ASV performance when applied
to noisy speech data obtained from real customers.

Our results also suggest that clinician interfer-
ence can negatively impact ASV performance with
0.48% increase in EER. Therefore, it is recom-
mended that clinicians refrain from interrupting
participants during speech tasks in recording ses-
sions to prevent any decline in performance.

We also evaluated the speakers’ accents as a qual-
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Audio Quality Criterion Tuned EER(%) #Spkrs #Smpls Avg #Smpls Gender Avg Age Avg MMSE
Thr. per Spkr Score

Background Noise - No Issue 0.75 2.90 125 426 3.40±1.45 M + F 69.60±6.72 16.94±5.83
Background Noise - Minor to Major Issue 0.74 3.54 125 511 4.08±2.08 M + F 69.21±6.45 16.78±5.58
Participant Clarity - No Issue 0.75 2.85 112 481 4.29±1.70 M + F 69.80±6.38 16.81±5.62
Participant Clarity - Minor to Major Issue 0.74 3.41 112 432 3.85±1.83 M + F 69.23±6.81 16.04±5.54
Clinician Interference - No Issue 0.75 2.90 103 659 4.30±2.08 M + F 69.40±6.77 17.65±5.61
Clinician Interf. - Minor to Major Issue 0.73 3.38 103 399 3.87±1.86 M + F 69.43±6.84 14.77±5.22
Participant Accent - Native 0.74 2.97 188 901 4.79±2.82 M + F 68.63±6.89 17.22±5.01
Participant Accent - Non-Native 0.74 2.01 188 594 3.16±1.54 M + F 70.45±6.32 17.19±4.56
All 0.74 3.10 659 7084 10.7±7.0 M + F 69.55±6.75 17.32±4.44

Table 3: Benchmarking TitaNet speaker verification model across different levels of audio quality on the ADCT
dataset. ‘#Spkrs’ denotes the number of speakers per each quality subgroup. ‘#Smpls’ denotes the number of audio
recordings per each quality subgroup. ‘Tuned Thr.’ denotes tuned threshold. For each quality criterion, ‘No Issue’
indicates samples with a rating = 0 and ‘Minor to Major Issue’ indicates samples with a rating > 0 (maximum is 3).
‘M’ denotes male speakers and ‘F’ denotes female speakers. Bold font denotes the subgroup yielding best ASV
performance in each quality criterion.

Figure 4: Comparison of the performance of the TitaNet
ASV model across different AD severity levels based
on EER% metric. Original ADCT refers to the dataset
with the original number of speakers per severity level.
Balanced ADCT refers to the dataset with each group
downsized to the number of speakers in the smallest
group, which is the HC group.

ity indicator, and our results show that ASV per-
forms better on non-native speakers (2.01% EER)
than on native speakers (2.97% EER). This sug-
gests that ASV performance can be better in trials
that involve participants who speak with diverse
non-native English accents as a way to identify
unique speech characteristics for each individual.

4.3 Effect of the Severity Level of Alzheimer’s
Disease on ASV Performance

We examined how the AD severity level impacts the
performance of the ASV model. For this purpose,
we performed a separate recalculation of EER for
subgroups of audio samples consisting of Severe
AD (Number of speakers = 218), Moderate AD
(Number of speakers = 436), Mild AD (Number of
speakers = 244), and HC (Number of speakers =
25), while retaining the original number of speak-
ers. To establish a fair comparison, we then bal-

(a) Healthy Control

(b) Severe AD

Figure 5: Speaker cluster visualizations of HC and
Severe AD groups based on TitaNet embeddings for
ADCT dataset, created using the PaCMAP (Wang
et al., 2021) dimensionality reduction method, with each
colour representing a distinct speaker.

anced the number of speakers across the subgroups
by downsizing each to the smallest subgroup size
of 25 speakers, which was the size of the HC sub-
group. In both scenarios, higher AD severity lev-
els lowered speaker verification performance, by
about 1% to 1.5% of EER (Figure 4). Also, EER
was lower within the groups where a higher num-
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(a) Severe AD (b) Moderate AD

(c) Mild AD (d) Healthy Control

Figure 6: Similarity heatmap visualizations for ADCT dataset using TitaNet embeddings for different AD severity
levels each downsized to the number of speakers in the smallest group, which is equal to 25. The lighter colours
correspond to a higher level of similarity between the associated speaker tuples.

ber of speakers were included. Figure 5a and 5b
display the PaCMAP (Wang et al., 2021) visualiza-
tion of TitaNet speaker embeddings for the HC and
Severe AD groups in the balanced ADCT dataset,
where each colour representing a unique speaker.
In both the HC and Severe AD groups, samples
from the same speakers are clustered close to each
other, while in the HC group, the samples from
different speakers are more distinguishable com-
pared to the Severe AD group. Moreover, there is a
higher level of similarity between negative speaker
tuples within Moderate and Severe AD subgroups
in comparison to Mild AD and HC subgroups, as
indicated in the similarity heatmaps for different
AD severity levels (Figure 6). Overall, our findings
suggest that the unique voice characteristics asso-
ciated with varying levels of AD severity (Boschi
et al., 2017) can be entangled with the identity of
the speaker and may introduce a potential source
of bias in the ASV models.

5 Conclusion

Large-scale clinical trials require accurate verifi-
cation of participants, as duplicate participation
may lead to substandard data quality and signifi-
cant financial and health risks. Therefore, develop-
ing accurate ASV models for verifying participant
identity is essential in these settings. External fac-

tors such as participant profile or audio quality can
cause errors and biases in ASV performance during
the trials, but limited research has been conducted
in this area. In the present work, we utilize a longi-
tudinal speech dataset of participants with varying
levels of AD severity and investigate the impact
of external factors, such as different participant de-
mographic characteristics, audio quality criteria,
and AD severity levels, on the performance of an
end-to-end TI ASV model. Our findings show that
variations in ASV performance can be attributed to
the inherent voice characteristics of different sub-
groups (e.g., different ages, genders, accents, or
AD severity levels) that are likely to be confused
with the identity of the speaker. Hence, it is critical
to reassess this technology to mitigate the risk of po-
tential biases toward certain subgroups. Based on
our results, poor audio quality with unclear speech,
noisy background, and clinician interference also
negatively impacts ASV performance. This high-
lights the importance of quality assurance for the
speech recordings during the trials. In future work,
we aim to automate the audio quality assessment
process by leveraging existing automated meth-
ods such as perceptual evaluation of speech quality
(PESQ) (Rix et al., 2001) or short-time objective in-
telligibility (STOI) (Taal et al., 2010), which would
reduce the human effort required for this task.
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Abstract

This paper describes Team Cadence’s winning
submission to Task C of the MEDIQA-Chat
2023 shared tasks. We also present the set
of methods, including a novel N-pass strategy
to summarize a mix of clinical dialogue and
an incomplete summarized note, used to com-
plete Task A and Task B, ranking highly on the
leaderboard amongst stable and reproducible
code submissions. The shared tasks invited
participants to summarize, classify and gener-
ate patient-doctor conversations. Considering
the small volume of training data available, we
took a data-augmentation-first approach to the
three tasks by focusing on the dialogue gener-
ation task, i.e., Task C. It proved effective in
improving our models’ performance on Task
A and Task B. We also found the BART archi-
tecture to be highly versatile, as it formed the
base for all our submissions. Finally, based on
the results shared by the organizers, we note
that Team Cadence was the only team to submit
stable and reproducible runs to all three tasks.

1 Introduction

MEDIQA-Chat 2023 Shared Tasks included three
tasks on the summarization and generation of
doctor-patient conversations to promote research
on these topics (Ben Abacha et al., 2023). Task
A (Short Dialogue2Note Summarization) expected
a section summary (section header and content)
given a short input conversation. We recognized

that generating the summary content was an ab-
stractive summarization (Chopra et al., 2016) task
while predicting the section header was a multi-
class (twenty normalized section labels) classifi-
cation task. Task B (Full Dialogue2Note Sum-
marization) was another abstractive summariza-
tion task that required submissions to generate a
complete clinical note from a whole dialogue be-
tween a patient and a doctor. The complete clinical
note was expected to have the following first-level
section headers: "HISTORY OF PRESENT ILL-
NESS", "PHYSICAL EXAM", "RESULTS", and
"ASSESSMENT AND PLAN". Finally, Task C
(Note2Dialogue Generation), a data augmentation
(Shorten et al., 2021) task, was about generating
patient-doctor conversations for complete input
notes.

Aside from predicting section headers for Task
A, all other tasks could be formulated as sequence-
to-sequence (Sutskever et al., 2014) learning tasks.
Various model architectures based on transform-
ers (Vaswani et al., 2017) have proved to be suc-
cessful at tackling such tasks. Therefore, lever-
aging pre-trained model checkpoints from public
repositories was considered the right choice. En-
couraged by the leaderboard for SAMSum (Gliwa
et al., 2019) on HuggingFace (Wolf et al., 2020), a
dialogue summarization dataset, we chose BART
(Lewis et al., 2019) as the base model for our exper-
iments. Specifically, we picked the facebook/bart-
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large 1 model checkpoint (referenced as bart-large
in this text from hereon) for its effectiveness on
text-generation tasks.

The SAMSum (Gliwa et al., 2019) dataset is
intended to train dialogue summarization models.
However, we recognized that the input and target
labels could be inverted to train a dialogue genera-
tion model. We trained/validated bart-large on the
inverse of SAMSum (Gliwa et al., 2019) dataset
followed by the Task C training dataset provided
by the task organizers, achieving ROUGE-1 and
ROUGE-2 scores of 59.11 and 23.69, respectively,
on the validation set. This model was then used to
augment datasets for Task A and Task B summa-
rization tasks. In order to generate synthetic patient-
doctor conversations, we chose to sample a thou-
sand discharge summary notes from the MIMIC-IV-
Note (Johnson et al., 2023; Goldberger et al., 2000)
dataset. We then added these dialogue-note pairs to
the Task A and Task B training datasets provided
by the organizers. The impact of this augmentation
technique is noted in Section 5 below.

For Task A summarization, bart-large was
fine-tuned on the SAMSum (Gliwa et al., 2019)
dataset followed by fine-tuning on the augmented
dataset for Task A, which achieved ROUGE-1 and
ROUGE-2 scores of 50.7 and 21.4, respectively, on
the validation set. Our methods yielded an overall
improvement (over the baseline) of 13.1% and 14%
in ROUGE-1 and ROUGE-2 scores, respectively.
Results from fine-tuning bart-large on the unaug-
mented (original) Task A dataset were considered
the baseline in this comparison.

Inspired by the significant gains exhibited by the
Task A model, we decided to use it as the base
model for Task B. Fine-tuning this base model on
the augmented Task B dataset yielded ROUGE-1
and ROUGE-2 scores of 54.16 and 26.04, respec-
tively - a 13.7% gain in ROUGE-2 score over the
baseline. Results from fine-tuning the base model
on the unaugmented (original) Task B dataset were
considered the baseline in this comparison. The
final submission(run1) achieved ROUGE-1 and
ROUGE-2 scores of 49.5 and 23.4 on the test set.
Unfortunately, the Task B dataset comprised input
conversations almost twice as long as the maximum
number of tokens accepted by bart-large, which
naturally prohibits the model’s ability to summa-
rize the entire conversation. To solve this prob-

1https://huggingface.co/facebook/
bart-large

lem, we developed an N-pass strategy in which the
model attempts to summarize the conversation in
multiple steps. Each step (or pass) involves the
model taking as input the summary note of the di-
alogue processed till that step, concatenated with
the rest of the dialogue. In other words, we trained
the model to summarize a partial mix of an in-
complete clinical note and an incomplete patient-
doctor conversation. This strategy led to a gain of
6.6% and 8.1% in ROUGE-1 (57.76) and ROUGE-
2 (28.15) scores, respectively, on the validation set.
We submitted the N-pass model as run2, which
outperformed the run1 submission by 6.8%, both
for ROUGE-1 (52.9) and ROUGE-2 (25) scores,
on the test set. It also improved the division-based
aggregate score by 16.75%. Overall, our methods
improved the baseline ROUGE-2 score by 22.9%
on the validation set, while the baseline ROUGE-1
score was found to be slightly better by 0.45%.

Given the promising performance of bart-large
on the summarization tasks, we also decided to
use it for Task A classification. We leveraged the
BartForSequenceClassification wrapper offered by
HuggingFace (Wolf et al., 2020), a BART model
with a sequence classification head on top (a lin-
ear layer on top of the pooled output). Using this
approach, we achieved an accuracy of 78% and
an F1 score of 78.37%. The final submission was
reported to have an accuracy of 73.5% on the test
set.

2 Background and Related Work

Studies like the ones from Alkureishi MA et al.
(Alkureishi et al., 2016) and Rathert et al. (Rathert
et al., 2017) have presented evidence on EHRs
(Electronic Health Records) impacting the qual-
ity of patient-doctor conversations. Digital scribes
(van Buchem et al., 2021) and summarization tools
(Shanafelt et al., 2016) can mitigate some of these
problems. However, many challenges are associ-
ated with clinical dialogue summarization (Zhu and
Penn, 2006). Some significant challenges include
omitting key medical concepts (Knoll et al., 2022)
and hallucinating unsubstantiated information.

Several attempts have been made to address
said inherent challenges and automatically gen-
erate high-quality summaries of clinical encoun-
ters. Approaches like the ones used by Enarvi et al.
(2020) have utilized a transformer (Vaswani et al.,
2017) model to summarize doctor-patient conver-
sations. Joshi et al. (2020) and Michalopoulos et al.
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Figure 1: N-pass summarization for handling long conversations.

(2022) have also incorporated medical knowledge
into these models. On the data generation front,
Chintagunta et al. (2021) showed that large lan-
guage models can be used for augmenting medical
summarization datasets.

To the best of our knowledge, the N-pass strategy
used to address long input sequences of Task B is
novel. However, multiple multi-stage summariza-
tion approaches have been proposed so far. For ex-
ample, Krishna et al. (2020) used modular summa-
rization techniques to produce notes from patient-
doctor conversations. Zhang et al. (2021) used
multi-stage summarization for long inputs, whereas
Gidiotis and Tsoumakas (2020) split a long docu-
ment and its summary into multiple source-target
pairs using sentence similarity. Recursive summa-
rization incorporating human feedback (Wu et al.,
2021) even achieved state-of-the-art results in book
summarization.

3 Datasets

3.1 MEDIQA-Chat-2023

Task A training (validation) dataset (Ben Abacha
et al., 2023) provided by the organizers consists of
1,201 (100) pairs of conversations and associated
section headers and summaries. There were 20
unique normalized section headers overall. The
Task B and Task C training (validation) set consists

of 67 (20) pairs of conversations and full clinical
notes (Yim et al., 2023).

3.2 SAMSum

The SAMSum dataset contains 16369 conversa-
tions and their summaries (Gliwa et al., 2019), with
a train/val/test split of 14732/818/819. Several di-
alogue summarization models have leveraged this
dataset (Ni et al., 2022) and achieved promising re-
sults on the task. We note the impact of this dataset
in the ablation study (Section 5).

3.3 MIMIC-IV-Note

MIMIC-IV-Note contains 331,794 deidentified
free-text clinical notes for patients included in the
MIMIC-IV clinical database (Johnson et al., 2023;
Goldberger et al., 2000). We sampled a thousand
notes from this dataset and used the Task C (dia-
logue generation) model for downstream data aug-
mentation of Task A and Task B. Ablation study
(Section 5) highlights significant contributions of
this dataset to improving the results.

4 Methods

4.1 Dialogue Generation

We discovered that by flipping input and target
labels, the SAMSum (Gliwa et al., 2019) dataset
could also train a dialogue generation model. Our
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Table 1: Hyperparameters used for Task A, Task B and Task C

Parameter Task A Task B Task C

Classification Summarization Summarization Generation

learning_rate 2E-05 5E-05 5E-05 5E-05
per_device_train_batch_size 8 4 4 4
per_device_eval_batch_size 8 4 2 2
weight_decay 0.01 0 0 0
num_train_epochs 30 30 30 10
fp16 TRUE TRUE TRUE TRUE
gradient_accumulation_steps 4 8 8 8
gradient_checkpointing TRUE TRUE TRUE TRUE
predict_with_generate - TRUE TRUE TRUE
generation_max_length - 512 1024 1024
max_target_length - 512 1024 1024
max_source_length 1024 1024 1024 1024

recipe included fine-tuning bart-large on the in-
verted SAMSum (Gliwa et al., 2019) dataset for
10 epochs, followed by fine-tuning on a dataset
that combined training and validation datasets from
Task A and Task C for another 10 epochs. Fine-
tuning was performed using the Trainer API offered
by HuggingFace (Wolf et al., 2020), and the hyper-
parameters used are described in (Table 1). We
did not perform a comprehensive sweep and rec-
ognize that a more optimal set of hyperparameters
could yield better results. The model yielded by
this recipe was also used for generating synthetic
data for Task A and Task B summarization. Specif-
ically, patient-doctor conversations were generated
for 1000 discharge summary notes sampled from
the MIMIC-IV-Note (Johnson et al., 2023; Gold-
berger et al., 2000) dataset. We used ROUGE-1
and ROUGE-2 scores for evaluating the model’s
performance on the validation set (Lin, 2004).

4.2 Dialogue Summarization

Summarization models for Task A and Task B lever-
aged bart-large fine-tuned on the SAMSum (Gliwa
et al., 2019) dataset for 10 epochs as the base model.
The base model was then fine-tuned on the aug-
mented version of the Task A training dataset for
30 epochs. Like dialogue generation, fine-tuning
was performed using the Trainer API offered by
HuggingFace (Wolf et al., 2020), and the hyperpa-
rameters used are described in Table 1. We did not
perform a comprehensive sweep and recognize that
a more optimal set of hyperparameters could yield
better results. With a working hypothesis that the

Task A model can capture local themes in conversa-
tions with fewer turns, we used the model yielded
by the above recipe as the base model for Task B.

Before augmenting the Task B dataset with the
dialogue generation model, we sanitized the 1000
notes sampled from the MIMIC-IV-Note (Johnson
et al., 2023; Goldberger et al., 2000) dataset. The
sanitization process mainly included removing first-
level section headers not accepted for evaluation by
the organizers, as laid out in (Section 1). The base
model was then fine-tuned on the sanitized-and-
augmented dataset (named Augmented(Sections)
in result tables) using the same process as Task A.
This fine-tuned version was submitted as run1 and
suffered from a significant drawback - the inability
to handle input sequences longer than 1024 tokens.
To address the shortcoming, we developed a novel
N-pass approach by training a model that can gen-
erate summaries given a partial mix of incomplete
summaries and incomplete dialogue. Specifically,
a 2-pass version, named run2, was submitted to the
shared task.

The N-pass approach is illustrated in Figure 1.
The idea is to summarize long conversations in
multiple passes, where each pass accepts as input
the next block of the unsummarized dialogue con-
catenated with the summary output by the previous
pass. The intuition behind this approach is to ac-
commodate the limit on the number of input tokens
accepted by the model by feeding it the dialogue
in blocks but still propagating the context by incor-
porating the summary generated till that point. For
run2, the model used for run1 was fine-tuned for
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30 epochs on a dataset that concatenated the first
block summary with the second block of the dia-
logue. The first block summaries were generated
by the run1 model. A block size of 512 tokens was
used for both the input and the output (except the
final pass where output is 1024 tokens). We used
a combination of ROUGE-1 and ROUGE-2 scores
for evaluating the model’s ability to summarize the
conversations in the validation set (Lin, 2004).

4.3 Classification

We used a simple yet effective classification ap-
proach to producing section headers for Task A.
Given the promising results from using bart-large
on the summarization and dialogue generation
tasks, we chose to stick with the same for clas-
sification. To be exact, we fine-tuned the model
used for Task A submission on the classification
task by leveraging the BartForSequenceClassifica-
tion wrapper offered by HuggingFace (Wolf et al.,
2020), a BART model with a sequence classifica-
tion head on top (a linear layer on top of the pooled
output). Again, the Trainer API was used with no
hyperparameter sweep. Table 1 lists the hyperpa-
rameters used for fine-tuning the classifier.

5 Experiments and Ablation Study

Dataset ROUGE-1 ROUGE-2

MEDIQA 47.5 19.8
Augmented (Sections) 48.12 19.9
Augmented 50.7 21.4

Table 2: Task A - results with different training datasets.
Metrics evaluated on the task validation set.

Model ROUGE-1 ROUGE-2

bart-large 44.8 18.77
bart-samsum 47.5 19.8

Table 3: Task A - impact of fine-tuning on SAMSum.
Metrics evaluated on the task validation set.

5.1 Task A

In Table 2, we compare the results obtained on
the Task A validation set by using three different
training datasets - original Task A training data,
augmented Task A training data, and sanitized-
and-augmented (defined in Section 4.2) training

data. The augmented version outperforms the orig-
inal Task A training data by 6.7% (ROUGE-1) and
8% (ROUGE-2). As expected, the sanitized-and-
augmented training data yields smaller gains be-
cause the summary notes for Task A are shorter and
do not include first-level section headers in Task B
training data.

An ablation study (Table 3) was also conducted
on the impact of fine-tuning bart-large on the SAM-
Sum(Gliwa et al., 2019) dataset. It was found that
fine-tuning on the SAMSum (Gliwa et al., 2019)
dataset improved performance on the validation set
by 6% (ROUGE-1) and 5.4% (ROUGE-2).

Task A summarization model fine-tuned on clas-
sification achieved an accuracy of 78% and an f1
score of 78.37% on the validation set.

Version ROUGE-1 ROUGE-2

MEDIQA 48.13 19.0
Augmented 51.86 23.42
Augmented (Sections) 54.16 26.04
2-pass 57.76 28.15

Table 4: Task B - results with different training datasets
and the 2-pass strategy. Metrics evaluated on the task
validation set.

Model ROUGE-1 ROUGE-2

bart-large 58.02 22.9
bart-samsum 48.13 19.0

Table 5: Task B - impact of fine-tuning on SAMSum.
Metrics evaluated on the task validation set.

5.2 Task B

Table 4 shows that the 2-pass summarization strat-
egy leads to a gain of 6.6% (ROUGE-1) and
8.1% (ROUGE-2). Furthermore, training on the
sanitized-and-augmented dataset yields improve-
ments of 12.5% (ROUGE-1) and 37% (ROUGE-2),
driving home the value of data augmentation by
clinical dialogue generation. Interestingly, simply
fine-tuning on the SAMSum(Gliwa et al., 2019)
dataset led to worse results (Table 5) on the Task
B validation set, which could be explained by the
discrepancy in the length of the conversations and
the summaries between the two datasets.
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Dataset bart-large bart-samsum

R-1 R-2 R-1 R-2

MEDIQA 53.6 17.26 56.55 20.64
Combined 58.43 22.74 59.11 23.69

Table 6: Task C - results with different training datasets
and impact of fine-tuning on SAMSum. Metrics evalu-
ated on the task validation set.

5.3 Task C

The ablation study (Table 6) for Task C highlights
two significant ideas. First, adding the training
data from Task A contributed a hike of 4.5% (9%)
in the ROUGE-1 score and 14.7% (31.7%) in the
ROUGE-2 score for the model (not) fine-tuned on
the inverse of the SAMSum (Gliwa et al., 2019)
dataset. Second, fine-tuning on the inverse of SAM-
Sum (Gliwa et al., 2019) led to a gain of 5.5%
(1.1%) in ROUGE-1 scores and 19.5% (4.1%) in
ROUGE-2 scores when training data from Task C
(Task A + Task C) was used. It shows that the
additional data from Task A is more critical when
fine-tuning on the inverse of SAMSum (Gliwa et al.,
2019) is skipped.

6 Results

Team Cadence’s submission for Task C earned
rank-1 amongst all participants, beating the next-
best submission by 28.3% (ROUGE-1) and 99%
(ROUGE-2).

The organizers shared test set results (Ben
Abacha et al., 2023) along with a code status de-
scription where a code status of 1 meant that the
organizers were able to run the submitted code
and reproduce the results, and a code status of
2 meant that they were able to run the code and
found minor differences with no changes in rank-
ings. Code statuses 3,4, and 5 meant that the
organizers found the submitted code to be un-
stable or not runnable under their configurations.
Amongst code statuses 1 and 2, Team Cadence
achieved the following ranks: rank-2 on TaskB-
summarization, rank-3 on TaskA-summarization,
rank-3 on TaskB-summarization(note-divisions),
and rank-5 on TaskA-classification. The code for
generating the submitted runs is being shared pub-
licly2.

2https://github.com/ashwyn/
MEDIQA-Chat-2023-Cadence

7 System Specification

In the spirit of reproducibility, we share details of
the systems used to run these experiments. The
models were fine-tuned on g4dn.12xlarge AWS
Sagemaker notebook instances 3. HuggingFace’s
Python package transformers (Wolf et al., 2020)
version 4.27.1 was used in a Python3.8 environ-
ment. Reported results were aggregated from 4
different runs using 4 different random seeds.

8 Limitations and Future Work

The methods described in this paper do not lever-
age any external medical knowledge, a technique
that has been shown to be effective by other stud-
ies (Joshi et al., 2020; Michalopoulos et al., 2022).
And like other methods based on large language
models, in theory, our models are also prone to hal-
lucinations and omission of key-clinical concepts.
We plan to explore constrained beam search4 as a
mitigation strategy for addressing these challenges
in the future.

Although the impact of the Task C model as
a data augmentation tool is undoubtedly positive
(Section 5), qualitative error analysis of patient-
doctor conversations produced by the model
showed that the output contained a small number
of dialogue turns, and each individual turn was too
long, packed with information. Producing conver-
sations with a more natural flow should yield an
even better boost on downstream tasks, and we
leave exploring such methods to future experimen-
tation. We also recognize that N-pass summariza-
tion for Task B with higher values of N should be
able to cover the entirety of the input conversations
in the Task B datasets, albeit with diminishing re-
turns as N increases. We hope to evaluate them in
future iterations of similar shared tasks.

9 Conclusion

The two key takeaways from the experiments and
results in this paper are significant improvements
in summarization results driven by data augmenta-
tion and the N-pass summarization technique for
handling long input patient-doctor conversations.
Furthermore, the fact that our submissions to all
three tasks share the same base (bart-large) model

3https://docs.aws.amazon.com/
sagemaker/latest/dg/notebooks.html

4https://huggingface.co/blog/
constrained-beam-search
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speaks volumes of its versatility. Finally, the re-
sults demonstrate the effectiveness of fine-tuning
on custom datasets for specialized domains like
medicine.

References
Maria Alcocer Alkureishi, Wei Wei Lee, Maureen

Lyons, Valerie G Press, Sara Imam, Akua Nkansah-
Amankra, Deb Werner, and Vineet M Arora. 2016.
Impact of electronic medical record use on the
patient–doctor relationship and communication: a
systematic review. Journal of general internal
medicine, 31:548–560.

Asma Ben Abacha, Wen-wai Yim, Griffin Adams, Neal
Snider, and Meliha Yetisgen. 2023. Overview of the
mediqa-chat 2023 shared tasks on the summarization
and generation of doctor-patient conversations. In
ACL-ClinicalNLP 2023.

Asma Ben Abacha, Wen-wai Yim, Yadan Fan, and
Thomas Lin. 2023. An empirical study of clinical
note generation from doctor-patient encounters. In
Proceedings of the 17th Conference of the European
Chapter of the Association for Computational Lin-
guistics, pages 2291–2302, Dubrovnik, Croatia. As-
sociation for Computational Linguistics.

Bharath Chintagunta, Namit Katariya, Xavier Amatri-
ain, and Anitha Kannan. 2021. Medically aware
gpt-3 as a data generator for medical dialogue sum-
marization. In Machine Learning for Healthcare
Conference, pages 354–372. PMLR.

Sumit Chopra, Michael Auli, and Alexander M Rush.
2016. Abstractive sentence summarization with at-
tentive recurrent neural networks. In Proceedings
of the 2016 conference of the North American chap-
ter of the association for computational linguistics:
human language technologies, pages 93–98.

Seppo Enarvi, Marilisa Amoia, Miguel Del-Agua Teba,
Brian Delaney, Frank Diehl, Stefan Hahn, Kristina
Harris, Liam McGrath, Yue Pan, Joel Pinto, et al.
2020. Generating medical reports from patient-
doctor conversations using sequence-to-sequence
models. In Proceedings of the first workshop on nat-
ural language processing for medical conversations,
pages 22–30.

Alexios Gidiotis and Grigorios Tsoumakas. 2020. A
divide-and-conquer approach to the summarization of
long documents. IEEE/ACM Transactions on Audio,
Speech, and Language Processing, 28:3029–3040.

Bogdan Gliwa, Iwona Mochol, Maciej Biesek, and Alek-
sander Wawer. 2019. SAMSum corpus: A human-
annotated dialogue dataset for abstractive summa-
rization. In Proceedings of the 2nd Workshop on
New Frontiers in Summarization, pages 70–79, Hong
Kong, China. Association for Computational Linguis-
tics.

Ary L Goldberger, Luis AN Amaral, Leon Glass, Jef-
frey M Hausdorff, Plamen Ch Ivanov, Roger G Mark,
Joseph E Mietus, George B Moody, Chung-Kang
Peng, and H Eugene Stanley. 2000. Physiobank,
physiotoolkit, and physionet: components of a new
research resource for complex physiologic signals.
circulation, 101(23):e215–e220.

Alistair Johnson, Tom Pollard, Steven Horng, Leo An-
thony Celi, and Roger Mark. 2023. Mimic-iv-note:
Deidentified free-text clinical notes.

Anirudh Joshi, Namit Katariya, Xavier Amatriain, and
Anitha Kannan. 2020. Dr. summarize: Global sum-
marization of medical dialogue by exploiting local
structures. arXiv preprint arXiv:2009.08666.

Tom Knoll, Francesco Moramarco, Alex Papadopoulos
Korfiatis, Rachel Young, Claudia Ruffini, Mark Per-
era, Christian Perstl, Ehud Reiter, Anya Belz, and
Aleksandar Savkov. 2022. User-driven research of
medical note generation software. arXiv preprint
arXiv:2205.02549.

Kundan Krishna, Sopan Khosla, Jeffrey P Bigham,
and Zachary C Lipton. 2020. Generating soap
notes from doctor-patient conversations using mod-
ular summarization techniques. arXiv preprint
arXiv:2005.01795.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan
Ghazvininejad, Abdelrahman Mohamed, Omer Levy,
Veselin Stoyanov, and Luke Zettlemoyer. 2019.
BART: denoising sequence-to-sequence pre-training
for natural language generation, translation, and com-
prehension. CoRR, abs/1910.13461.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

George Michalopoulos, Kyle Williams, Gagandeep
Singh, and Thomas Lin. 2022. Medicalsum: A
guided clinical abstractive summarization model for
generating medical reports from patient-doctor con-
versations. In Findings of the Association for Com-
putational Linguistics: EMNLP 2022, pages 4741–
4749.

Jinjie Ni, Tom Young, Vlad Pandelea, Fuzhao Xue, and
Erik Cambria. 2022. Recent advances in deep learn-
ing based dialogue systems: A systematic survey.
Artificial intelligence review, pages 1–101.

Cheryl Rathert, Jessica N Mittler, Sudeep Banerjee, and
Jennifer McDaniel. 2017. Patient-centered communi-
cation in the era of electronic health records: What
does the evidence say? Patient education and coun-
seling, 100(1):50–64.

Tait D Shanafelt, Lotte N Dyrbye, Christine Sinsky,
Omar Hasan, Daniel Satele, Jeff Sloan, and Colin P
West. 2016. Relationship between clerical burden
and characteristics of the electronic environment with
physician burnout and professional satisfaction. In

234

https://aclanthology.org/2023.eacl-main.168
https://aclanthology.org/2023.eacl-main.168
https://doi.org/10.18653/v1/D19-5409
https://doi.org/10.18653/v1/D19-5409
https://doi.org/10.18653/v1/D19-5409
http://arxiv.org/abs/1910.13461
http://arxiv.org/abs/1910.13461
http://arxiv.org/abs/1910.13461
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013


Mayo Clinic Proceedings, volume 91, pages 836–848.
Elsevier.

Connor Shorten, Taghi M Khoshgoftaar, and Borko
Furht. 2021. Text data augmentation for deep learn-
ing. Journal of big Data, 8:1–34.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014.
Sequence to sequence learning with neural networks.
Advances in neural information processing systems,
27.

Marieke M van Buchem, Hileen Boosman, Martijn P
Bauer, Ilse MJ Kant, Simone A Cammel, and
Ewout W Steyerberg. 2021. The digital scribe in clin-
ical practice: a scoping review and research agenda.
NPJ digital medicine, 4(1):57.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. Advances in neural information processing
systems, 30.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,
et al. 2020. Transformers: State-of-the-art natural
language processing. In Proceedings of the 2020 con-
ference on empirical methods in natural language
processing: system demonstrations, pages 38–45.

Jeff Wu, Long Ouyang, Daniel M Ziegler, Nisan Sti-
ennon, Ryan Lowe, Jan Leike, and Paul Christiano.
2021. Recursively summarizing books with human
feedback. arXiv preprint arXiv:2109.10862.

Wen-wai Yim, Yujuan Fu, Asma Ben Abacha, Neal
Snider, Thomas Lin, and Meliha Yetisgen. 2023. Aci-
bench: a novel ambient clinical intelligence dataset
for benchmarking automatic visit note generation.
Submitted to Nature Scientific Data.

Yusen Zhang, Ansong Ni, Ziming Mao, Chen Henry
Wu, Chenguang Zhu, Budhaditya Deb, Ahmed H
Awadallah, Dragomir Radev, and Rui Zhang. 2021.
Summˆ n: A multi-stage summarization framework
for long input dialogues and documents. arXiv
preprint arXiv:2110.10150.

Xiaodan Zhu and Gerald Penn. 2006. Summarization
of spontaneous conversations. In Ninth International
Conference on Spoken Language Processing.

235



Proceedings of the 5th Clinical Natural Language Processing Workshop, pages 236–246
July 14, 2023 ©2023 Association for Computational Linguistics

Method for Designing Semantic Annotation of Sepsis Signs in Clinical Text

Melissa Y. Yan1, Lise Tuset Gustad 2,3, Lise Husby Høvik3,4, Øystein Nytrø1

1 Dept. of Computer Science, Norwegian University of Science and Technology
2 Faculty of Nursing and Health Sciences, Nord University

3 Dept. of Circulation and Medical Imaging, Norwegian University of Science and Technology
4 Clinic of Anaesthesia and Intensive Care, St. Olavs Hospital, Trondheim University Hospital

{melissa.yan, lise.t.gustad, lise.hovik, nytroe}@ntnu.no

Abstract

Annotated clinical text corpora are essential
for machine learning studies that model and
predict care processes and disease progression.
However, few studies describe the necessary
experimental design of the annotation guideline
and annotation phases. This makes replication,
reuse, and adoption challenging.

Using clinical questions about sepsis, we de-
signed a semantic annotation guideline to cap-
ture sepsis signs from clinical text. The clin-
ical questions aid guideline design, applica-
tion, and evaluation. Our method incremen-
tally evaluates each change in the guideline
by testing the resulting annotated corpus using
clinical questions. Additionally, our method
uses inter-annotator agreement to judge the an-
notator compliance and quality of the guideline.
We show that the method, combined with con-
trolled design increments, is simple and allows
the development and measurable improvement
of a purpose-built semantic annotation guide-
line. We believe that our approach is useful
for incremental design of semantic annotation
guidelines in general.

1 Introduction

Annotated clinical text corpora provide natural
language processing (NLP) and machine learning
(ML) studies the data necessary to find patterns,
classify, and predict patient risk and disease pro-
gression. Compared to models that only utilize
structured data from the electronic health record
(EHR), many studies and reviews have shown that
model performance can increase by incorporat-
ing unstructured clinical text (Soguero-Ruíz et al.,
2016; Huddar et al., 2016; Culliton et al., 2017; As-
sale et al., 2019; Sheikhalishahi et al., 2019; Spasic
and Nenadic, 2020).

Pre-existing annotated clinical corpora include
the Medical Information Mart for Intensive Care
(MIMIC-III) (Johnson et al., 2016), the Clinical E-
Science Framework (CLEF) (Roberts et al., 2007),

and the Informatics for Integrating Biology and the
Bedside (i2b2) challenges and National NLP Clini-
cal Challenges (n2c2) (Uzuner and Stubbs, 2015;
Luo et al., 2020). However, studies utilizing pre-
existing annotated corpora must limit their research
questions to the specific purpose(s) for which the
corpus was annotated. Otherwise, the annotations
required to answer a research question might be
missing or too general. Thus, many studies opt to
develop their own annotated clinical corpus tailored
to capture and extract the necessary information for
their research (Yim et al., 2015; Rama et al., 2018;
South et al., 2009; Oliveira et al., 2022).

Methods with lower requirements for supervi-
sion, such as information extraction, commonly
use keyword search, rule-based algorithms, and
ML to detect clinical cases. However, those meth-
ods might not consider the context of the clinical
case (Ford et al., 2016). For example, different
documented signs within a specific situation can
describe a medical condition that is not named.
Hence, medical expertise is necessary for mak-
ing annotation judgments and capturing clinical
knowledge within the text (Xia and Yetisgen-Yildiz,
2012). Retrieving domain-specific patient knowl-
edge to ascertain or answer clinical questions in-
cludes extracting data, information, and knowledge.
Data are attributes (e.g., names or dates), informa-
tion gives meaning to data (e.g., location, cause,
and time), and knowledge interprets information
based on one’s role and responsibility (e.g., clinical
document’s purpose and effect) (Gudea, 2005).

Making a quality annotated corpus is an iter-
ative process that includes designing an annota-
tion guideline, annotating text with the guideline,
and refining the guideline based on inter-annotator
agreement (IAA) (Roberts et al., 2009; Xia and
Yetisgen-Yildiz, 2012; Deleger et al., 2012; Savkov
et al., 2016; Oliveira et al., 2022). Although studies
describe how annotated clinical corpora were made,
few studies are explicit about the design process.
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We believe that the acquisition and transformation
of clinical questions about the patient cohort into
corresponding corpus requirements for retrieving
information from the actual text of the annotated
corpus should drive the annotation process.

2 Related Work

This section provides an overview of studies that
describe the design process leading to an annota-
tion guideline and annotated clinical corpus. Stud-
ies that share their annotation challenges or offer
improvements are also included.

The CLEF Corpus was semantically annotated
to help develop and evaluate the CLEF informa-
tion extraction system (Roberts et al., 2007, 2009).
Free-text documents in the corpus are histopathol-
ogy reports, imaging reports, and clinical narratives
(i.e., discharge summaries, reports, case notes, au-
dits, letters, or narratives to the general practitioner,
consultant, referrer, or patient). Initially, templates
for the documents using ontology-based entities
and relationships were manually filled-in. How-
ever, the templates did not directly align with text,
and ontology complexity made it time-consuming
to fill templates. Thus, Roberts et al. (2009) itera-
tively developed an annotation guideline based on
a simplified version of the original ontology and
template definitions. Following established stan-
dard NLP annotation methodology (Boisen et al.,
2000), 2 clinicians annotated 31 documents over 5
sessions, and a third annotator resolved disagree-
ments (Roberts et al., 2009). However, due to
workload and time constraints, resigning annotators
could have impacted the corpus quality and size.
Thus, Roberts et al. (2009) proposed solutions
such as pre-annotated documents and a reduced
annotation scope.

The i2b2 challenges have annotated corpora for
various purposes. For example, in the i2b2 NLP
challenge of extracting patient medication from
discharge summaries, 79 annotators from 20 teams
annotated 251 discharge summaries in a commu-
nity annotation experiment (Uzuner et al., 2010).
The annotation guideline was developed iteratively
in 2 phases before the community annotation. For
several iterations in phase 1, university students an-
notated discharge summaries that were measured
for IAA and asked questions to aid revisions. This
produced a guideline and 17 annotated discharge
summaries for phase 2. Finally, during phase 2,
teams annotated discharge summaries using the

guideline and addressed inconsistencies within the
17 annotated discharge summaries to produce a
refined guideline.

The i2b2 temporal relations corpus contains
310 discharge summaries annotated by 8 annota-
tors (Sun et al., 2013). The annotation guideline
was based on the TimeML event and temporal ex-
pression specification language (Pustejovsky et al.,
2003) and the Temporal Histories of Your Medi-
cal Event (THYME) project annotation guidelines.
The corpus development process included: a guide-
line development pilot study, data selection, pre-
annotation, annotator training session, 2 annotators
annotating pre-annotated documents, an adjudica-
tor who resolved disagreements, and evaluation.

The 2014 i2b2/UTHealth de-identification cor-
pus annotation guideline focuses on removing Pro-
tected Health Information (PHI) in longitudinal
medical records for automatic de-identification sys-
tem development (Stubbs and Uzuner, 2015). In-
troduced PHI subcategories enable downstream
analyses to adjust the scope or focus on specific
categories. Additionally, they compared parallel
and serial annotation processes on pre-annotated
and unannotated corpora and found that the pro-
cess does not affect annotation quality (Stubbs and
Uzuner, 2017).

Xia and Yetisgen-Yildiz (2012) utilized a varia-
tion of the typical annotation process for 3 different
studies. Each study’s corpus focused on a specific
clinical report, such as radiology, chest x-ray, or
intensive care unit reports. The process included:
defining a study based on clinical needs, selecting
data, gaining ethical approval, writing annotation
guidelines, creating annotation tools, annotating,
building a system with the corpus, and testing if
the system meets clinical needs. Physicians were
guideline designers and annotators, whereas NLP
researchers provided technical support and built
NLP systems with the corpora. Suggestions for
improvement included more NLP researcher in-
volvement, consideration for guideline granularity
versus annotation time, marking rationale or evi-
dence for a label, and estimating time commitment.

Deleger et al. (2012) developed their annotation
guideline by building off a previous guideline. The
rest of the methods were similar: defining anno-
tation tasks, selecting data from stratified random
sampling, and annotating with 2 annotators. Dur-
ing the annotation process, 2 annotators annotated
the same documents, IAA was measured, and con-
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sensus sessions were held to resolve disagreements
and update the guideline. Using the same annota-
tion process, they built gold standard corpora from
clinical trial announcements, US Food and Drug
Administration (FDA) drug labels, and EHR clin-
ical notes. This included clinical notes such as
discharge summaries, referrals, reports, and notes
for consultations, procedures, plans, or progress.

Interested in capturing infections caused by
central venous catheters, a nurse specializing in
infection annotated 2 745 of 22 174 inspected
notes (Røst et al., 2018). Before inspection, du-
plicate notes were removed. The guideline was a
table containing events for annotation. Defined by
computer scientists, nurses, and an NLP domain
expert, the annotation labels formed a hierarchy
starting with generalized events at the top level and
more specific events below. They also provided in-
formation about data access restrictions to promote
patient confidentiality and clinical record extrac-
tion. Record extraction included physician and
nurse notes for admissions, care, plans, evaluations,
transfers, and discharge summaries.

In this study, we focus on a method of incre-
mental annotation guideline design by intertwining
acquisition with testing of corpus requirements and
corresponding annotation phases. This ensures that
the guideline produces an annotated corpus that
fulfills corpus requirements derived from clinical
questions, even if the clinical questions are not an-
swerable by the actual data. To the best of our
knowledge, there lacks a study that describes this
approach in detail.

3 Objective

This study aims to describe our method for de-
signing a semantically annotated corpus for signs
of sepsis by starting from clinical questions that
formulate the corpus requirements. Hence, the
main contributions are: (1) providing a detailed
description of the guideline design process before
annotation, (2) illustrating the systematic and iter-
ative annotation process taken, and (3) discussing
insights from the design and annotation process.

3.1 Clinical Problem

Sepsis leads to life-threatening multi-organ failure
and is caused by a dysregulated host immune re-
sponse to an infection (Singer et al., 2016). One
infectious agent is the Staphylococcus aureus (S.
aureus) bacteria found on skin that is known to

cause serious bloodstream infections (BSIs). There
is a known overlap between sepsis and BSI, as BSI
is found in 30–58% of sepsis patients depending on
which sepsis definition is used (Phua et al., 2013;
Mellhammar et al., 2021). An estimated 7.6%–
35% of S. aureus BSIs are related to peripheral
intravenous catheters (PIVCs), and the presence of
phlebitis can indicate infection via PIVC (Mermel,
2017). A PIVC is a medical device inserted into
a vein for administering intravenous (IV) fluids,
medication, and blood transfusions. Unfortunately,
improperly managed PIVCs can become gateways
that lead to phlebitis, BSI, or sepsis (Zhang et al.,
2016).

Despite the high sepsis mortality rates and rou-
tine usage of PIVCs, both sepsis and PIVCs are
poorly documented in clinical text and rarely avail-
able as structured data in the EHR (Rohde et al.,
2013; Alexandrou et al., 2018). This makes it chal-
lenging for hospitals to perform retrospective sys-
tematic quality surveillance of PIVC-related BSIs
to lower sepsis incidents. Additionally, the lack of
explicit documentation inhibits the opportunities
for clinicians to learn from and improve PIVC care
practices to lower BSI and sepsis rates.

4 Original Adverse Event Dataset

We had access to 18 555 Norwegian adverse event
(AE) reports extracted from a hospital’s electronic
incident reporting system (Yan et al., 2021). Ex-
tracted AE reports described procedural deviations,
misunderstandings, resource needs, and risky pa-
tient behavior. Each report has structured data (i.e.,
identifier, registration date, reporting hospital unit,
if the event is patient-related or security-related,
event type, and event severity) and an unstructured
free-text note.

5 Semantic Annotation Design Process

This section presents the semantic annotation de-
sign process leading up to the annotation process
and guideline development. A summary can be
found in Figure 1.

5.1 Clarify and Operationalize Clinical
Questions to Form Corpus Requirements

Curious about PIVC-related BSI or phlebitis that
can lead to sepsis and opportunities to improve pa-
tient care, nurses proposed the clinical question:
“Is there a connection between PIVCs and BSIs or
PIVCs and phlebitis at the hospital?” Thus, the
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Annotation Sessions, Data, and Annotator Groups

Figure 1: Semantic annotation design process. (a) Overview of the process until annotation and guideline develop-
ment. (b) Clarify and operationalize clinical questions into corpus requirements to form annotation categories or
entities. i. Clarify and operationalize clinical questions by expanding them to derive corpus requirements. ii. List
examples to answer each question. iii. Sort examples into different categories to form the annotation categories. (c)
Develop the pre-annotation guideline and pre-annotate. i. Find relationships using unique category combinations. ii.
Create the pre-annotation guideline using concrete examples and counterexamples for categories and relationships.
(d) Determine the annotation sessions and annotator groups to create a schedule. Divide synthetic notes into sets
based on the number of categories and relationships. Each group annotates each category at least once in a different
session. Additionally, each relationship is annotated at least twice by a different group throughout the sessions.
Thus, the sets can be reused in different sessions by different groups, and guideline revisions can be tested on a
different group using the same data.

clinical need is to identify PIVC-related BSI and
phlebitis or sepsis signs, preferably by automat-
ically classifying patients with PIVCs requiring
follow-up care. Through iterative discussions with
nurses and computer scientists, the clinical ques-
tion was clarified to ensure data, information, and
knowledge could be extracted to answer the clinical
question (Figure 1 (b)i). Thus, the clinical question
was clarified by expanding it into:

1. How can sepsis or BSIs be identified when the
symptoms are similar to other diseases?

2. What signs or symptoms does PIVC-related
phlebitis have?

3. How can poorly documented PIVCs be identi-
fied?

Those clinical questions were further modified
based on the nurses’ perspectives. For example,
certain types of catheters are distinctly documented
(for data extraction). Other catheters can be dis-
tinguished based on anatomical insertion sites (for
information extraction) or procedures (for knowl-
edge extraction). This resulted in the following
questions that also operationalize and form the cor-
pus requirements:

1. What are the different documented signs of in-
fections or phlebitis, specifically those related
to PIVCs, BSIs, or sepsis?

2. What can distinguish catheter types in the
notes?

3. Where are the documented anatomical inser-
tion sites of catheters?

4. What procedures, interventions, and activities
can be related to catheter use from text content
or report structured data (e.g., ward type or
care situation)?

Figure 2 shows how clinical questions guide the
design, application, and evaluation of the annotated
corpus, annotation guideline, and corpus require-
ments.

Creating an annotated clinical corpus is time-
consuming and labor-intensive (Wei et al., 2018).
However, discussions revealed that we could not
reuse a corpus and needed a new annotation guide-
line. Corpus requirements provided the annota-
tion purpose and can be viewed as “information
requests” to develop procedures for extracting data,
information, and knowledge through annotation.
Extracted data can be facts and observations, such

239



Evaluate

Apply Design

Annotated Corpus Corpus Requirements

Annotation Guideline

Clinical Questions

Figure 2: Design driven by clinical questions. Eval-
uating clinical questions forms the annotated corpus
requirements used to design the annotation guideline.
Annotators apply the annotation guideline to make
a new (sub)corpus. The corpus is evaluated using
inter-annotator agreement for annotator compliance and
guideline comprehension. Clinical questions are used
separately afterward to evaluate the corpus and require-
ments.

as dates, signs, or symptoms (e.g., purple skin).
Information extracted can be phrases for specific
signs and symptoms of a case (e.g., purple skin
is a sign of a bruise). Furthermore, knowledge ex-
tracted can be other signs or symptoms that indicate
something not necessarily mentioned (e.g., bruise
color can indicate the stage).

Clarifying and operationalizing clinical ques-
tions helped determine corpus requirements about
documented patient features, patient states, and
care features. Including clinicians and computer
scientists when clarifying questions was essential
because it helped identify requirements for repre-
senting knowledge populated by text processing.
Furthermore, these questions can be used to evalu-
ate if the annotated corpus can answer the clinical
questions.

5.2 Form Annotation Categories or Entities

Clinicians provided examples for the corpus re-
quirements by listing keywords, phrases, and sen-
tences (Figure 1 (b)ii). Computer scientists asked
clarifying questions to resolve confusion and am-
biguity. They also inquired about clinical actions
versus actual documented actions to understand
what is documented in the text. After generating a
list of answers, answers were sorted into different
categories (technically known as entities) through
discussions (Figure 1 (b)iii). Each category is a
label for a single word or phrase.

Answers were sorted into the 4 categories: Sign,
Location, Device, and Procedure. Two additional
categories, Sensitivity and Person, were included

to ensure that data is de-identified and that the 4
categories can be linked to an individual. Thus, the
7 main categories are as follows:

1. Sign: infection signs

2. Location: anatomical insertion sites

3. Device: signs of catheter types

4. Procedure: catheter acts or interventions

5. Sensitivity: potential patient identifiers

6. Person: role (e.g., patient or clinician)

7. Whole: AE note topic label for validation (i.e.,
has patient identifier or is about infection, BSI,
sepsis, faulty device, catheter, and/or PIVC).

Excluding the Whole category, the remaining 6
categories each form a hierarchy with more spe-
cific subcategories underneath. Subcategories are
used to capture more detailed granularity from the
text (e.g., the Device category contains a “Catheter”
subcategory with different specific catheter types
as subcategories).

Concrete categories made understanding the clin-
ical annotation task easier and less ambiguous for
the multidisciplinary research group. Having dis-
cussions and generating a list with clinicians helped
determine the categories and subcategories needed
to extract necessary data, information, and knowl-
edge.

5.3 Screen and Select Notes
To ensure that categories specified above are
present in notes, 700 randomly selected AE notes
were manually screened and categorized by a com-
puter scientist and nurse. Categorizing notes in-
cluded providing a comment about the categoriza-
tion rationale and marking potentially ambiguous
notes. In addition, the potentially ambiguous notes
were clarified in discussions and used as exam-
ples for properly annotating notes. Screening notes
identified documented information that could sat-
isfy corpus requirements and help answer clinical
questions in downstream analyses. Additionally, it
provided examples that drove preliminary guide-
line development in the next section.

5.4 Develop Pre-Annotation Guideline and
Pre-Annotate

Initially, 6 possible relationships were found using
a table with unique category combinations (Fig-
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ure 1 (c)i). Then, those 6 relationships were dis-
cussed within the research group to evaluate which
were required and merged. This resulted in the
following 4 relationships for linking categories:

1. Person Person has−−−−−→ Sign, Location, Device, or
Procedure

2. Procedure Procedure uses−−−−−−−−→ Device

3. Sign Caused by−−−−−→ Device or Procedure

4. Sign, Device, or Procedure Located nearby/on/in−−−−−−−−−−−→
Location

Before actual annotation, the preliminary anno-
tation guideline underwent a pre-annotation phase.
Two pre-annotation guidelines were created to as-
sess the utility and decide how detailed an annota-
tion guideline should be for consistent annotation.
The low granularity guideline was a Word docu-
ment that provided brief instructions, a hierarchical
list of categories, and only annotation examples
for 2 categories (i.e., Sensitivity and Person). In
contrast, the high granularity guideline was a static
HTML webpage with interactive instructions for
using the annotation tool and had links to corre-
sponding sections for each category or relationship.
Each category and the relationships in the high
granularity guideline contained 1 concrete annota-
tion example and counterexamples as needed (Fig-
ure 1 (c)ii). A nurse and a computer scientist used
both pre-annotation guidelines to annotate 15-27
notes. Afterward, the research group determined
a high granularity annotation guideline was more
informative and easier to use with the annotation
tool.

Capturing relationships between categories en-
sures that data is not lost in downstream analy-
sis (e.g., infection signs at a specific location). It
can also provide additional support to answer the
clinical questions. By merging relationships, the
complexity of annotation options was simplified
and reduced. It is ideal to reduce the complex-
ity of annotation because making the annotation
task too difficult and time-consuming can result in
annotators resigning (Roberts et al., 2009). The
pre-annotation phase allowed the research group
to manually evaluate, discuss, revise, and improve
the guideline before use. This included the suitable
granularity level and ease of use for the annotators.

5.5 Generate and Divide Synthetic Notes

Synthetic notes appear real and could be real. 100
unique synthetic clinical text notes were manually
generated through 2 methods. The first method
combines parts of the original notes to create a sim-
ilar synthetic AE note with manually anonymized
patient identifiers, and the content was verified by
a nurse. Whereas in the second method, a nurse
manually created a note based on possible clinical
scenarios with synthetic patients to ensure some
notes contained information about catheters and/or
infections. The mean, minimum, maximum and
median tokens per AE note in the corpus were 45,
4, 316, and 36, respectively. Generating synthetic
notes took a couple of workdays for the nurse.

Afterward, the 100 unique synthetic notes were
divided into 10 distinct sets with 10 notes each.
Each set corresponds to either a category or rela-
tionship. The categories utilized in dividing the
sets are those related to catheters or infections (i.e.,
Sign, Location, Device, and Procedure). The
relationships utilized are the 6 initial possible rela-
tionship combinations.

AE notes often contain excessive and potentially
identifying information irrelevant for annotating
catheter-related events. Thus, relevant and closely
related AE notes were selected and combined to
use annotator time efficiently. Generating synthetic
notes ensures the data is anonymized and usage
is optimized, as clinical data is scarce. Addition-
ally, it provides more data for ML analyses and
makes the data more easily accessible to other re-
searchers. Separating synthetic data into different
categories or relationships ensures that specific la-
bels will be annotated within the dataset. Different
sets could be given to different annotators to reuse
data and test if annotation guideline revisions im-
proved IAA.

5.6 Design and Set Up Annotation Schedule

The same 4 categories and 6 initial relationships
used to divide synthetic notes into 10 sets were
used to design the annotation schedule (Figure 1
(d)). Categories were separated into groups, and re-
lationships were added such that each group would
annotate a relationship that excluded the group’s
category. Additionally, relationships within the
groups were organized such that each relationship
was annotated at least twice by 2 different annotator
groups to evaluate revisions. This resulted in 4 an-
notator groups, each with 5 annotation sessions that

241



used a different set of notes and could annotate in
parallel. Each group had 2 annotators so that IAA
could be measured. This design defined the anno-
tation schedule, the number of annotation groups
needed, and how to reuse synthetic notes for guide-
line development. Furthermore, parallelization for
each session helped reduce the project timeline.

6 Annotation Process and Annotation
Guideline Development

Following the schedule, synthetic notes were an-
notated by 4 annotator groups over 5 sessions us-
ing a systematic, iterative annotation process for
guideline refinement. In each session, 2 annota-
tors from each group annotated notes based on
an annotation guideline using the Brat rapid anno-
tation tool (BRAT) (Stenetorp et al., 2012). Af-
terward, annotations were evaluated for IAA and
manually inspected to assess if annotations could
fulfill corpus requirements and answer the clini-
cal questions. Text was tokenized and annotation
labels were assigned to tokens before measuring
the IAA F1-score. Disagreements and ambiguities
were discussed within the research group, and com-
ments from annotators were incorporated. Next,
a computer scientist revised the guideline based
on discussions. Finally, the process was repeated
with a new set of notes and the revised guideline.
Figure 3 shows an example sentence annotated by
2 different annotators.

7 General Results from Sessions 1–5

Over 5 sessions, 8 annotators annotated 100 unique
synthetic AE notes to produce 770 annotated syn-
thetic AE notes. From session 1, it was clear
that subcategory and attribute names should not
be used in more than one category, and synonyms
should be avoided. For example, simultaneously
having “Name” as both a Sensitivity subcategory
and an attribute for the Person category raised ques-
tions. Furthermore, annotators left relationships,
attributes, and notes unannotated because they felt
those notes were irrelevant to answering the clinical
questions.

The need for annotating relationships, attributes,
and all notes for ML was addressed in session 2.
Red font emphasized guideline revisions, and the
guideline began with an “Overview of Updated
Instructions” section to aid annotators in identi-
fying revisions. In sessions 2 and 3, the main
revisions were correcting and including missing

subcategories to address annotator concerns.
Session 4 provided a structured terminology for

the guideline. A terminology was developed from
the guideline to give structure and provide users
quick insight into the annotated corpus for down-
stream analysis (Yan et al., 2023). This restructured
the annotation guideline for session 5 by remov-
ing ambiguities and allowed AE note querying to
answer the clinical questions. For example, the
new Observation category encompasses the Sign
category’s signs and symptoms and the Procedure
subcategory “Device malfunction signs.” The com-
puter scientist who revised the guidelines misin-
terpreted clinical knowledge and made incorrect
assumptions in the previous sessions, so the termi-
nology and restructured guideline were validated
by nurses to ensure medical concepts were used
correctly before session 5. The session 1–4 an-
notation guidelines were made available online1

for Yan et al. (2021), and the session 5 annotation
guideline was added online for this study. IAA for
different sessions are in Figure 4.

8 Discussion

8.1 Design and Annotation Process

The annotation guideline development design pro-
cess focuses on identifying the effect of the guide-
line on different categories, corpus content, and
clinical questions. Categories were developed to
answer different clinical questions and focus on
localized guideline changes. Revising parts of spe-
cific category hierarchies made it possible to make
controlled changes to specific subcategories in the
annotation guideline and observe the impact on the
annotated corpus, IAA, and clinical questions.

The annotation process greatly influences and
drives guideline development. Clinical questions
led to corpus requirements that developed the anno-
tation guideline, which is applied on the annotated
corpus and evaluated by the clinical questions. In
turn, evaluating the annotated corpus also either
indicates if it is possible to fulfill corpus require-
ments to answer clinical questions or detects a lack
of corpus content needed for the clinical questions.
Using the iterative process, we uncovered corpus re-
quirements that the corpus content could not fulfill
and could revise the requirements to drive guideline
development and annotation.

1https://folk.ntnu.no/melissay/ae-guidelines/
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Figure 3: Annotation example for 2 different annotators. Annotator1 on top annotated using only the main categories,
whereas Annotator2 on the bottom used subcategories to capture more detail and relationships to link categories.
Although the Whole category is for indicating if an AE note contains information related to the clinical questions,
Annotator2 has misused this label to leave a comment and indicate the phrase is about “mobility impairment”.
Actual AE notes only contain annotations from 1 annotator, and annotators cannot see the annotations from others.
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Figure 4: F1-score for 4 annotator groups over the 5 sessions. The “as-is” F1-score was calculated using annotator
provided labels. Whereas, the “main category” F1-score converted the labels to the main categories of Sign,
Location, Device, Procedure, Sensitivity, Person, or Whole. Group4 session 5 has no F1-score because an
annotator withdrew.

8.2 Inter-annotator Agreement

There are several possible reasons for changes in
Figure 4’s F1-score. An annotator often misused
the Whole category to leave comments about clini-
cal knowledge, while this is clinically insightful, it
decreases the IAA (e.g., Figure 3 Annotator2 misus-
ing the Whole category). The guideline complexity
increased and reduced annotator compliance (i.e.,
sessions 1-5 had 89, 88, 105, 110, and 137 sub-
categories, respectively). As shown by the “as-is”
F1-score decrease in session 5, the guideline likely
became too complex after session 4 revisions. The
annotator from Group4 probably withdrew because
of the increasing clinical complexity. Another an-
notator gave feedback that they were uncertain if
they annotated some notes correctly. So, increasing
the guideline and notes can overwhelm annotators
(i.e., sessions 1-5 had 10, 20, 20, 20, and 30 notes,
respectively). Group1 was a medical and nursing
student, Group2 was a nurse and medical student,
Group3 were nurses, and Group4 was a nurse and
computer scientist. In general, students followed
guidelines well, even if it contained incorrect med-
ical concepts. Thus, paired annotators could have
different clinical expertise that impacted results.

Granularity can have an effect on IAA, but gran-
ularity can be adjusted to identify problematic sub-
categories and utilized by those performing down-

stream analyses. Lower granularity in the annota-
tion guideline leads to higher agreement because
it reduces the complexity and level of detail. An-
notators usually agree on which main category to
annotate a word or phrase, but they had difficul-
ties choosing certain subcategories. For example,
in Figure 3 Annotator1 annotated with the main
categories whereas Annotator2 was more detailed
and annotated almost the same words with subcate-
gories from the same main categories (e.g., “Pus”
was annotated by Annotator1 with the Sign cate-
gory and by Annotator2 with Sign’s subcategory
“Pus”). This is also shown in Figure 4 for Group4
in session 1, where the “as-is” F1-score is 0, but the
“main category” F1-score is 0.55. It is also possible
to perform IAA on different subcategories within a
subcategory to identify the most problematic areas
after guideline revisions. The granularity in the
annotated corpus can also be utilized and adjusted
in downstream analyses based on the level of detail
required by researchers.

9 Conclusion

Our method captures knowledge about sepsis signs
in clinical text. We control changes in the annota-
tion guideline by using hierarchical categories and
continuous evaluation. Through applying a system-
atic, iterative annotation process, we evaluated the
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changes using the clinical questions and IAA. The
clinical questions evaluate corpus quality, and IAA
evaluates annotator compliance and guideline com-
plexity. As the guideline is designed to answer dif-
ferent clinical questions, it is possible to adjust the
granularity level as needed to answer different clin-
ical questions. By detailing our design process and
annotation process, we hope our method can aid
other researchers who cannot utilize pre-annotated
corpora in developing an annotated corpus for their
research.

Limitations

This method for designing and annotating clinical
text for a specific clinical use case can be benefi-
cial for researchers needing to annotate a corpus.
However, there are some limitations. First, the
experiences are based on a specific clinical case
and focus on the qualitative aspects. Details of
certain parts of the design and annotation process
will likely need to be adjusted based on resources
available to other researchers. This can include the
data selected for annotation, the number of annota-
tors available, and the annotators’ level of expertise.
For instance, the use case in the design process is
based on using 8 annotators to annotate 100 syn-
thetic AE notes over 5 sessions. Second, expertise
and additional time are required to generate syn-
thetic notes for annotation. Finally, future work is
still needed to replicate the described design and
annotation process on other forms of clinical text
and problems.

Ethical Considerations

To protect patient privacy when designing and an-
notating clinical text, synthetic AE notes were man-
ually generated and verified by a nurse to ensure
the data is anonymized. Additionally, the anno-
tation guideline includes the Sensitivity category
to allow annotators to label potential information
in the synthetic notes that could identify a patient.
This process was described to provide an example
for researchers who need to annotate sensitive data.

The Norwegian Regional Committees for Med-
ical and Health Research Ethics (REK) has ap-
proved the use of medical data in this study (REK
approval no. 26814; 2018/1201/REKmidt). To
ensure annotators are protected, collecting and pro-
cessing personal annotator data has also been ap-
proved by the Norwegian Centre for Research Data
(NSD reference no. 142683). Furthermore, the an-

notators have consented to the use of their specified
personal information (i.e., profession and years of
experience) and their annotations.
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Abstract

Prompt tuning offers an efficient approach
to domain adaptation for pretrained language
models, which predominantly focus on masked
language modeling or generative objectives.
However, the potential of discriminative lan-
guage models in biomedical tasks remains un-
derexplored. To bridge this gap, we develop
BIODLM, a method tailored for biomedical
domain adaptation of discriminative language
models that incorporates prompt-based contin-
ual pretraining and prompt tuning for down-
stream tasks. BIODLM aims to maximize
the potential of discriminative language mod-
els in low-resource scenarios by reformulating
these tasks as span-level corruption detection,
thereby enhancing performance on domain-
specific tasks and improving the efficiency of
continual pertaining. In this way, BIODLM
provides a data-efficient domain adaptation
method for discriminative language models, ef-
fectively enhancing performance on discrimi-
native tasks within the biomedical domain.

1 Introduction

Recent years witnessed the development of biomed-
ical pretrained language models (PLMs) (Kalyan
et al., 2022). These domain-specific PLMs con-
tribute to a large number of downstream tasks in
the biomedical domain, such as named entity recog-
nition (Yuan et al., 2021; Khandelwal et al., 2022;
Watanabe et al., 2022), entity linking (Zhang et al.,
2022; Liu et al., 2020), relation extraction (Li et al.,
2022a; Sarrouti et al., 2022), and question answer-
ing (Jin et al., 2019a; Pappas et al., 2022).

Most existing domain-specific PLMs rely on
tremendous in-domain corpus and computing re-
sources for continual pretraining (Lee et al., 2020;
Rasmy et al., 2021; Yuan et al., 2022; Alsentzer
et al., 2019) or pretraining from scratch (Gu et al.,
2021; Yasunaga et al., 2022), which could be in-
feasible with limited resources. Meanwhile, PLMs

[Question] Which of the following is the most likely cause 
of this patient's decreased sensation?
[Prompt] The answer is + [Option]

[Context] A 67-year-old woman comes to the physician for 
a follow-up examination. … Examination of the skin shows 
no abnormalities. Muscle strength is normal. …

[Opt. A] Cerebral infarction during the 
hospitalization
[Opt. B] Complication of the IVC filter 
placement
[Opt. C] Compression of the lateral 
femoral cutaneous nerve

[Opt. D] Hematoma of the left thigh

Concat

Score From RTD

Figure 1: A case for prompting discriminative pretrained
language models (DLMs) on multi-choice biomedical
question answering. Each option is first concatenated
with a predefined hard prompt: “The answer is”. They
are separately concatenated with the context and ques-
tion as input. We rank the score from the head of re-
placed token detection (RTD) in DLMs to determine the
best option.

for general purposes usually fails to achieve com-
parable performance on biomedical tasks with fine-
tuning compared with in-domain PLMs at the same
model scale (Gu et al., 2021). To combat these is-
sues, exploring a prompt-based domain adaptation
method that better leverages existing knowledge
learned in pretaining is necessary. Recent research
demonstrates that prompts or instructions can acti-
vate the hidden abilities of PLMs (Liu et al., 2022;
Radford et al., 2019; Brown et al., 2020), includ-
ing cross-domain inference (Yeh et al., 2022; Fries
et al., 2022; Yao et al., 2022b). Therefore, prompt
tuning on general PLMs can be a data-efficient do-
main adaptation method as they are proven promis-
ing on various downstream tasks (Wang et al., 2018,
2019).

Existing explorations about prompt-based do-
main adaptation mainly focus on PLMs with
masked language modeling (Lai et al., 2022; Sung
et al., 2021) or generative objectives (Luo et al.,
2022). However, we identify that discrimina-
tive pretrained language models (DLMs) also hold
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great potential for prompt-based domain adaptation
but remains understudied. DLMs are pretrained to
distinguish between alternatives and proved to be
stronger few-short learners than PLMs with other
training objectives (Xia et al., 2022). Therefore,
DLMs are better choices for domain adaptation
since many downstream tasks in the biomedical do-
main focus on discriminative objectives (Gu et al.,
2021). However, complex model architecture and
training recipes hinder DLMs from efficient adap-
tation to other domains.

To shed light on this topic, we develop BIODLM
(Prompt-based Biomedical Domain Adaptation for
Discriminative Language Models), which can effi-
ciently take advantage of the state-of-the-art DLMs
in the general domain. BIODLM is a prompt-based
biomedical domain adaptation method designed ex-
plicitly for DLMs, including prompt-based contin-
ual pertaining and prompt tuning for downstream
tasks. Inspired by Xia et al. (2022), we first formu-
late discriminative downstream tasks in the biomed-
ical domain, such as multi-choice question answer-
ing, as span-level corruption detection.

As shown in Fig. 1, this prompt tuning reformu-
lation allows general-domain DLMs to be used as
zero-shot or few-shot learners in biomedical tasks,
which is also supported by our probing experiments
in §4.2. We develop an efficient prompt-based con-
tinual pretraining method to further enhance the
performance of DLMs on biomedical tasks. As Ba-
jaj et al. (2022) revealed, the selection of corrupted
tokens and the corruption methods play a vital role
in pretraining DLMs and is highly related to the
performance on downstream tasks. BIODLM se-
lects domain-specific words, defined as different
vocabulary between in-domain and general models,
as corrupted tokens to lead the continual pretraining
focusing on new domain knowledge and improve
pretraining efficiency. For corruption, BIODLM
employs fixed in-domain PLMs as encoders to cor-
rupt selected tokens instead of co-training encoders
and decoders in DLMs. BIODLM is a flexible do-
main adaptation method that can be applied to any
existing DLMs.

The contributions of this work are mainly two-
fold. First, we explore prompt tuning general-
domain DLMs on various biomedical downstream
tasks, showing prompting DLMs has significant
potential on these tasks under low-resource scenar-
ios. Second, we develop a data-efficient continual
pretraining method based on replaced token detec-

tion, which employs in-domain PLMs as generators
to corrupt domain-specific words in the biomedi-
cal corpus. In summary, BIODLM efficiently im-
proves low-resource performance on discriminative
tasks in the biomedical domain.

2 Related Works

Discriminative PLMs. Discriminative PLMs
(DLMs) incorporate replaced token detection
(RTD) or other discriminative objectives during
pretraining. Clark et al. (2020) first propose a dis-
criminative pretraining method, which trains a gen-
erator to create replaced tokens and a discriminator
to distinguish between real and replaced tokens.
This approach increases the pretraining efficiency
by reducing the computation required in the head
compared with previous masked language mod-
eling. Meng et al. (2021) further improves the
RTD to corrective language modeling, which re-
quires both RTD and language modeling for cor-
recting the replaced tokens. Bajaj et al. (2022)
proposes a more stable and efficient training recipe
for DLMs. In this work, we explore domain adap-
tation for these methods in the biomedical domain.
We use METRO-LM (Bajaj et al., 2022) in our ex-
periments of BIODLM since it demonstrates the
best performance on general benchmarks, such as
GLUE (Wang et al., 2018) and SuperGLUE (Wang
et al., 2019).

Prompt tuning for DLMs. Prompt tuning for
DLMs is an emerging topic in general and biomedi-
cal domains. Ni and Kao (2022) presents empirical
evidence showing that ELECTRA can perform
well on downstream tasks without fine-tuning or
additional training. Xia et al. (2022) introduces a
prompt-based fine-tuning approach that leverages
discriminative prompts to guide the model towards
learning specific downstream tasks with only a few
examples. Li et al. (2022b) proposes a few-shot
learning approach with pre-trained token-replaced
detection models to transform traditional classi-
fication and regression tasks into token-replaced
detection problems. Yao et al. (2022a) suggests
fine-tuning DLMs with prompts for task-specific
downstream tasks by adding a small number of
task-specific parameters as a prompt to guide the
model’s output. However, these works are limited
to a single method ELECTRA and do not explore
biomedical tasks. We follow the recipe of prompt
tuning in Xia et al. (2022) and use it on biomedical
discriminative tasks.
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Biomedical Domain Adaptation. Biomedical
domain adaptation of PLMs is a fast-developed
topic summarized adequately in the survey from
Kalyan et al. (2022). Therefore, we only provide a
highly selected review. Alrowili and Vijay-Shanker
(2021) propose a novel method for pre-training
large biomedical language models that combine
BERT, ALBERT, and ELECTRA architectures.
Raj Kanakarajan et al. (2021) propose a biomedi-
cal domain-specific language encoder model that
extends ELECTRA to obtain state-of-the-art perfor-
mance on numerous biomedical natural language
understanding benchmarks. Tinn et al. (2023) pro-
pose PubmedELECTRA, a domain-specific version
of ELECTRA by continually pertaining ELEC-
TRA on PubMed articles. Luo et al. (2022) pro-
pose a generative pre-trained Transformer language
model on a large corpus of biomedical articles
for biomedical text generation and mining. Our
method, BIODLM proposes another perspective
that employs prompt-based continual pretraining
to adapt DLMs to the biomedical domain, which is
understudied in this topic.

3 Methods

We describe preliminaries (§3.1), prompt-based
continual pretraining with RTD (§3.2), and prompt
tuning for discriminative PLMs (§3.3).

3.1 Preliminaries

Replaced Token Detection. BIODLM is a prompt-
based method based on the RTD task. RTD is one
of the core pretraining objectives of DLMs (Clark
et al., 2020). During the pretaining of DLMs, the
input is a sequence of tokens x = {xi}ni=1, where
n is the length of input sequences. A random set of
tokens in this sequence is selected and corrupted
with a generator by masked language modeling.
Predictions from the generator will be used to re-
place the original tokens to obtain a corrupted input
x̃ = {x̃}ni=1. At the same time, token-level binary
labels are constructed by y = {I(xi = x̃i)}ni=1,
where I(·) is the indicator function1. The discrim-
inator of DLMs is trained with token-level classi-
fication on the corrupted input and corresponding
labels to detect the replaced tokens.

Method Overview. Similar to the “pretraining-
and-finetuning” workflow, BIODLM involves a
prompt-based continual pretraining (§3.2) and a

1The definition of labels may vary in different DLMs. Our
introduction follows the recipe in Bajaj et al. (2022).

prompt-tuning method on downstream tasks (§3.3).
As shown in Fig. 2, BIODLM first builds a domain-
specific vocabulary for the prompt-based continual
pertaining. Then, we corrupt the original biomedi-
cal corpus with a fixed in-domain language model
as the generator. The corrupted corpus is used to
train the general-domain discriminator with RTD
for domain adaptation. After the continual pertain-
ing, we explore prompt tuning with RTD to apply
BIODLM to biomedical downstream tasks. We
reformulate biomedical discriminative tasks into
single-token or multi-token RTD, as the example
in Fig. 1. BIODLM can also be further tuned on
a reformulated training set with RTD objective to
enhance downstream performance.

3.2 Prompt-based Continual Pretraining
Continual pretraining on in-domain corpus signifi-
cantly improve downstream performance on down-
stream tasks (Gu et al., 2021). However, unlike
other training objectives, pretraining with RTD re-
quires self-supervised training corpus construction
with corruption. Therefore, we develop a prompt-
based continual pretraining method to adapt DMLs
to the biomedical domain. The continual pretrain-
ing involves a token corruption generator and an
RTD discriminator. The recipe of token corruption
is essential for both efficiency and effectiveness
of the pretraining of DLMs (Bajaj et al., 2022).
Therefore, we design a corrupted token selection
recipe focusing on in-domain vocabulary and em-
ploy fixed in-domain PLMs as generators to corrupt
these tokens.

Corrupted Token Selection. Corrupted token se-
lection aims to select the tokens in the in-domain
corpus that the generator will corrupt. We first
build a domain-specific vocabulary by extracting
different tokens from in-domain to general-domain
vocabulary. The first challenge is that in-domain
and general language models may have very differ-
ent tokenizers. However, most of them share sim-
ilar pre-tokenizers to segment context into words.
Therefore, we conduct word-level corruption in-
stead of token-level corruption in the traditional de-
sign of RTD so that in-domain and general-domain
vocabulary can be aligned with each other in the
corruption. The detailed selection recipe is de-
scribed below:

1. We filter tokens that are in in-domain vocabulary
but not in the general-domain vocabulary.

2. To conduct word-level corruption, we filter out
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Heterotopic pancreas, also known as
ectopic pancreas, is pancreatic
tissue located outside the pancreatic
duct without vascular or lymphatic
communication with the gland.

Fixed In-domain LM as
Generator

(MLM Inference)

General-domain
Discriminator

(RTD Training)

Heterotopic pancreas, also known as 
[MASK] pancreas, is pancreatic 
tissue located outside the pancreatic
parenchyma without vascular or 
ductal communication with the 
gland.

DetectionCorruption

ectopic ectopic
pancreatic pancreatic
parenchyma duct
ductal lymphatic

In-domain PLM
Vocabulary

General-
domain PLM
Vocabulary

Domain-specific
Vocabulary

• ectopic
• pancreatic
• parenchyma
• ductal
• …

Annotate

Original Biomedical Corpus

Corrupted Biomedical Corpus

Figure 2: Overview of prompt-based continual petraining in BIODLM. A vocabulary is collected by differing
in-domain and general-domain PLMs vocabulary. And we annotate the in-domain corpus with this vocabulary and
use this annotation as a set of words for sampling corrupted tokens. Selected tokens are corrupted with a fixed
in-domain language model as the generator via masked language modeling inference. The corrupted corpus is then
used to continually pretrain a general-domain discriminator with replaced token detection.

all tokens that are not a whole word in the set of
tokens we collect in the previous step.

3. We tokenize the remained words in the previous
step with the tokenizer of general-domain DLM
and filter out any words that contain “unknown”
tokens2. The rest are our domain-specific vocab-
ulary D.

We use the vocabulary of PubmedBERT (Gu et al.,
2021) as our in-domain vocabulary and the vocab-
ulary of MetroLM (Bajaj et al., 2022) as general-
domain vocabulary. We eventually have 12,919
words remaining in domain-specific vocabulary D.
Most words in D are biomedical terms, and a sam-
ple is listed in §4.3.

Token Corruption. With domain-specific vocabu-
lary D, we employ fixed in-domain LM as a gen-
erator to corrupt the in-domain corpus with the
inference of masked language modeling. Given an
input of the in-domain corpus, such as a PubMed
abstract3, we sample a fixed proportion of words in
the input to corrupt. We follow Clark et al. (2020)
to set the percentage to 30%. We first pre-tokenize
it into words x = {xi}ni=1, where the length of
word sequence is n. Then, we identify any domain-
specific words in D, denoting them as a bag of
words C. The words for corruption are sampled

2These “unknown” tokens refer to out-of-vocabulary to-
kens in the general-domain tokenizer, such as the “[UNK]”
token in the MetroLM (Bajaj et al., 2022).

3PubMed Official Site: https://pubmed.gov

with a strategy that favors domain-specific words:
• |C|>⌊0.3n⌋: We randomly select 0.3n words

from C as candidates for corruption.

• |C| ⩽ ⌊0.3n⌋: We randomly select ⌊0.3n⌋ − |C|
words from the rest of the input to meet the re-
quirement of the proportion of corrupted words.

This strategy ensures domain-specific words will be
corrupted first, which leads the pretraining to focus
on domain knowledge and enhances pretraining
efficiency. After identifying the candidates, each
word in the candidates will be replaced with a mask
token, such as “[MASK]” in the PubmedBERT, and
conduct inference of whole-word masked language
modeling with the in-domain PLM. The predictions
from the in-domain PLM then replace the words
in the original inputs to obtain the corrupted in-
domain training corpus.

Training. We use the corrupted biomedical cor-
pus for continual pretraining general-domain dis-
criminators with RTD. We conduct word-level
corruption—all tokens in corrupted words are la-
beled with “replaced” and the rest are “original”.
Otherwise, continual pretraining is the same as
§3.1.

3.3 Prompt Tuning with RTD
We explore prompt tuning with RTD on biomedical
downstream tasks in BIODLM. Prompt tuning en-
ables DLMs to conduct low-resource inference and
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helps DLMs better leverage pretraining knowledge
in the general domain. Here, we introduce how
to reformulate inputs of biomedical discriminative
tasks to conduct low-resource inference with RTD.

Input Reformulation. We follow the recipe from
Xia et al. (2022) to prompt DLMs on biomed-
ical downstream tasks. We denote the context
as C and labels as y = {yi}ci=1 of discrimina-
tive tasks, where c is the number of labels. We
first verbalize labels with predefined words or
templates and denote the verbalized templates as
T (y) = {t(yi)}ci=1, where t(·) is a manually de-
signed verbalizer for each label. For example, la-
bels from a binary classification task are verbalized
as “yes” and “no”. As for multi-choice question
answering, the labels are already phrases so no ver-
balization will be applied. Each verbalized label is
concatenated with context and a predefined prompt
as inputs, denoting as x = {C ⊕ t(yi)}ci=1, where
⊕ is the text concatenation operation. The inputs
are fed into the DLMs, and we collect scores from
the RTD head within the spans of labels as outputs.
The RTD head classifies tokens in labels into “re-
placed” or “original”, where “original” suggests
the correct answer to the discriminative problem.
The classification scores from the RTD head re-
veal the semantic correlation between the context
and verbalized labels. When verbalized labels are
tokenized into more than one token, we use the
average RTD scores as the score of these labels.
However, the RTD head aims to identify token-
level corruption, so averaging multiple tokens do
not align well with the pretraining objective and
potentially hinders the performance of prompt in-
ference. Therefore, we separately analyze single-
token and multi-token labels in this work. This re-
formulation allows us to conduct zero-shot prompt
inference with DLMs on biomedical discriminative
tasks.

Fig. 1 shows a case that we apply prompt in-
ference for DLMs on a multi-choice biomedical
question answering dataset. The context is made
of a description of the patient background marked
in blue and a question marked in green. Then, it is
concatenated with four options individually, with a
predefined prompt, “The answer is”. We consider
the average RTD score in each option span as the
classification score. And we select the option with
the highest average RTD score as the prediction.

Training. In addition to the zero-shot inference, we
also conduct prompt tuning on downstream tasks.

With the input reformulation described before, dis-
criminative tasks can be reformulated as multi-label
binary classification tasks. We further tune the pa-
rameters of DLMs in this way to conduct few-shot
and fully supervised inference.

4 Experiments

This section introduces an experimental evaluation
of prompting discriminative PLMs for biomedical
domain adaptation. We describe the experimental
setup (§4.1), main results (§4.2), and ablation study
(§4.3) on incorporated techniques.

4.1 Experimental Setup

Training corpus. The biomedical corpus for the
continual pretraining in this work is the PubMed
abstracts in the PubMed Central (PMC) Open Ac-
cess (OA) Subset4 (Gamble, 2017; Bethesda, 2003).
We process this dump with the open-source tool
pubmed_parser5 (Achakulvisut et al., 2020) to ex-
tract abstracts of articles. We then follow the pre-
processing recipe of Bajaj et al. (2022) and segment
the corpus into paragraphs. The original PMC
OA Subset contains 21 million paragraphs from
biomedical journal articles. We only randomly se-
lect three million paragraphs for continual pretrain-
ing due to the limitation of computation resources.

Benchmarks. We evaluate BIODLM on five
public biomedical datasets: (1) PubmedQA (Jin
et al., 2019b) contains 1k expert-labeled question-
answer pairs based on PubMed abstracts with
yes/no/maybe multiple-choice answers. (2)
BioASQ (Tsatsaronis et al., 2012) is a large
question-answering dataset containing biological
questions and answers, and related biomedical pa-
pers and abstracts. (3) MedQA(USMLE) (Jin
et al., 2021) is a question-answering dataset
containing multiple-choice questions and related
answer options in US Medical License Exam
(USMLE) format, which were obtained with a
choice of 4 or 5 possible answers from the National
Medical Board Examination in the United States.
(4) MMLU (Professional Medicine) (Hendrycks
et al., 2020) involves difficult exam questions con-
sisting of four multiple-choice questions with cor-
responding answers in the biomedical domain. (5)
MedMCQA (Pal et al., 2022) is a new large-scale

4PMC OA Subset:https://www.ncbi.nlm.nih.gov/
pmc/tools/openftlist/

5Github repository of pubmed_parser: https://github.
com/titipata/pubmed_parser
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Dataset Size Random Zero-shot (RTD Prompt) Fully Supervised (CLS Finetuning)
MetroLM Electra BioElectra MetroLM Electra BioElectra PubmedBERT

PubmedQA 500 33.3 64.0 58.0 48.0 63.8 57.0 62.2 55.8

Si
ng

le

BioASQ 140 50.0 74.3 73.6 67.1 94.3 73.6 75.7 87.6

MedQA(USMLE) 1273 25.0 25.3 22.1 19.5 28.1 27.4 40.3 39.3
MMLU 272 25.0 25.7 19.9 20.6 27.6 25.8 44.1 29.1

M
ul

ti

MedMCQA* 4183 25.0 26.6 26.8 20.7 35.5 34.8 40.8 41.2

Macro Avg. 31.7 43.2 40.1 35.2 49.8 43.7 52.6 50.6

Table 1: Probing experiment results display the zero-shot performance with the RTD prompt of various DLMs on
the test sets of our benchmark. We also report the CLS-based finetuning performance in the full training setting and
involve an in-domain PLM, PubmedBERT, for comparison. We report accuracy on each data split and the macro
average accuracy on our benchmark. The best zero-shot performance on each dataset is marked in bold. * We report
performance on the development set of MedMCQA since we have not received official scores on the test set.

Dataset Random 0% (Zero-shot) 10% (Few-shot) 100% (Full)
CLS Prompt BIODLM CLS Prompt BIODLM CLS Prompt BIODLM

PubmedQA 33.3 31.1 64.0 57.0 56.0 62.8 58.0 63.8 69.9 66.8

Si
ng

le

BioASQ 50.0 35.2 74.3 77.1 77.9 77.9 80.0 94.3 85.3 89.8

MedQA(USMLE) 25.0 9.8 25.3 27.7 26.5 25.7 29.1 28.1 27.0 29.6
MMLU 25.0 11.0 25.7 26.8 21.7 30.8 32.7 27.6 31.2 31.6

M
ul

ti

MedMCQA* 25.0 6.4 26.6 27.4 30.7 22.9 30.1 35.5 27.2 33.2

Macro Avg. 33.7 18.7 43.1 43.4 42.6 44.1 49.9 50.0 48.1 50.2

Table 2: Results of BIODLM in the zero-shot, few-shot, and full settings compared with finetuning CLS representa-
tions on the test sets of our benchmark. We use MetroLM as the backbone in BIODLM for results in this table.
The prompt baseline is MetroLM with RTD prompt tuning without continual pretraining in BIODLM. We report
accuracy on each data split and the macro average accuracy on our benchmark. Finetuning CLS requires the training
of a classification head, so we conduct zero-shot inference of CLS representations by semantic matching between
context and options. The best accuracy on each dataset in each setting is marked in bold. * We report performance
on the development set of MedMCQA since we have not received official scores on the test set.

Multiple-Choice Question Answering dataset con-
taining about 194k 4-option multiple-choice ques-
tions from Indian medical entrance exams (AI-
IMS/NEET). In our benchmark, PubmedQA and
BioASQ are single-token datasets as their labels
are short as “yes/no/maybe”. However, other multi-
token datasets, such as MedQA(USMLE), are more
challenging since they have longer options and at
least four options. We report accuracy scores on the
test sets. And we only report the performance on
the development set on MedMCQA since we have
not received official feedback for the test scores.

Baselines. In the probing experiments, we consider
Electra and BioElectra as baselines for MetroLM.
We also include PubmedBERT for reference. Elec-
tra (Clark et al., 2020) is a PLM that uses replaced
token detection as a self-supervised task for lan-
guage representation learning. The central concept
of Electra is to train a text encoder to identify input
tokens from high-quality negative samples gener-
ated by a small generator network, resulting in
superior performance on downstream tasks com-

pared to conventional masked language modeling.
BioELECTRA (Raj Kanakarajan et al., 2021) is
a biomedical PLM adapted from the ELECTRA
model for the biomedical domain. It is pretrained
from scratch on the biomedical domain-specific
text and achieves state-of-the-art performance on
various biomedical NLP tasks, demonstrating that
pretraining from scratch with biomedical domain
text enhances the model’s capacity. PubMed-
BERT (Gu et al., 2021) is a biomedical PLM
that has been pretrained on PubMed abstracts. It
achieves state-of-the-art results in several bench-
mark datasets, making it a strong baseline model
for biomedical language understanding tasks. We
also include a random baseline, which is the accu-
racy based on a random guess.

Configurations. We develop BIODLM based on
a strong discriminative pretrained language model
MetroLM-base (Bajaj et al., 2022). This DLM
demonstrates the best zero-shot performance in
our probing experiments described in §4.2. We run
continual pretraining on 8 NVIDIA V100 GPUs
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for 10 hours and evaluation on each dataset in our
benchmark on 1 NVIDIA V100 GPU for less than
1 hour. The hyper-parameters are determined with
the grid search based on the accuracy of the devel-
opment set. Detailed hyper-parameters are shown
in Appx. §A.

4.2 Results

We first show the results of a probing experiment
to demonstrate DLMs are zero-shot learners on
biomedical tasks. Then we present our main results
to show the effectiveness of BIODLM on both full-
and low-resource scenarios on our benchmark.

Probing Experiments. Tab. 1 shows the probing
experiment results about the zero-shot performance
of three DLMs with RTD prompt. We also report
finetuning results based on the CLS representations
of these DLMs, along with the zero-shot prompt
tuning performance. First, we notice that models
with zero-shot RTD prompt tuning even outperform
their finetuning counterparts on several datasets,
marked with the underline in Tab. 1. For exam-
ple, the accuracy of MetroLM with zero-shot RTD
prompt tuning in PubmedQA is 64.0, 0.2 absolute
percentage higher than its fully supervised finetun-
ing counterpart. Similar cases are also witnessed
in other DLMs, such as Electra on the test split
of PubmedQA and BioElectra on the development
set of BioASQ. These cases show that prompt tun-
ing of general-domain DLMs has great potential
as zero-shot learners on biomedical tasks. And
these results also provide evidence that reformu-
lating biomedical discriminative tasks as replaced
token detection contributes to leveraging general-
domain knowledge in pertaining, which is proposed
in §3.3. Furthermore, MetroLM significantly out-
performs other DLMs on most datasets, achiev-
ing 43.2 macro average accuracy. Therefore, we
choose MetroLM as the backbone to conduct the
following experiments and analyses of BIODLM.
Tab. 8 in Appx. §B is an extended version of Tab. 1
containing results on both development and test
sets.

Main Results. Tab. 2 shows the main results of
BIODLM in the zero-shot, few-shot, and fully su-
pervised settings on the test sets of our bench-
mark. In the zero-shot setting, BIODLM out-
performs MetroLM with only prompt tuning on
most datasets, improving macro average accuracy
by 0.3 percent. We conduct zero-shot inference
with CLS representations by semantic matching

between context and options based on CLS repre-
sentations. However, it can not perform well in
the zero-shot setting since the context and options
are significantly different. In the few-shot setting,
the macro average accuracy of BIODLM is higher
than CLS and prompt methods by 7.3% and 5.8%,
respectively. These results prove that BIODLM
enables general-domain DLMs to conduct infer-
ence on biomedical downstream tasks under low-
resource scenarios. Furthermore, even though the
traditional finetuning method outperforms prompt
tuning in the fully supervised setting by 1.9% in
accuracy, we notice BIODLM still slightly outper-
forms the finetuning method by 0.2% on macro
average accuracy. This observation suggests that
BIODLM benefits from the prompt-based contin-
ual pertaining. And we summarize that BIODLM
is a better choice under low-resource scenarios, but
both traditional CLS finetuning and BIODLM per-
form well with adequate supervision.

4.3 Study

We provide the following analyses to evaluate fur-
ther the core components of BIODLM, including
corruption methods, prompt templates, and domain-
specific vocabulary.

Corruption Methods. In this analysis, we con-
duct ablation study experiments to demonstrate the
effectiveness and data efficiency of the corruption
method proposed in BIODLM. We design a ran-
dom strategy that randomly selects 30% words in
the input as the baseline of the domain-specific to-
ken selection strategy for corruption. As for the
generator, we use the general-domain pretrained
language model BERT as the baseline of the in-
domain pretrained language model PubmedBERT.
We conduct continual pretraining on different com-
binations of corrupted token selection and genera-
tors with 1 million to 3 million samples.

Tab. 3 shows the results of the ablation study
on corruption models of BIODLM. Comparing the
random and domain-specific token selection, we
notice the macro average accuracy on the bench-
mark of the domain-specific strategy is consistently
higher than that of the random strategy. Within
each corrupted token selection strategy, Pubmed-
BERT, as the generator, outperforms BERT in most
cases, showing that fixed in-domain PLMs with
more precise corruption benefit the continual pre-
training in BIODLM. Furthermore, we notice the
domain-specific token selection strategy with Pub-
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Token Selection Generator Pretraining Samples
1M 2M 3M

Random BERT 49.3 49.6 50.0
PubmedBERT 49.3 49.5 49.9

Domain-specific BERT 49.7 50.4 51.8
PubmedBERT 50.2 50.9 52.1

Table 3: Ablation study on corruption methods. We
compare two token selection recipes based on Random
and In-domain vocabulary and two generators BERT
(general-domain) and PubmedBERT (in-domain), with
pertaining samples from 1 million to 3 million. We re-
port macro average accuracy scores on our benchmark.

medBERT as the generator used in BIODLM with
only 1 million training samples can outperform
the random token strategy with 3 million training
samples. This result provides valuable insight that
corruption methods in BIODLM can significantly
improve data efficiency in continual pretraining.

Prompt Templates. Prompt templates play a vital
role in prompt tuning. We adopt manually designed
prompt templates in BIODLM to verbalize labels
and reformulate inputs of discriminative tasks. To
better evaluate the influence of manual template
design, we construct three prompt templates for
two biomedical question answering datasets:

• Template A: “[Context]. [Question]? The an-
swer is [prompt label].”

• Template B: “[Context] [Question]? The answer
is [prompt label].”

• Template C: “Context: [Context]. Question:
[Question]? The answer is [prompt label].”

There are only minor differences among these
templates. Using each prompt template, we then
run zero-shot inference with MetroLM and RTD
prompt on two datasets. Tab. 5 shows that the de-
sign of prompt templates may influence zero-shot
performance, which could be related to the specific
dataset. It is worth noticing that prompt template
B only slightly differs from prompt template A but
performance on the test set of BioASQ dropped by
half, suggesting an obvious spurious correlation on
the punctuation in prompt templates.

We also conduct additional prompt ablation stud-
ies on the multi-token prompt datasets. We have
manually designed two prompts for multi-choice
question-answering datasets in our benchmark:

• Template D: “[Context]. [Question]? The an-
swer is [Option].”

Prompt MedQA(USMLE) MMLU MedMCQA
dev test dev test dev

D 27.6 25.3 38.7 25.7 26.6
E 25.9 25.1 31.2 23.9 24.0

Table 4: Zero-shot accuracy of MetroLM with RTD
prompting on multi-token prompt datasets with two
manually designed prompt templates.

Prompt PubmedQA BioASQ
dev test dev test

A 50.2 64.0 72.0 74.3
B 50.2 64.0 62.9 38.7
C 48.6 68.0 71.7 72.3

Table 5: Zero-shot accuracy of MetroLM with RTD
prompting on BiomedQA and BioASQ with three man-
ually designed prompt templates.

• Template E: “[Context] [Question]? The answer
[Option] is [right/wrong].”

The underlined spans include tokens for the RTD.
Template D is used in our main results, while
template E reformulates multi-token prompts into
single-token prompts by simply judging whether
the option is right or wrong. Tab. 4 shows the
results of these two templates. Template D con-
sistently outperforms template E, suggesting di-
rect RTD on the option spans works better in our
multi-token prompt datasets. Therefore, prompt
templates need to be carefully designed to achieve
the best performance on each dataset.

Domain-specific Vocabulary. We present a brief
case study of vocabulary differences between in-
domain and general-domain PLMs to justify our
design in the corrupted token selection. §4.3 shows
cases in the domain-specific vocabulary and their
corresponding categories. Most words in this vo-
cabulary fall into categories such as Gene, Protein,
Disease, Chemical, and Drug. These categories
contain rich biomedical terms frequently used in
the downstream tasks. Therefore, continual pre-
training on the domain-specific vocabulary helps
DLMs focus on biomedical knowledge and im-
proves data efficiency of domain adaptation.

5 Conclusion

We study an efficient way to adapt general-domain
DLMs to the biomedical domain and propose
BIODLM. BIODLM consists of data-efficient con-
tinual pretraining that focuses on domain-specific
vocabulary and leverages domain knowledge in the
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Categories Words

Gene & Protein TGFβ1, IGF1R,
phosphatases,Synaptophysin

Disease
Adenomatous,malarial,
atherosclerotic,
cholangiocarcinoma

Chemical & Drug

Phosphatidylcholine,
cycloheximide,azithromycin,
minocycline,hygromycin,
Methylprednisolone

Table 6: A case study of domain-specific vocabulary
used for continual pretraining. We present randomly-
selected words and their categories in this vocabulary.

in-domain PLMs by employing them as RTD gen-
erators. We also conduct experiments on a biomedi-
cal benchmark with six biomedical datasets, verify-
ing that prompt tuning is an effective way to adapt
DLMs on biomedical discriminative tasks directly.
Future works include extending BIODLM to more
DLMs, such as ELECTRA (Clark et al., 2020) and
COCO-LM (Meng et al., 2021), and experimenting
with BIODLM on other discriminative tasks in the
biomedical domain.

Limitations

BIODLM adopts DLMs as backbone models.
Compared to PLMs with other training objectives,
DLMs may miss language modeling benefits and
squeeze representation space. Besides, our bench-
marks can be extended to more biomedical discrim-
inative tasks, such as relation extraction, document
classification, and entity disambiguation. We con-
sider extending our exploration to more DLMs and
biomedical tasks as valuable future works.

Ethics Statement

All datasets in our benchmark and continual pre-
training are obtained according to each dataset’s
respective data usage policy.
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A Hyper-parameters

Tab. 7 shows details of hyper-parameters in the
experiments of continual pretraining and prompt
tuning. Hyper-parameters are determined by grid
search.

B Comprehensive Results

We demonstrate extensive results, including perfor-
mance on development sets in Tab. 8 and Tab. 9.
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Evaluation Continual TrainingParameters PubmedQA BioASQ MedQA(USMLE) MedMCQA PubmedQA

Batch Size 8 8 32 32 8
Learning Rate 2e-5 2e-5 5e-5 5e-5 2e-5
Warmup Steps 500 500 1000 1000 100

Epochs 20 20 10 10 1
Max Sequence Length 512 512 512 512 512

Table 7: Hyper-parameters used for BIODLM evaluation and continual training on PubmedQA, BioASQ,
MedQA(USMLE), and MedMCQA.

Dataset Split Size Random Zero-shot (RTD Prompt) Fully Supervised (CLS Finetuning)
MetroLM Electra BioElectra MetroLM Electra BioElectra PubmedBERT

PubmedQA dev 50 33.3 50.2 46.9 46.4 62.0 56.0 54.0 52.3
test 500 33.3 64.0 58.0 48.0 63.8 57.0 62.2 55.8

BioASQ dev 75 50.0 72.0 78.6 82.7 93.3 85.3 81.3 89.3Si
ng

le

test 140 50.0 74.3 73.6 67.1 94.3 73.6 75.7 87.6

MedQA(USMLE) dev 1272 25.0 27.6 24.8 18.2 28.5 27.8 43.5 36.8
test 1273 25.0 25.3 22.1 19.5 28.1 27.4 40.3 39.3

MMLU dev 31 25.0 38.7 29.0 16.1 25.8 29.7 45.2 32.2
test 272 25.0 25.7 19.9 20.6 27.6 25.8 44.1 29.1

M
ul

ti

MedMCQA dev 4183 25.0 26.6 26.8 20.7 35.5 34.8 40.8 41.2

Macro Avg. 32.4 44.9 42.2 37.7 51.0 46.4 54.1 51.5

Table 8: Probing experiment results display the zero-shot performance with the RTD prompt of various DLMs on
our benchmark. We also report the CLS-based finetuning performance of these DLMs in the full training setting and
involve an in-domain PLM, PubmedBERT, for comparison. We report accuracy on each data split and the macro
average accuracy on our benchmark. The best zero-shot performance on each dataset is marked in bold.

Dataset Split Random 0% (Zero-shot) 10% (Few-shot) 100% (Full)
CLS Prompt BIODLM CLS Prompt BIODLM CLS Prompt BIODLM

PubmedQA dev 33.3 28.7 50.2 52.4 48.4 62.0 66.0 62.0 58.7 66.0
test 33.3 31.1 64.0 57.0 56.0 62.8 58.0 63.8 69.9 66.8

BioASQ dev 50.0 34.0 72.0 75.0 89.3 87.9 88.0 93.3 90.6 90.7Si
ng

le

test 50.0 35.2 74.3 77.1 77.9 77.9 80.0 94.3 85.3 89.8

MedQA(USMLE) dev 25.0 10.4 27.6 26.4 25.6 28.3 27.9 28.5 25.4 29.7
test 25.0 9.8 25.3 27.7 26.5 25.7 29.1 28.1 27.0 29.6

MMLU dev 25.0 4.2 38.7 39.4 29.0 29.3 32.9 25.8 30.9 35.4
test 25.0 11.0 25.7 26.8 21.7 30.8 32.7 27.6 31.2 31.6

M
ul

ti

MedMCQA dev 25.0 6.4 26.6 27.4 30.7 22.9 30.1 35.5 27.2 33.2

Macro Avg. 32.4 19.0 44.9 45.5 45.0 47.5 49.4 51.0 49.6 52.5

Table 9: Results of BIODLM in the zero-shot, few-shot, and full settings compared with finetuning CLS representa-
tions. We use MetroLM as the backbone in BIODLM for results in this table. The prompt baseline is MetroLM
with RTD prompt tuning but without continual pretraining in BIODLM. We report accuracy on each data split and
the macro average accuracy on our benchmark. Finetuning CLS requires the training of a classification head, so it is
infeasible in the zero-shot setting. The best accuracy on each dataset in each setting is marked in bold.

258



Proceedings of the 5th Clinical Natural Language Processing Workshop, pages 259–271
July 14, 2023 ©2023 Association for Computational Linguistics

Cross-domain German Medical Named Entity Recognition using a
Pre-Trained Language Model and Unified Medical Semantic Types

Siting Liang∗ and Mareike Hartmann1 and Daniel Sonntag∗,2
∗German Research Center for Artificial Intelligence, Germany

1Saarland University, Germany
2University of Oldenburg, Germany

siting.liang|daniel.sonntag@dfki.de
mareikeh@coli.uni-saarland.de

Abstract

Information extraction from clinical text has
the potential to facilitate clinical research and
personalized clinical care, but annotating large
amounts of data for each set of target tasks
is prohibitive. We present a German medical
Named Entity Recognition (NER) system ca-
pable of cross-domain knowledge transferring.
The system builds on a pre-trained German lan-
guage model and a token-level binary classifier,
employing semantic types sourced from the
Unified Medical Language System (UMLS) as
entity labels to identify corresponding entity
spans within the input text. To enhance the
system’s performance and robustness, we pre-
train it using a medical literature corpus that
incorporates UMLS semantic term annotations.
We evaluate the system’s effectiveness on two
German annotated datasets obtained from dif-
ferent clinics in zero- and few-shot settings.
The results show that our approach outperforms
task-specific Condition Random Fields (CRF)
classifiers in terms of accuracy. Our work con-
tributes to developing robust and transparent
German medical NER models that can support
the extraction of information from various clin-
ical texts.

1 Introduction

Information extraction from the large volume of
unstructured text generated in hospitals and clinics
has the potential to facilitate clinical research and
enhance personalized clinical care. Especially the
narrative notes, such as radiology reports, discharge
summaries and clinical notes provide a more de-
tailed and personalized history, assessments, medi-
cation and symptoms, offering a better context for
clinical decision-making (Chen et al., 2015; Spasic
et al., 2020).

In the field of Natural Language Processing
(NLP), the problem of automatically and accu-
rately extracting specific terms from text data is
approached as a Named Entity Recognition (NER)

task. NER methods ranging from rule-based to
deep learning methods are the core technologies
for automatically identifying medical instances
from clinical narratives, such as diseases, diagno-
sis, drugs, and treatments (Sonntag et al., 2016;
Sonntag and Profitlich, 2019; Miotto et al., 2018;
Lerner et al., 2020; Wei et al., 2020; Kim and
Meystre, 2020; Bose et al., 2021). Building clinical
NER systems for non-English languages, e.g. Ger-
man in our case, is challenging due to data scarcity.
Only a few real-world annotated resources in Ger-
man are publicly available (Starlinger et al., 2017;
Kittner et al., 2021). This problem can be overcome
by cross-domain transfer learning, where models
transfer knowledge learned from data-rich relevant
domains to domain-specific target tasks with less
or no annotated data (Wang et al., 2019; Xie et al.,
2018; Yuan et al., 2020; Plank, 2019; Artetxe et al.,
2020; Lauscher et al., 2020).

We propose a simple but effective transfer learn-
ing framework based on a German BERT1 encoder
that is given a prompt consisting of a semantic
type from UMLS semantic network2, followed
by a separator token and the medical text, e.g.
"[CLS]Clinical Drug[SEP]Zofran 4mg for nau-
sea.". On top of the encoder is a binary token clas-
sifier which predicts a probability for each token to
determine whether it belongs to the given semantic
type or not. Our approach, denoted as BERT-SNER
(code3) and depicted in Figure 1, is based on three
insights from recent research in transfer learning: i)
Pre-trained Language Models (PLMs), e.g. BERT
(Devlin et al., 2019), facilitate downstream tasks in
specific domains (Lee et al., 2020; Alsentzer et al.,
2019; Rasmy et al., 2021). ii) Prompting PLMs
is becoming increasingly popular for solving low-
resource NER tasks, as it can successfully exploit

1https://www.deepset.ai/german-bert
2https://www.nlm.nih.gov/research/umls/META3_

current_semantic_types.html
3https://github.com/sitingGZ/bert-sner.git
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Figure 1: An overview of the transfer learning framework with BERT-SNER. We first train the model using a
generic medical corpus with UMLS semantic term types as entity labels and further apply the model to different
clinical domain-specific NER tasks with no or limited annotated training data.

generic knowledge learned in the pre-training tasks
(Cui et al., 2021; Chen et al., 2021; Wang et al.,
2022). iii) The Unified Medical Language System
(UMLS) Metathesaurus (Bodenreider, 2004) is a
useful knowledge source for mining medical terms
in both biomedical and clinical documents (Aron-
son, 2001, 2006; Savova et al., 2010; Perez-Miguel
et al., 2018; Kang et al., 2021; Michalopoulos et al.,
2020).

The lack of domain-specific annotations is our
motivation to develop models that can easily be
adapted after pre-training on non-domain-specific
annotated data. In our transfer learning exper-
iments, we first derive training data from the
open-source MUCHMORE corpus4 to train BERT-
SNER. MUCHMORE consists of German abstracts
from 41 medical journals and entities are annotated
with 134 UMLS semantic types (Archive 20015).
For more details on the annotation process of this
corpus, please refer to Volk et al. (2002). After that,
we map the entity labels of the two clinical target
tasks to UMLS semantic types to be consistent with
the annotations in the MUCHMORE corpus and
perform zero- and few-shot experiments with 10,
50 and 100 shots for the two clinical target tasks.

The contributions of our work can be summa-
rized as follows: 1) Our approach addresses low-
resource German clinical NER tasks effectively. 2)
We identify effective ways of transferring open-
source medical knowledge for improving the per-
formance of German clinical NER models.

4https://muchmore.dfki.de/resources1.htm
5https://lhncbc.nlm.nih.gov/semanticnetwork/

SemanticNetworkArchive.html

2 Approach

Our approach explores the feasibility of knowledge
transfer between different datasets by incorporat-
ing UMLS semantic term types to unify the entity
labels. Table 1 shows how we construct training
data from different domains to train BERT-SNER.

Input Target
[CLS] Clinical Drug [SEP] Zofran
4mg for nausea

[0, 1, 1, 0, 1, 0, 0, 0]

[CLS] Sign or Symptom [SEP]
Zofran 4mg for nausea

[0, 1, 1, 1, 0, 0, 0, 0, 1]

[CLS] Diagnostic Procedure [SEP]
Zofran 4mg for nausea

[0, 0, 0, 0, 0, 0, 0, 0]

Table 1: Examples of training data (translated from Ger-
man to English) using UMLS semantic types as entity
labels. For each preceding entity label, if corresponding
entity phrases (highlighted in orange) are found in the
medical text, the tokens of the entity label and the entity
phrases are annotated as class 1. The remaining part of
the input is marked as class 0. If no entity phrase can be
extracted for a given entity label (here Diagnostic Pro-
cedure), the entire target sequence contains only class 0
labels.

We compare the resulting NER system to a base-
line architecture of BERT encoder combined with
a task-specific conditional random fields (CRF)
classifier (Wallach, 2004), i.e. BERT-CRF (Chaud-
hary et al., 2019; Souza et al., 2019; Pang et al.,
2019; Liu et al., 2022; Mahendran and McInnes,
2021). In contrast to BERT-CRF models, BERT-
SNER does not require the introduction of new task-
specific parameters for solving the cross-domain
target tasks, which benefits few-shot fine-tuning,
while the BERT-CRF models fail if there are less
than 100 samples in the target domain available.
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Entity Type Description Semantic Type
DIAG A disease, a symptom or a

medical observation that can be
matched with the German Modi-
fication of the International Clas-
sification of Diseases.

Sign or Symp-
tom; Disease or
Syndrome; Find-
ing

TREAT A diagnostic procedure, an oper-
ation or a systemic cancer treat-
ment that can be found in the Op-
eration.

Diagnostic Pro-
cedure; Thera-
peutic or Preven-
tive Procedure

MED A pharmaceutical substance or a
drug that can be related to the
Anatomical Therapeutic Chemi-
cal Classification System.

Pharmacologic
Substance;
Clinical Drug

Table 2: Original entity types and descriptions in
BRONCO, and the best-matched selected semantic
types from UMLS semantic network.

We use two datasets from different German clin-
ical domains as target tasks: the Berlin-Tübingen-
Oncology Corpus BRONCO (Kittner et al., 2021)
and Ex4CDS (Roller et al., 2022). BRONCO con-
sists of German discharge summaries for cancer
patients annotated with medical entities of interest,
such as Medication (MED), Diagnosis (DIAG) and
Treatment (TREAT). Ex4CDS is a corpus of textual
explanations for supporting system predictions of
three possible outcomes (rejection, infection, graft
failure) after kidney transplantation in the nephrol-
ogy clinic. It focuses on entities that indicate the
patient’s Health State as well as Laboratory Mea-
sures after a Process. Table 7 presents the number
of training samples and Table 9 presents the most
frequent annotated semantic types in Appendix A
and D. In order to achieve effective cross-domain
transferability, we replace the original entity types
of the target tasks with the best-matched UMLS
semantic types during training. The matching to
semantic types is determined by the ranking of the
cosine similarity scores between the hidden rep-
resentations of the entity types and the semantic
types. The English descriptions of entity types are
provided with the BRONCO and Ex4CDS datasets,
and the hidden representations of type descriptions
are obtained from the final hidden states of the en-
coder output from an English pre-trained language
model6. The matched semantic types are validated
by domain experts. Table 2 and Table 3 show the
matched results. All English words of the selected
semantic types are manually translated into Ger-
man in our experiments.

Entity Type Description Semantic Type
Condition A pathological medical condition

of a patient can describe for in-
stance a symptom or a disease.

Sign or Symp-
tom; Disease or
Syndrome; Find-
ing

DiagLab Particular diagnostic procedures
have been carried out.

Laboratory
Procedure;
Diagnostic
Procedure

LabValues Mentions of lab values. Clinical At-
tribute

HealthState A positive condition of the pa-
tient.

Health State∗

Measure Mostly numeric values, often in
the context of medications or lab
values, but can also be a de-
scription if a value changes, e.g.
raises.

Quantitative
Concept

Medication A medication. Pharmacologic
Substance

Process Describes particular process,
such as blood pressure, or
heart rate, often related to vital
parameters.

Physiologic
Function

TimeInfo Describes temporal information,
such as 2 weeks ago or January.

Temporal Con-
cept

Table 3: Entity types, descriptions in Ex4CDS and the
matched semantic types (∗except for HealthState, where
no proper semantic type is found and retained the natural
words from the original entity type).

3 Results and Discussion

The binary classifier of BERT-SNER predicts a
probability for each token in the input sequence
affected by the preceding semantic type and the
sentence that follows. The classification result
for each token is determined by setting a thresh-
old. If the predicted probability is less than the
threshold, the token is assigned to class 0, oth-
erwise to class 1. The lower the threshold, the
higher the false positive prediction rate, and con-
versely, a high threshold may result in a lower re-
call rate. We determine the threshold value for
each entity label by finding the optimal precision-
recall trade-off on the validation set of both target
tasks based on the calculation results using the
sklearn.metrics.precision_recall_curve func-
tion. Figure 2 presents the range of thresholds in
different shot settings. In the 10-shot case in both
target tasks, the predicted probabilities of each to-
ken are smaller and the thresholds for individual
entity types as a result are set lower. Figures in
Appendix C show more details about the range of
thresholds and Precision-Recall curves in differ-
ent few-shot settings. In the case where a token is
assigned multiple semantic types as several classi-

6microsoft/BiomedNLP-PubMedBERT-base-uncased-
abstract-fulltext
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BRONCO Ex4CDS
shots 0 10 50 100 0 10 50 100
BERT-SNER 0.56±0.011 0.43±0.023 0.63±0.018 0.70±0.014 0.31±0.015 0.41±0.011 0.66±0.024 0.72±0.013
BERT-CRF - - - 0.34±0.014 - - - 0.24±0.012
BERT-SNER(*) - 0.26±0.020 0.33±0.013 0.36±0.024 - 0.18±0.012 0.27±0.024 0.38±0.016

Table 4: Macro-averaged F-scores of few-shot results on two target datasets. BERT-CRF is initialized with a
135-class classifier for the source task including the 134 semantic types adding an OUT (outside of the entity
span) class, and is first pre-trained on MUCHMORE. Then, the encoder of BERT-CRF is further fine-tuned with
domain-specific classifiers for BRONCO and Ex4CDS when switching domains and datasets. BERT-SNER(*) is
our proposed NER framework without pre-training on MUCHMORE, i.e. trained only on data of each target task.
’-’ indicates a classification failure with an F-score < 0.1. ’±’ indicates the variance in scores caused by 2 different
seeds, 3 times of random sampling and selection of semantic types in cases with multiple best-fit semantic types for
individual entity types in each target task.

BRONCO
0 10 50 100

MED 0.54±0.03 0.21±0.05 0.71±0.01 0.81±0.03
TREAT 0.31±0.01 0.22±0.03 0.39±0.03 0.43±0.03
DIAG 0.48 ±0.02 0.42±0.02 0.45±0.03 0.56±0.03

Table 5: F-scores of individual entity type for BRONCO
test data and the BERT-SNER model with optimal
thresholds in different settings.

Ex4CDS
0 10 50 100

Condition 0.30±0.03 0.50±0.03 0.67±0.01 0.72±0.03
DiagLab 0.43±0.04 0.65±0.01 0.73±0.05 0.81±0.02
LabValues 0.20 ±0.03 0.64±0.02 0.78±0.03 0.88±0.01
HealthState 0.31±0.04 0.40±0.02 0.86±0.02 0.90±0.02
Measure 0.20±0.02 0.24±0.03 0.62±0.01 0.66±0.03
Medication 0.14 ±0.02 0.22±0.02 0.22±0.03 0.22±0.01
Process 0.19±0.02 0.24±0.01 0.78±0.01 0.83±0.03
TimeInfo 0.16 ±0.02 0.16±0.02 0.41±0.01 0.60±0.02

Table 6: F-scores of individual entity type for Ex4CDS
test data and the BERT-SNER model with optimal
thresholds in different few-shot settings.

fication probabilities exceed the threshold, we rank
the semantic types assigned to the token by their
probabilities and retain the first type as the final
classification result. Figure 3 in Appendix B pro-
vides an interpretation of the token-level prediction
using BERT-SNER for an input sentence preceded
by various semantic types.

Table 4 presents macro-averaged F-scores for
BERT-SNER and baseline BERT-CRF on the two
target datasets for different numbers of shots for
fine-tuning the models. BERT-SNER first trained
on MUCHMORE performs much better than the
BERT-CRF models trained with the same resource
in few-shot settings. Even without additional
source data, BERT-SNER(*) shows comparable
or better performance than BERT-CRF in both clin-
ical domains. Applying the CRF classifier of the
source task directly to the target tasks in the BERT-
CRF framework shows worse performance than

Figure 2: Ranges of thresholds by finding the best
precision-recall trade-off on validation datasets. In the
case of 10-shot, the prediction scores for each token in
both target tasks are low, and therefore the thresholds
are found lower compared to the other settings.

resetting the classifier with a specific label set on
different target tasks.

Tables 5 and 6 present F-scores per individ-
ual entity types. When comparing the results be-
tween zero- and few-shot, we find some seman-
tic types that can not be generalized well to the
target domains, such as (TREAT -> Diagnostic
Procedure) in BRONCO vs (DiagLab -> Diag-
nostic) in Ex4CDS, and (MED -> Clinical Drug)
in BRONCO vs (Medication -> Clinical Drug) in
Ex4CDS. In contrast, domain-specific entity types,
HealthState, LabValues and Process, which are
unseen or infrequent in the source task, can bene-
fit the most from the increasing number of shots
in the self-domain. These results suggest that in
future work, there is a need to investigate more
deeply the semantic differences of domain-specific
entities matched to the same unified semantic type
when experimenting with the BERT-SNER system
for more diverse clinical domains. In addition, we
need to examine more the impact of the amount
of training data from the MUCHMORE corpus on
individual entity types in target tasks.
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4 Related Work

Our work focuses on solving low-resource NER
tasks in the clinical domain leveraging additional
resources from related domains, and in non-English
languages. A common solution is to perform down-
stream tasks for non-English languages, especially
typologically close to English through cross-lingual
transfer from large-scale pre-trained multilingual
BERT models (Lauscher et al., 2020; Souza et al.,
2019; Jørgensen et al., 2021; Hakala and Pyysalo,
2019; Souza et al., 2019) or English language mod-
els (Artetxe et al., 2020; Plank, 2019). Frei and
Kramer (2022) and Schäfer et al. (2022) attempt
to use synthesised data through translation from
English resources (Henry et al., 2019) to train a
German medical NER model. Most of the previous
works in this field have focused on a single task and
it’s unclear if these task-specific approaches can
easily be extended to other clinical datasets with
different label sets.

Sequence-to-Sequence (Seq2Seq) PLMs with
prompt-based methods in another line have been
shown to be useful for solving low-resource NER
problems (Han et al., 2021; Gao et al., 2020; Cui
et al., 2021; Yan et al., 2021; Chen et al., 2021;
Wang et al., 2022). Other previous work of this
line (Cui et al., 2021; Chen et al., 2021; Wang
et al., 2022) utilized NER data from a resource-rich
domain to fine-tune the Seq2Seq models on NER
tasks before applying them to low-resource NER
tasks. Although no new parameters are introduced
to the pre-trained Seq2Seq language model when
formulating the NER tasks in a generative frame-
work, these methods require much effort for finding
the optimal prompts and framework to transform
an input sequence of tokens (words or characters)
into an output sequence of entity labels. Unlike
Seq2Seq NER models, our BERT-SNER model
uses semantic types as prompts in front of the input
directly, and the binary classifier is more efficient
in terms of computational requirements, inference
time and post-processing needs.

5 Conclusion

Our results suggest that transferring knowledge
from publicly available medical resources with
BERT-SNER is more effective than with BERT-
CRF in low-resource scenarios. The overall ben-
efit of the BERT-SNER in real-world use cases
is that it can be used as an initial model to effec-
tively develop domain-specific models in a variety

of clinical applications, as it requires much less
fine-tuning data than training a NER model from
scratch. In future work, we will explore transfer
learning more to generalize BERT-SNER to more
different clinical NER tasks in low-resource sit-
uations. To apply BERT-SNER to new clinical
applications without annotated samples, we will
use active learning strategies such as Least Confi-
dence oracle (Settles and Craven, 2008) to query
the most informative samples to obtain annotations
for fine-tuning.

Limitations

Due to strict data protection regulations and a high
annotation workload in the clinical domain, ob-
taining more diverse target tasks to validate our
approach is a challenge. In this work, we focused
on only two use cases in German clinical applica-
tions and need to extend our experiments to English
or other non-English languages in the field. In ad-
dition, we need to conduct more experiments in
future work in order to achieve a better balance
between the amount of training data required for
the source and target tasks.
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Goran Glavaš. 2020. From zero to hero: On
the limitations of zero-shot cross-lingual transfer
with multilingual transformers. arXiv preprint
arXiv:2005.00633.

Jinhyuk Lee, Wonjin Yoon, Sungdong Kim, Donghyeon
Kim, Sunkyu Kim, Chan Ho So, and Jaewoo Kang.
2020. BioBERT: a pre-trained biomedical language
representation model for biomedical text mining.
Bioinformatics, 36(4):1234–1240.

Ivan Lerner, Jordan Jouffroy, Anita Burgun, and Antoine
Neuraz. 2020. Learning the grammar of prescription:
recurrent neural network grammars for medication in-
formation extraction in clinical texts. arXiv preprint
arXiv:2004.11622.

Mingyi Liu, Zhiying Tu, Tong Zhang, Tonghua Su, Xi-
aofei Xu, and Zhongjie Wang. 2022. LTP: a new
active learning strategy for CRF-based named entity
recognition. Neural Processing Letters, pages 1–22.

Darshini Mahendran and Bridget T McInnes. 2021.
Extracting adverse drug events from clinical notes.
AMIA Summits on Translational Science Proceedings,
2021:420.

George Michalopoulos, Yuanxin Wang, Hussam Kaka,
Helen H. Chen, and Alexander Wong. 2020.
UmlsBERT: Clinical domain knowledge augmen-
tation of contextual embeddings using the unified
medical language system metathesaurus. CoRR,
abs/2010.10391.

Riccardo Miotto, Fei Wang, Shuang Wang, Xiaoqian
Jiang, and Joel T Dudley. 2018. Deep learning
for healthcare: review, opportunities and challenges.
Briefings in bioinformatics, 19(6):1236–1246.

264

https://doi.org/10.18653/v1/D19-1520
https://doi.org/10.18653/v1/D19-1520
https://doi.org/10.18653/v1/D19-1520
https://doi.org/10.1093/jamia/ocz166
https://doi.org/10.1093/jamia/ocz166
https://doi.org/10.1093/jamia/ocz166
http://arxiv.org/abs/2010.10391
http://arxiv.org/abs/2010.10391
http://arxiv.org/abs/2010.10391


Na Pang, Li Qian, Weimin Lyu, and Jin-Dong Yang.
2019. Transfer learning for scientific data chain ex-
traction in small chemical corpus with BERT-CRF
model. arXiv preprint arXiv:1905.05615.

Naiara Perez-Miguel, Montse Cuadros, and German
Rigau. 2018. Biomedical term normalization of ehrs
with umls. In Proceedings of the Eleventh Interna-
tional Conference on Language Resources and Eval-
uation (LREC 2018).

Barbara Plank. 2019. Neural cross-lingual transfer and
limited annotated data for named entity recognition
in Danish. In Proceedings of the 22nd Nordic Con-
ference on Computational Linguistics, pages 370–
375, Turku, Finland. Linköping University Electronic
Press.

Laila Rasmy, Yang Xiang, Ziqian Xie, Cui Tao, and
Degui Zhi. 2021. Med-BERT: pretrained contextual-
ized embeddings on large-scale structured electronic
health records for disease prediction. NPJ digital
medicine, 4(1):1–13.

Roland Roller, Aljoscha Burchardt, Nils Feldhus, Laura
Seiffe, Klemens Budde, Simon Ronicke, and Bilgin
Osmanodja. 2022. An annotated corpus of textual ex-
planations for clinical decision support. In Proceed-
ings of the 13th Conference on Language Resources
and Evaluation (LREC 2022), page 2317–2326.

Guergana K Savova, James J Masanz, Philip V Ogren,
Jiaping Zheng, Sunghwan Sohn, Karin C Kipper-
Schuler, and Christopher G Chute. 2010. Mayo clin-
ical text analysis and knowledge extraction system
(ctakes): architecture, component evaluation and ap-
plications. Journal of the American Medical Infor-
matics Association, 17(5):507–513.

Henning Schäfer, Ahmad Idrissi-Yaghir, Peter Horn,
and Christoph Friedrich. 2022. Cross-language trans-
fer of high-quality annotations: Combining neural
machine translation with cross-linguistic span align-
ment to apply ner to clinical texts in a low-resource
language. In Proceedings of the 4th Clinical Natural
Language Processing Workshop, pages 53–62.

Burr Settles and Mark Craven. 2008. An analysis of
active learning strategies for sequence labeling tasks.
In Proceedings of the 2008 conference on empirical
methods in natural language processing, pages 1070–
1079.

Daniel Sonntag and Hans-Jürgen Profitlich. 2019. An
architecture of open-source tools to combine textual
information extraction, faceted search and informa-
tion visualisation. Artificial intelligence in medicine,
93:13–28.

Daniel Sonntag, Volker Tresp, Sonja Zillner, Alexan-
der Cavallaro, Matthias Hammon, André Reis, Pe-
ter A Fasching, Martin Sedlmayr, Thomas Ganslandt,
Hans-Ulrich Prokosch, et al. 2016. The clinical data
intelligence project. Informatik-Spektrum, 39(4):290–
300.

Fábio Souza, Rodrigo Nogueira, and Roberto Lotufo.
2019. Portuguese named entity recognition using
bert-crf. arXiv e-prints, pages arXiv–1909.

Irena Spasic, Goran Nenadic, et al. 2020. Clinical text
data in machine learning: systematic review. JMIR
medical informatics, 8(3):e17984.

Johannes Starlinger, Madeleine Kittner, Oliver Blanken-
stein, and Ulf Leser. 2017. How to improve infor-
mation extraction from german medical records. it -
Information Technology, 59(4):171–179.

Martin Volk, Bärbel Ripplinger, Špela Vintar, Paul
Buitelaar, Diana Raileanu, and Bogdan Sacaleanu.
2002. Semantic annotation for concept-based cross-
language medical information retrieval. Interna-
tional Journal of Medical Informatics, 67(1-3):97–
112.

Hanna M Wallach. 2004. Conditional Random Fields:
An introduction. Technical Reports (CIS), page 22.

Liwen Wang, Rumei Li, Yang Yan, Yuanmeng Yan,
Sirui Wang, Wei Wu, and Weiran Xu. 2022. In-
structionner: A multi-task instruction-based gener-
ative framework for few-shot ner. arXiv preprint
arXiv:2203.03903.

Zihan Wang, Stephen Mayhew, Dan Roth, et al. 2019.
Cross-lingual ability of Multilingual BERT: An em-
pirical study. arXiv e-prints, pages arXiv–1912.

Qiang Wei, Zongcheng Ji, Zhiheng Li, Jingcheng Du,
Jingqi Wang, Jun Xu, Yang Xiang, Firat Tiryaki,
Stephen Wu, Yaoyun Zhang, et al. 2020. A study
of deep learning approaches for medication and ad-
verse drug event extraction from clinical text. Jour-
nal of the American Medical Informatics Association,
27(1):13–21.

Jiateng Xie, Zhilin Yang, Graham Neubig, Noah A.
Smith, and Jaime G. Carbonell. 2018. Neural cross-
lingual named entity recognition with minimal re-
sources. CoRR, abs/1808.09861.

Hang Yan, Tao Gui, Junqi Dai, Qipeng Guo, Zheng
Zhang, and Xipeng Qiu. 2021. A Unified Generative
Framework for Various NER Subtasks. In Proceed-
ings of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 5808–5822.

Michelle Yuan, Mozhi Zhang, Benjamin Van Durme,
Leah Findlater, and Jordan Boyd-Graber. 2020. In-
teractive Refinement of Cross-Lingual Word Em-
beddings. Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 5984–5996.

265

https://aclanthology.org/W19-6143
https://aclanthology.org/W19-6143
https://aclanthology.org/W19-6143
https://doi.org/doi:10.1515/itit-2016-0027
https://doi.org/doi:10.1515/itit-2016-0027
http://arxiv.org/abs/1808.09861
http://arxiv.org/abs/1808.09861
http://arxiv.org/abs/1808.09861


A Data statistic

train valid test
MUCHMORE 10000 4000 -
BRONCO 100 100 100
Ex4CDS 100 100 100

Table 7: Number of sentences in datasets used for train-
ing, where MUCHMORE is a training source anno-
tated with UMLS semantic types. Training data from
BRONCO and Ex4CDS are limited to maximum 100
samples in each subset in few-shot experiments.

shots 10 50 100 test
MED 4 8 17 17
TREAT 3 17 40 57
DIAG 5 31 62 101
Condition 20 95 189 163
DiagLab 3 8 17 11
LabValues 8 28 60 78
HealthState 7 35 65 69
Measure 7 33 65 97
Medication 2 17 23 8
Process 7 25 44 60
TimeInfo 15 63 102 48

Table 8: Average number of annotated tokens of indi-
vidual entity types from both target tasks in different
few-shot samplings and test sets.

B Interpretation of the Model Outcome

In our proposed NER framework, each input sen-
tence is iterated once with a semantic type by the
BERT-SNER model. The matched semantic types
based on the entity types of each task are shown
in Table 2 and 3. Given an example "stabile Funk-
tion, keine Protenurie noch nie NTX-Versagen" (In
English: stable function, no proteinuria not ever
NTX failure) from Ex4CDS, it is tokenized as [’sta-
bile’, ’Funktion,’, ’keine’, ’Protenurie,’, ’noch’,
’nie’, ’NTX-Versagen’] and contains the follow-
ing token-level entity annotation: [’HealthState’,
’Process’, ’O’, ’LabValues’, ’O’, ’O’, ’Condition’]
from the original entity type set.

Predictions of the BERT-SNER model are made
by a binary classifier, which are probabilities in the
range of (0, 1). The scores predicted for the tokens
of the semantic types are depending on the text
input. The predicted probabilities for each token
in an input sentence are affected by the semantic
type in front. Figure 3 illustrates that the salience
variation of each token in the same input sentence
is influenced by the preceding semantic type. As a

result, the final probability of each token of the in-
put sentence is multiplied by the probability score
of the first token of the given semantic type. We
need to rank the scores across the applied semantic
types and set a threshold to determine the final en-
tity class for each token. In the following section,
we show how to find the optimal threshold ranges
to allocate the classification to each token in differ-
ent few-shot settings based on the final probability
scores.

C Precision-Recall Trade-off and Finding
the Optimal Thresholds

The thresholds are used to determine the final clas-
sification result of a binary classifier. If the proba-
bility values are less than the threshold, assigned
to class 0, while values greater than or equal to the
threshold are assigned to class 1. In order to find
the optimal threshold ranges in different few-shot
settings, we explore the Prediction-Recall Curves
and the correlations between the thresholds and F-
scores according to entity types and trained shots.
We can find similar phenomena in both Ex4CDS
and BRONCO data, as shown in Figures 4-11.

D Most frequent annotated UMLS
semantic types

134 semantic types from UMLS semantic network
ontology in 2001 are annotated in MUCHMORE
corpora. However, the number of annotations of
each semantic type is extremely imbalanced rang-
ing from less than 10 terms to at most 8202. We
show the most frequent annotated semantic types
in Table 9.
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(a) zero-shot

(b) 10-shot

(c) 50-shot

(d) 100-shot

Figure 3: Predicted outcomes of zero-shot or few-shot fine-tuning for the example sentence from Ex4CDS dataset
corresponding to various preceding semantic types. These eight semantic types (translated into German words)
are used to replace the eight entity types during fine-tuning and inference in the target task with BERT-SNER. The
color intensity indicates the value of the prediction score; the darker the color, the higher the value.
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Figure 4: Zero-shot with BRONCO data. Domain-shift presents in types TREAT and DIAG. The optimal thresholds
of each entity types lie in different ranges.

Figure 5: 10-shot with BRONCO data. The optimal thresholds for best F-scores are lowered as the BERT-SNER
model has been fine-tuned with 10 samples from the target task compared to zero-shot.

Figure 6: 50-shot with BRONCO data. The AUC scores are improved after fine-tuning with 50 samples from the
target task. The optimal thresholds for best F-scores are increased compared to 10-shot fine-tuning.
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Figure 7: 100-shot with BRONCO data. The optimal thresholds for obtaining the best F-scores are increased
for MED and DIAG types as the BERT-SNER model has been fine-tuned with 100 samples from the target task.
From the results of F-scores and AUC scores, we find that identifying the entities of type TREAT in BRONCO task
is a challenge for BERT-SNER.

Figure 8: Zero-shot with Ex4CDS data.

Figure 9: 10-shot with Ex4CDS data.
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Figure 10: 50-shot with Ex4CDS data.

Figure 11: 100-shot with Ex4CDS data. The most challenging type for BERT-SNER in Ex4CDS is Medication.
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ID Type Name Description Amount
T101 Patient or Disabled Group An individual or individuals classified according to a disability,

disease, condition or treatment.
8202

T047 Disease or Syndrome A condition which alters or interferes with a normal process, state,
or activity of an organism. It is usually characterized by the
abnormal functioning of one or more of the host’s systems, parts,
or organs. Included here is a complex of symptoms descriptive of
a disorder.

7636

T023 Body Part, Organ, or Organ Com-
ponent

A collection of cells and tissues which are localized to a specific
area or combine and carry out one or more specialized functions
of an organism. This ranges from gross structures to small compo-
nents of complex organs. These structures are relatively localized
in comparison to tissues.

7070

T169 Functional Concept A concept which is of interest because it pertains to the carrying
out of a process or activity.

5569

T061 Therapeutic or Preventive Proce-
dure

A procedure, method, or technique designed to prevent a disease or
a disorder, or to improve physical function, or used in the process
of treating a disease or injury.

5542

T046 Pathologic Function A disordered process, activity, or state of the organism as a whole,
of a body system or systems, or of multiple organs or tissues.
Included here are normal responses to a negative stimulus as well
as patholologic conditions or states that are less specific than a
disease. Pathologic functions frequently have systemic effects.

3974

T191 Neoplastic Process A new and abnormal growth of tissue in which the growth is
uncontrolled and progressive. The growths may be malignant or
benign.

3806

T170 Intellectual Product A conceptual entity resulting from human endeavor. Concepts
assigned to this type generally refer to information created by
humans for some purpose.

3266

T081 Quantitative Concept A concept which involves the dimensions, quantity or capacity
of something using some unit of measure, or which involves the
quantitative comparison of entities.

3049

T033 Finding That which is discovered by direct observation or measurement of
an organism attribute or condition, including the clinical history of
the patient. The history of the presence of a disease is a ’Finding’
and is distinguished from the disease itself.

2621

T060 Diagnostic Procedure A procedure, method, or technique used to determine the nature or
identity of a disease or disorder. This excludes procedures which
are primarily carried out on specimens in a laboratory.

2621

T184 Sign or Symptom An observable manifestation of a disease or condition based on
clinical judgment, or a manifestation of a disease or condition
which is experienced by the patient and reported as a subjective
observation.

2547

T024 Tissue An aggregation of similarly specialized cells and the associated
intercellular substance. Tissues are relatively non-localized in
comparison to body parts, organs or organ components.

2533

T121 Pharmacologic Substance A substance used in the treatment or prevention of pathologic
disorders. This includes substances that occur naturally in the
body and are administered therapeutically.

2403

T037 Injury or Poisoning A traumatic wound, injury, or poisoning caused by an external
agent or force.

2080

T029 Body Location or Region An area, subdivision, or region of the body demarcated for the
purpose of topographical description.

1865

T040 Organism Function A physiologic function of the organism as a whole, of multiple
organ systems, or of multiple organs or tissues.

1540

T041 Mental Process A physiologic function involving the mind or cognitive processing. 1429
T078 Idea or Concept An abstract concept, such as a social, religious or philosophical

concept.
1309

T032 Organism Attribute A property of the organism or its major parts. 1281
T073 Manufactured Object A physical object made by human beings. 1226
T091 Biomedical Occupation or Disci-

pline
A vocation, academic discipline, or field of study related to
biomedicine.

1213

T123 Biologically Active Substance A generally endogenous substance produced or required by an
organism, of primary interest because of its role in the biologic
functioning of the organism that produces it.

1187

T100 Age Group An individual or individuals classified according to their age. 1149
T062 Research Activity An activity carried out as part of research or experimentation. 1148
T079 Temporal Concept A concept which pertains to time or duration. 1124

Table 9: Most frequent UMLS semantic types annotated in the MUCHMORE data. The numbers in the third column
are the amount of annotated terms of the semantic type.
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Abstract
Graph-based techniques have gained traction
for representing and analyzing data in vari-
ous natural language processing (NLP) tasks.
Knowledge graph-based language representa-
tion models have shown promising results in
leveraging domain-specific knowledge for NLP
tasks, particularly in the biomedical NLP field.
However, such models have limitations, includ-
ing knowledge noise and neglect of contextual
relationships, leading to potential semantic er-
rors and reduced accuracy. To address these
issues, this paper proposes two novel methods.
The first method combines knowledge graph-
based language model with nearest-neighbor
models to incorporate semantic and category
information from neighboring instances. The
second method involves integrating knowledge
graph-based language model with graph neu-
ral networks (GNNs) to leverage feature infor-
mation from neighboring nodes in the graph.
Experiments on relation extraction (RE) and
classification tasks in English and Chinese lan-
guage datasets demonstrate significant perfor-
mance improvements with both methods, high-
lighting their potential for enhancing the per-
formance of language models and improving
NLP applications in the biomedical domain.

1 Introduction

Language models (LM) have become increasingly
popular in a wide range of applications (Adhikari
et al., 2023; Shah et al., 2023). LMs have also
shown great promise in assisting clinical decision-
making. LMs for clinical decision-making are
based on massive amounts of text data, includ-
ing medical literature, clinical notes, and patient
records (Lewis et al., 2020; Adhikari et al., 2021).
By analyzing medical records and identifying pat-
terns, language models can help doctors identify
potential health risks and recommend appropriate
treatment options (Kalyan et al., 2022; Naseem
et al., 2022a). Additionally, LMs can be used to as-
sist with drug discovery by analyzing vast amounts

of scientific literature and identifying potential drug
targets (Naseem et al., 2022b).

LMs can also improve patient outcomes by as-
sisting with patient education. LMs can analyze
patient records and suggest personalized educa-
tional resources, such as videos or articles, to help
patients better understand their conditions and treat-
ments. Likewise, language models can help clini-
cians communicate more effectively with patients
by providing real-time translation services for pa-
tients who speak different languages. However,
these language models are not without their short-
comings. For example, the cross-entropy loss used
in fine-tuning language models can lead to poor
generalization of performance, as pointed out by
Liu et al. (2016). Similarly, LMs can be prone
to overfitting as the predictions are made through
linear classifiers added directly to the top of pre-
trained LMs (Li et al., 2021). Moreover, they may
neglect the relationship between textual contexts,
impacting performance. Given the importance of
the medical field, errors in language models can
have significant consequences. Thus, efforts to
improve the performance of language models are
being made. A possible scope for improvement can
be using knowledge from nearest neighbors.

Khandelwal et al. (2019) employed a k-nearest
neighbor (kNN) approach to enhance the per-
formance of LMs. The kNN-LM approach
uses nearest-neighbor models to improve lan-
guage modeling by explicitly memorizing rare
patterns and improving performance, indicating
that the representation learning problem is easier
than the prediction problem. Similarly, Kassner
and Schütze (2020) approached an open-domain
question-answering problem with kNN-BERT, a
combination of BERT’s prediction for a given
question with a kNN search. The authors demon-
strated through their experimental results and eval-
uation that incorporating kNN into the BERT-based
question-answering model was effective in retriev-
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ing accurate factual information. This model par-
ticularly excelled in providing answers to less fre-
quent and difficult questions and was able to han-
dle even recent events that were not included in
the training data of the BERT model. Unlike other
studies that use kNN to generate augmented sam-
ples based on pre-trained language models, Li et al.
(2021) utilized a kNN classifier as the decision
maker. It was demonstrated that incorporating
kNNs with traditional fine-tuning of BERT-like
models can significantly improve accuracy in both
rich-source and few-shot settings and improve ro-
bustness against adversarial attacks. Nearest neigh-
bors have shown immense success in improving the
interpretability of models as well (Wallace et al.,
2018). The use of kNN in explaining the model
behavior in language models is a topic that has
been attracting the research community (Rajani
et al., 2020). Interpretable machine learning is key
to building trustworthiness in AI systems used in
healthcare. Interpretability can provide clinicians
and patients with insights into the reasoning behind
a particular decision made by a machine learning
model, making it easier to understand and trust.
This can help to improve patient outcomes and in-
crease the acceptance of AI systems in healthcare.
Additionally, interpretability can help identify and
address biases in machine learning models.

While LMs like BERT (Devlin et al., 2018) have
limited ability to capture global information, Graph
Neural Networks (GNNs) have proved to be better
at it (Wu et al., 2023). Language models like BERT
are good at capturing contextual information. In
order to make the best out of a language model, it
needs to have global information as well as proper
contextual information. Utilizing the strengths of
both graph neural networks and language models,
Lu et al. (2020) proposed Vocabulary Graph Convo-
lutional Network (VGCN)-BERT. The motivation
for combining VGCN and BERT is to allow them to
collectively build an optimal representation while
performing tasks such as classification. VGCN
models the relationships between words in a text
by representing them as nodes in a graph, while
BERT is a state-of-the-art language model that can
effectively capture the contextual information of
text data. This enhanced representation led to im-
proved performance in text classification tasks, as
demonstrated by the results of the study.

Global knowledge is very important in the medi-
cal domain because medical data is inherently com-

plex and interconnected. In order to effectively
analyze medical data, it is essential to capture the
relationships between different medical concepts
and understand their context within the larger med-
ical knowledge network (Rasmy et al., 2021). For
example, in the field of medical diagnosis, a pa-
tient’s symptoms and medical history need to be
considered in the context of the larger medical
knowledge network to accurately diagnose their
condition (Lin et al., 2021). By leveraging global
knowledge, medical professionals can better under-
stand the relationships between different medical
concepts and make more well-informed decisions
regarding patient care. Furthermore, medical re-
search often involves analyzing large datasets con-
taining vast medical information (Naseem et al.,
2021a). By utilizing global knowledge, researchers
can better identify patterns and relationships within
the data, leading to more accurate and insightful
findings. Thus, there is a pressing need to build
representation comprising contextual and global
information.

Pre-trained language models are mostly generic
in nature and lack domain-specific knowledge (Liu
et al., 2023). This can be a problem for tasks that
require access to domain-specific knowledge, such
as medical text classification and medical relation
extraction (Naseem et al., 2021b). To mitigate this
problem, Liu et al. (2020) proposed K-BERT, a
knowledge-enabled language representation model
that addresses this problem by incorporating knowl-
edge from a knowledge graph into its language rep-
resentation. This knowledge incorporation allows
K-BERT to perform better on tasks that require
access to domain-specific knowledge. K-BERT al-
lows the triplets to be injected into sentences as
knowledge, making it useful for domain-specific
tasks. Thus, leveraging K-BERT for domain knowl-
edge and kNN and GNN for global knowledge, we
present methods for integrating (i) K-BERT with
GNN and (ii) K-BERT with kNN. Our contribu-
tions are as follows:

• We present a method to improve the perfor-
mance of knowledge graph-based language
models by integrating semantic information
from neighboring instances.

• We demonstrate significant performance im-
provements in relation extraction (RE) and
classification tasks using our methods, show-
casing their potential for improving NLP ap-
plications in the biomedical domain.
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2 Methodology

As discussed above, our aim is to utilize the in-
formation of the neighbors in the dataset to help
improve the performance of the language model in
various downstream tasks. We use K-BERT as a
language model because of its flexibility to adapt
to domain knowledge.

2.1 Nearest Neighbor Enriched Language
Model

Our nearest neighbor algorithm, kNN, extracts in-
stances similar to the test samples from the feature
library and uses the information of the instances
to assist in prediction. kNN uses the classifica-
tion label information of the neighbors. In order to
combine K-BERT with kNN, the K-BERT model
is first trained on the training data. The K-BERT
model is then evaluated on the validation and test
sets. During the prediction phase, kNN finds the k
most similar instances in the training set to a given
test sample. The classification labels of these in-
stances are then used to predict the label of the test
sample. The K-BERT model is also used to predict
the given test sample.

The final prediction is obtained by combining
the results of the kNN and K-Bert models using a
weighted sum. This is done by applying a sigmoid
function to the individual scores predicted by each
model and taking their weighted average. The cat-
egory with the highest score is chosen as the final
prediction.

Training Set

Inst #1

Inst #2 Inst #3

Test Text

Model

Prediction

kNN

PredictionkNN

Learning

Final Prediction

Knowledge Enhanced 
Language Model

SLAKE Knowledge

Figure 1: The overall flow of obtaining predictions
through the information from nearest neighbors and
language model.

2.2 Graph-NN Enriched Language Model
The integration of Graph Neural Networks (GNNs)
with the feature level of the data has been shown
to be effective in utilizing the feature information
of the neighboring nodes. One of the widely used

GNN networks is Graph Attention Network (GAT).
In the early stages of data processing, a knowledge
graph is added to the dataset and GAT is employed
to construct a graph between nodes. The construc-
tion of this graph is achieved through the utiliza-
tion of heuristic rules where edges are added to
instances that belong to the same label category.

During the training process, the representation
of each node obtained using K-BERT and GAT is
subsequently employed to aggregate the represen-
tations of the neighboring nodes. The classification
result of each instance is then predicted using GAT.
In the prediction process, the graph is composed
by obtaining the result through K-BERT and then
using the result to connect nodes that belong to
the same category. Finally, GAT is employed to
aggregate the representations of the neighboring
nodes to predict the classification result.

Training Set

Inst #1

Inst #2 Inst #3

Test Text

Model Prediction

Supervised

Learning

GAT’s Self Generated Graph

Knowledge Graph

Knowledge Enhanced 
Language Model

Graph Attention 
Network (GAT)

SLAKE Knowledge

Figure 2: The overall methodology of obtaining pre-
diction using an aggregate representation of language
model and neighboring nodes.

2.3 Domain-specific Medical Knowledge
In order to add medical domain-specific knowledge
to K-BERT, the triples are injected into sentences
as domain knowledge. We leverage the SLAKE
(Liu et al., 2021) to get triplets to be injected in K-
BERT. SLAKE, a large multilingual dataset, con-
tains rich ensemble semantic labels and a new struc-
tural medical knowledge base. For the relation
extraction task, we chose SLAKE in the English
language, whereas for the classification tasks, we
used SLAKE in the Chinese language.

2.4 Datasets
In the experimentation, we have tested the perfor-
mance of K-BERT + kNN and K-BERT + GNN
in two downstream tasks–relation extraction and
classification tasks.
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Relation Extraction Datasets: For relation ex-
traction task, we use GAD (Bravo et al., 2015),
EU-ADR (Van Mulligen et al., 2012), and i2b2
(Uzuner et al., 2011) datasets. The Genetic As-
sociation Database (GAD) is a collection of stud-
ies that examine the association between genetic
variations and the risk of developing complex dis-
eases and disorders in humans (Bravo et al., 2015).
Similarly, the EU-ADR corpus has been anno-
tated for drugs, disorders, genes, and their inter-
relationships (Van Mulligen et al., 2012). i2b2
dataset is a dataset of patient medical problems,
treatments, and tests used in the 2010 i2b2/VA
Workshop on Natural Language Processing Chal-
lenges for Clinical Records (Uzuner et al., 2011).
Classification Tasks Datasets: For the classifica-
tion task, we use cMedIC and cMedTC datasets
(Zhang et al., 2020) in the Chinese language.
cMedTC dataset consists of biomedical texts with
multiple labels. Similarly, the cMedIC dataset con-
sists of queries with three intent labels (no intention,
weak intention, and firm intention).

3 Results and Discussion

We use accuracy as a measure to evaluate the perfor-
mance of our algorithms for both downstream tasks
(relation extraction and text classification). From
Table 1, it can be seen that the integration neighbor
information has improved performance in relation
extraction. Integration of KNN into K-BERT has
significantly improved the model performance sig-
nificantly, with an 8% increase in performance with
both the GAD and EU-ADR datasets. Similarly,
there is an increase of 6.4% in performance for
the i2b2 dataset when KNN is integrated into K-
BERT. Integration of GNN to create the aggregated
representations has helped K-BERT to improve its
performance significantly. There is an increased
performance across all the datasets using the aggre-
gated representations from GNN and K-BERT.

GAD EU-ADR i2b2

K-BERT 0.634 0.807 0.814
K-BERT + KNN 0.687 0.871 0.866
K-BERT + GNN 0.696 0.860 0.875

Table 1: Results of different models with various
datasets in relation extraction domain. The results show
that the addition of KNN and GNN to K-BERT im-
proves the performances in relation extraction signifi-
cantly.

Similar to the relationship extraction task, the
performance of K-BERT with our approach to in-
tegrating additional information has shown better
performance than the base K-BERT model. From
Table 2, it can be observed that adding information
on neighboring nodes has improved the accuracy
by 1% to 2%. The performance improvement of
1% to 2% is very important in the medical domain,
where the decisions impact the lives of people.

cMedIC cMedTC
∆ w.r.t. K-BERT

CMedIC CMedTC

K-BERT 0.927 0.609 - -
K-BERT + KNN 0.939 0.615 +1.3% +0.99%
K-BERT + GNN 0.941 0.621 +1.51% +1.97%

Table 2: Results of different models in datasets related to
classification tasks. The results show that there is around
a 1% to 2% increment in performance by integrating
GNN and KNN.

The results show that the base model K-BERT
improved performance by integrating supplemen-
tary information. The classification and relation
extraction tasks are important in the medical do-
main. The ability of our proposed methodology to
get improved performance can also be adapted to
other tasks in the medical domain.

4 Conclusion

In this paper, we propose a methodology for inte-
grating additional information, such as neighboring
nodes and instances, to improve the performance
of a language model in the medical domain. The
additional information also provides models with
the ability to learn beyond contextual information.
The methodology proposed in our work is generic
and can be adapted to multiple tasks and domains.
The work can be extended to solving other crit-
ical problems in the medical domain like report
generation, medical dialogue generation, etc. It
would also be interesting to integrate both near-
est neighbor and graph information into the lan-
guage model and evaluate the model performance.
Another important future direction can be explor-
ing how adding information in our framework con-
tributes to the explainability of the model. Overall,
our proposed methodology shows promising results
and has the potential to enhance the performance
and interpretability of language models in various
domains.
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Limitations

While the proposed methods offer promising re-
sults in improving the performance of knowledge
graph-based language representation models, there
are some limitations to this work that should be
noted. Firstly, the experiments were conducted
on a limited number of datasets, and the results
may not be generalized to other datasets or do-
mains. Therefore, further experiments are needed
to validate the effectiveness of the proposed meth-
ods on a broader range of datasets and NLP tasks.
Secondly, the proposed methods require additional
computation and may increase the complexity of
the models. Therefore, it is important to consider
the trade-off between performance improvement
and computational cost when applying these meth-
ods in real-world applications. Lastly, while the
proposed methods address some of the limitations
of existing knowledge graph-based language rep-
resentation models, they still may not capture all
the contextual relationships and nuances of natural
language, leading to potential semantic errors and
reduced accuracy. Therefore, it is essential to con-
tinue exploring new approaches and techniques to
further improve the performance of NLP models.
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Abstract

Artificial intelligence based diagnosis systems
have emerged as powerful tools to reform tradi-
tional medical care. Each clinician now wants
to have his own intelligent diagnostic partner
to expand the range of services he can provide.
When reading a clinical note, experts make in-
ferences with relevant knowledge. However,
medical knowledge appears to be heteroge-
neous, including structured and unstructured
knowledge. Existing approaches are incapable
of uniforming them well. Besides, the descrip-
tions of clinical findings in clinical notes, which
are reasoned to diagnosis, vary a lot for dif-
ferent diseases or patients. To address these
problems, we propose a Medical Knowledge-
enhanced Prompt Learning (MedKPL) model
for diagnosis classification. First, to over-
come the heterogeneity of knowledge, given
the knowledge relevant to diagnosis, MedKPL
extracts and normalizes the relevant knowledge
into a prompt sequence. Then, MedKPL in-
tegrates the knowledge prompt with the clini-
cal note into a designed prompt for representa-
tion. Therefore, MedKPL can integrate medical
knowledge into the models to enhance diagno-
sis and effectively transfer learned diagnosis
capacity to unseen diseases using alternating
relevant disease knowledge. The experimental
results on two medical datasets show that our
method can obtain better medical text classifi-
cation results and can perform better in transfer
and few-shot settings among datasets of differ-
ent diseases.

1 Introduction

Clinical notes in Electronic Health Records (EHRs)
are the medical texts written by a physician to ad-

dress the patient’s medical history, chief complaints
and examinations during a patient’s visit. Physi-
cians can get the corresponding diagnosis through
their expertise based on the patient’s clinical notes.
In the past decade, researchers have tried various
methods for medical text classification tasks to as-
sist doctors in their treatment.

Text classification models in the generic do-
main are developing most rapidly. Traditional ma-
chine learning methods, such as Naive Bayesian
(NB) (Maron, 1961), K-Nearest Neighbor (KNN)
(Cover and Hart, 1967), Support Vector Machine
(SVM) (Joachims, 1998), and Random Forest (RF)
(Breiman, 2001) are first introduced to solve text
classification tasks. For deep learning models,
TextCNN (Chen, 2015) is widely used, where Con-
volutional Neural Network (CNN) (Albawi et al.,
2017) models are introduced to solving text clas-
sification problems. Whereafter, Pre-trained Lan-
guage Models (PLMs), such as BERT (Devlin et al.,
2018) achieve state-of-the-art results on several
Natural Language Processing (NLP) tasks and thus
has been widely used. However, these approaches
are based on generic data and therefore ignore the
high reliance on medical knowledge in medical text
classification tasks. When applied directly to the
medical field, these models often fail to achieve the
same performance as in the generic field.

To address the knowledge-dependent medical
text classification tasks, researchers have proposed
a number of medical text classification models that
incorporate knowledge. Garla and Brandt (2013)
map medical text to corresponding medical con-
cepts and is the first to conduct feature engineering.
Yao et al. (2019a) use medical concept descriptions
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Figure 1: Different template generation methods for
clinical notes. Prompt learning method simply adds
questions to the clinical notes, our Medical Knowledge-
enhanced Prompt Learning method incorporates hetero-
geneous medical knowledge in the template.

to improve distributed document representations.
Gasmi (2022) use external terminology resources
to expand and represent the text with a combination
of different methods. Nevertheless, these models
only learn the relationship between the text and
the corresponding knowledge, without having a
good generalization ability. Therefore they tend to
be less effective when transferring to the medical
domains beyond the training data.

In the medical field, there are rich sources of
knowledge, such as expert knowledge (Flores et al.,
2011), medical knowledge bases (Zuccon et al.,
2013), medical knowledge graphs (Li et al., 2019),
medical information on the web, etc. These knowl-
edge present a heterogeneous structure(such as
triples, SQLs and free texts, etc.) and cannot
be well uniformed in the previous methods. Dif-
ferences among knowledge sources prevent these
models from learning by using knowledge prompt
from all sources and thus may have bias when deal-
ing with real-world data. Therefore, we hope to
propose a model that is compatible with all the
sources of medical knowledge.

To solve the above problems in medical text
classification, we propose a Medical Knowledge-
enhanced Prompt Learing (MedKPL) model that
can uniform different knowledge sources. The con-
tribution of this paper can be summarized as fol-
lows: 1) We design the MedKPL model to uniform
heterogeneous knowledge by transforming knowl-
edge from different sources into free texts. Experi-
ments prove that structured and unstructured texts
can be uniform in our model, and both yield good
results. 2) We use the MedKPL model to conduct
medical text classification tasks on two Chinese

EHR datasets and obtain state-of-the-art classifica-
tion results through knowledge incorporation. 3)
We evaluate the MedKPL model for few-shot learn-
ing among departments. The results show that our
method can obtain good results in both zero-shot
and few-shot scenarios, and can effectively transfer
between departments that have low text similarity
in a robust way.

2 Related Work

2.1 Knowledge Enhancement for PLMs
PLMs has become text representation method in
most NLP tasks. Generic PLMs are usually trained
on unstructured text corpus without domain knowl-
edge. For example, BERT (Devlin et al., 2018) is
trained on BooksCorpus (Zhu et al., 2015) and En-
glish Wikipedia, GPT-2 (Radford et al., 2019) and
GPT-3 (Brown et al., 2020) use Common Crawl
(Raffel et al., 2020) and WebText as training cor-
pus. Due to training on generic datasets, most of
contextual information learned by these PLMs lack
domain knowledge, resulting in their lack of exper-
tise in dealing with domain-specific problems.

Continuous Knowledge-enhancement uses
knowledge encoders to get the embedding of knowl-
edge and incorporate them into the process of train-
ing contextual representations of text. Know-BERT
(Peters et al., 2019) propose Knowledge Attention
and Recontextualization (KAR) and entity linking
to incorporate knowledge into PLMs. ERNIE-THU
(Zhang et al., 2019) introduce an knowledge fu-
sion module, injecting entity embeddings through
knowledge encoders. KEPLER (Wang et al., 2021)
jointly optimize the knowledge embedding and lan-
guage modeling objectives within the same PLM.
DKPLM (Zhang et al., 2022) use pseudo token
representations to embed long-tail entities which
relieve computation burdens of previous methods.

Discrete Knowledge-enhancement retrieves
knowledge directly from the knowledge graph and
add them to training texts. K-BERT (Liu et al.,
2020) and CoLAKE (Sun et al., 2020) directly reor-
ganize the triples in the knowledge graph into texts
and insert them directly into the training corpus,
without pre-training any extra models. We also
apply the ideas behind these methods to our work.

2.2 Prompt Learning
Prompt learning refers to transforming the original
text via templates to leverage the contextual pattern
learned by the PLMs. Brown et al. (2020) first use
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Figure 2: The illustration of MedKPL and other methods. (a) is the workflow of MedKPL, knowledge can be
obtained from different knowledge sources and then incorporated into clinical notes through template construction,
and the classifier (multi-classifier and binary classifier) can be further enhanced by using soft attention on knowledge
prompt and clinical notes. (b) is the method for fine tuning at PLM to classify the embedding of the [CLS] token,
and (c) is the method for regular prompt learning to predict the probability distribution of the [MASK] token.

the prompt learning method for text classification
tasks and find it works well on few-shot learning
scenarios. Schick and Schütze (2020) reformu-
late inputs as cloze questions for text classification.
Schick et al. (2020) and Gao et al. (2020) extend
previous methods by automatically generating la-
bel words and templates, respectively. Recently,
some knowledge-related prompt learning methods
have been proposed. Hu et al. (2021) incorporate
external knowledge into the verbalizer with calibra-
tion. Chen et al. (2022) inject latent knowledge into
learnable virtual type words and answer words.

Compared with these approaches, our approach
can uniform heterogeneous knowledge to build
prompt templates, which solves the differences
brought by different knowledge formats sources.
Our approach also provides a deep integration be-
tween clinical notes and knowledge prompts.

2.3 Medical Text Classification
How to apply external knowledge to medical text
classification tasks is a topic that has been con-
stantly explored by researchers. Garla and Brandt
(2013) map clinical text to Unified Medical Lan-
guage System (UMLS), and use those UMLS
Concept Unique Identifiers (CUIs) as features to
train classifiers on medical documents. Yao et al.
(2019a) propose to distribute document represen-
tations with medical concept descriptions for the
classification of traditional Chinese medicine clini-
cal records. Yao et al. (2019b) combine rule-based
features and knowledge-guided CNN for effective
disease classification. Li and Yu (2020) use multi-
filter Residual CNN to predict ICD codes. Chen

et al. (2020) propose an attention-based bidirec-
tional LSTM model for classifying outpatient cate-
gories according to textual content.

However, none of these works mentioned the
model’s transferability among departments and
few-shot learning ability, which are issues that must
be addressed to solve the medical long-tail problem
and achieve truly trustworthy medical AI.

3 Method

The overall structure of our model is shown in Fig-
ure 2. Our model introduce disease d ∈ D re-
lated medical knowledge prompt kd into medical
text classification tasks, where D is the disease set.
The knowledge prompt can come from a variety of
sources, e.g. expert knowledge, knowledge graphs,
knowledge bases, online resources, etc. We use
p(y|xi, k) to denote the probability of patient i get-
ting disease y, where xi is the clinical notes for
patient i, and k is the set of knowledge prompts
used for knowledge incorporation.

Specifically, we decompose the process of
knowledge incorporation into three stages. 1) Ex-
tract medical knowledge of disease d from different
knowledge sources and transform the knowledge
into a uniform representation kd. 2) Construct tem-
plates that incorporate knowledge prompts set k
with clinical notes. We concatenate the collected
medical knowledge prompts into natural text and
generate the template based on the disease name
d. 3) Predict labels using MLM on the [MASK]
token in prompt template. It is also possible to
integrate knowledge prompt and clinical notes at a
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deep level by using PLM to represent knowledge
prompt and clinical notes separately and aligning
them using soft attention mechanisms to enhance
the knowledge representation.

We will then go over our model’s methodology
and its three stages of knowledge incorporation.

3.1 Knowledge Extraction and Uniform
Unstructured knowledge is naturally available as
part of the prompt template, while structured
knowledge needs to be pre-processed. For struc-
tured medical knowledge, the most common or-
ganization form is the medical knowledge graph.
Thus we take knowledge graph as our knowledge
source and denote it as G = (E ,R) where E is the
collection of all entities andR is the collection of
all relations. In the knowledge graph G, a relational
knowledge triple is denoted as (eh, r, et), where
eh ∈ D is the head entity and et is the tail entity. r
is the specific relation between eh and et.

In a large-scale medical knowledge graph, a
disease may have multiple relations, we denote
the relation set of disease ei as Ri. The distribu-
tion of triples related to disease ei is very diverse
and complex, and we need to find those triples
(ei, r, ej) ∈ G, r ∈ Ri that are suitable for our med-
ical knowledge-enhanced prompt learning method.

Specifically, we determine the refined relation
set R′

i = (r1, r2, . . . , rk), ri ∈ Ri based on the
relationships commonly mentioned in the clinical
notes for disease ei. Then with the disease ei and
the refined relation set R′

i, we can retrieve all rel-
evant triples Ti of disease ei from the knowledge
graph.

Ti = {(ei, ri, ej)|ri ∈ R′
i, ei, ej ∈ E} ∈ G (1)

For those diseases lacking relevant medical knowl-
edge, we consider using similar entities ej for re-
placement, where (ei, rsyn, ej) ∈ G and rsyn is the
relationship of synonym. For those diseases not
in the entity set of the medical knowledge graph,
we consider replacing them with other knowledge
sources(e.g., online search engines).

Alternatively, we also consider using unstruc-
tured medical knowledge, such as knowledge bases
and online search engines for replacement. Medical
knowledge related to disease d can be represented
as kd. Since this unstructured knowledge is already
in the form of text, we apply them directly to the
subsequent processes.

3.2 Prompt Engineering
The core idea of the prompt learning method is to
construct templates and use the contextual knowl-
edge learned by the PLM during the pre-training
process to make predictions on the masked words.

Different from the normal prompt approach, we
want our templates to contain medical knowledge
extracted from heterogeneous knowledge sources.
Therefore, we propose a disease-adaptive template
generation method. For a disease d, if the knowl-
edge source is KG, we first extract all the required
knowledge triples Td from the KG and concatenate
all the triples together into free texts. Given an
example knowledge triple t =(dyspnoea, a symp-
tom of, bronchitis), the formed free-text knowledge
would correspondingly be Dyspnoea is a symptom
of bronchitis. By concatenating all the triples, we
can get the disease-related knowledge kd in the text
pattern.

The promoting function fprompt(kd, x, d) con-
tains medical knowledge and manual template engi-
neering. We devise templates for binary classifica-
tion tasks and multi-classification tasks seperately.
These two tasks are different in practical medical
application scenarios, where a multi-classification
task can quickly determine which disease the pa-
tient is most likely to have, and a binary classifica-
tion task can make predictions about the likelihood
of a specific disease more precisely. For binary
classification tasks, the prompt learning method
will extend the input clinical notes x into

x′ = [Kd][X] Does the patient suffer from [D]? [MASK].

and for multi-classification tasks, the input
clinical notes x will be turned into

x′ = [Kd][X] Which disease the patient have? [MASK].

where the slot [Kd], [X], [D] are filled with
kd, x, d respectively. In this way, we convert
the sequence classification task into a task of
predicting the distribution of masked token
[MASK].

By organizing all the heterogeneous knowl-
edge into free texts, we can extend the knowl-
edge sources of MedKPL to almost all types
of medical knowledge.

3.3 Knowledge Enhanced Classification

By simply concatenating and adding knowl-
edge to the template, we can use PLM to
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learn the contextual association between clin-
ical notes and knowledge prompt. However,
this approach treats them in a sentence as a
whole. To better explore the deeper connection
between clinical notes and knowledge prompt,
we integrate these texts in a deeper way.

Vector representation of the knowledge
prompt K = (k1, k2, . . . , km) and clinical
notes C(c1, c2, . . . , cn) can be obtained by
PLM, where m and n are the length of knowl-
edge prompt and clinical notes respectively.
We use the Soft Attention mechanism (Luong
et al., 2015) to align clinical notes with knowl-
edge prompt.

Specifically, we select the [CLS] token k1 ∈
K as the vector representation of the whole
knowledge prompt and calculate the alignment
vector a which is calculated by comparing the
knowledge prompt representation k1 with each
clinical note word’s hidden state cs ∈ C:

as = align(k1, cs) =
exp(score(k1, cs))

Σn
s′=0(score(k1, cs′))

(2)
where we use dot product function to compute
scores.

score(k1, cs) = kT
1 cs (3)

Given alignment vector a as weight, the in-
tegrated vector it is computed as weighted
average over all the words’ representations
in clinical notes. The integrated vector it =∑n

s=0 ascs can enhance the most relevant part
of the clinical notes with the knowledge
prompt. For medical text classification, we
sum the integrated vector it with the Masked
Language Model (MLM) prediction xmlm on
[MASK] to get xintegrate and compute the
loss based on the classification tasks.

xmlm = fMLM(x′, [MASK]) (4)

xintegrate = Wxxmlm +Wiit (5)

where fMLM is the masked language model
of the PLM. For binary classification tasks,
the loss function Lbinary is computed directly
between xintegrate and the index of label words
("yes" or "no") in the PLM’s vocabulary.

Lbinary = CELoss(xintegrate, label) (6)

where the CELoss is cross entropy loss. For
multi-classification tasks, the loss function is

computed by first map xintegrate into the label
space using a fully-connected layer and com-
pute the cross entropy loss.

Lmulti = CELoss(Wxxintegrate + bx, label)
(7)

where Wx and bx are learnable parameters in
the model, and label represents the categories
in mult-classification tasks.

4 Experiments

4.1 Datasets

In this paper, we compare our results against
many existing methods on two medical
datasets. The first dataset is the Pediatric Pa-
tient EHR (PPE) used in (Liang et al., 2019),
which contains 1,362,559 outpatient visits
from 567,498 pediatric patients across 6 depart-
ments, each outpatient visit includes adverse
event, chief complaint and history of present
illness, some also have physical examination
and image report. The second dataset is Adult-
EMR, which contains 339,672 EHR records
for 2556 diseases across 12 departments, each
record includes chief complaint and history of
present illness. We use the clinical notes of
patients’ history of present illnesses for train-
ing. In PPE, we use the clinical notes of the
Hematology-Immunology department as nor-
mal control data and select six diseases from
each of the other five departments (Respira-
tory (Resp.), Gastroenterology (Gast.), Psy-
chiarty (Psy.), Neurology (Neuro.), Gynecol-
ogy (Gyn.)) for experiments. In Adult-EMR,
we use the clinical notes of the Respiratory De-
partment as normal control data and select six
diseases from Tumor and Cancer Department
and Cardiology Department for experiments.
The knowledge graph we use in our experi-
ments is the DiseaseKG, which is an open-
source Chinese medical knowledge graph from
OpenKG.

4.2 Settings

In the multi-label classification task, we se-
lect 1000 samples from each of the k diseases
(k = 2, 4, 6) from a department and 1000 sam-
ples from normal control data for k + 1 clas-
sification task. The knowledge prompt is the
concatenation of the truncated knowledge from
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Table 1: Standard multi-classification accuracy on different departments. "+ERNIE" and "+DKPLM" means using
knowledge-enhanced PLMs to replace BERT, "+Attn" means using the attention layer to enhance the classification
performance. The results for each department are acquired by averaging the results for disease number k = 2, 4, 6.

PPE Adult EMR
Resp. Gast. Psy. Neuro. Gyn. Overall Tumor. Cv. Overall

LSTM 64.89 77.08 85.63 90.29 77.59 79.10 67.97 64.65 66.31
LSTM+Attn 65.49 78.89 85.58 87.58 79.59 79.42 62.87 74.35 68.61
CNN 69.31 81.98 85.76 91.41 81.38 81.97 71.25 73.05 72.15
Fine tuning 68.74 80.25 86.96 89.41 81.75 81.42 71.00 74.46 72.73
Prompt 71.05 82.51 89.06 91.47 82.17 83.25 71.43 76.45 73.94
Prompt+ERNIE 70.24 83.27 88.08 91.76 80.84 82.84 69.57 73.96 71.77
Prompt+DKPLM 73.94 84.77 88.76 91.69 81.82 84.20 72.14 76.62 74.38
MedKPL (Ours) 74.06 83.72 89.13 92.29 82.10 84.26 73.14 77.44 75.29
MedKPL+DKPLM (Ours) 75.01 85.05 90.11 92.40 83.96 85.31 72.71 78.61 75.66

Table 2: Standard binary classification accuracy on different departments. "+ERNIE" and "+DKPLM" means using
knowledge-enhanced PLMs to replace BERT. The results for each department are acquired by averaging the results
for disease number k = 2, 4, 6.

PPE Adult EMR
Resp. Gast. Psy. Neuro. Gyn. Overall Tumor. Cv. Overall

Prompt 88.44 87.77 97.28 92.31 93.56 91.87 86.67 91.13 88.90
Prompt+ERNIE 85.11 81.78 95.22 88.75 91.92 88.56 84.33 90.54 87.44
Prompt+DKPLM 89.92 89.17 92.14 95.58 97.31 92.82 89.17 95.10 92.14
MedKPL (Ours) 94.89 96.06 98.69 96.08 99.19 96.98 96.33 96.45 96.39
MedKPL+DKPLM (Ours) 95.75 97.36 98.69 96.75 99.31 97.57 94.33 97.78 96.06

all the diseases, the basic truncation length is
50 per disease. In the binary classification
task, we select 500 samples from each of the k
diseases (k = 2, 4, 6) from a department and
select k ∗ 500 samples from the normal control
data for binary classification task. The knowl-
edge prompt used for normal control data is
randomly selected from all extracted medical
knowledge in binary classification tasks.

Standard Settings. For traditional NLP
methods, we select LSTM (Liu et al., 2016),
CNN (Chen, 2015) and LSTM (Chen et al.,
2020) and LSTM with attention (Chen et al.,
2020) for comparison.The word embedding for
LSTM and CNN models is the 300-dimension
skip-gram word embedding (Mikolov et al.,
2013) pre-trained on Sogou News corpus (Li
et al., 2018), and the word embedding for mod-
els applying PLM is BERT-base-chinese (De-
vlin et al., 2018) if not otherwise stated. For
fine tuning, we take the classification token
[CLS] and feed it into a fully connected layer
for classification, as shown in Figure 2 (b). For

prompt learning (Brown et al., 2020), we calcu-
late the probability distribution of the [MASK]
token and further predict the classification re-
sult, as shown in Figure 2 (c). In addition, we
also try different knowledge-integrated PLMs
for comparisons, such as ERNIE (Zhang et al.,
2019) and medical version of DKPLM (Zhang
et al., 2022). These models above are used
as the baseline in our experiments. We use
BERT and DKPLM as PLMs to conduct exper-
iments on our method, the use of DKPLM on
our method can be regarded as using medical
knowledge in both the pre-training phase and
the prompt learning phase.

Low-Resource Settings. In our experi-
ments, we design a couple of different low-
resource scenarios on binary classification
tasks. The first is model transferring among
departments. We compare the effect of 16-shot
transfer learning among the five departments of
the PPE dataset, comparing the results of fine
tuning, prompt learning, and our method. In
addition, we conduct 0-, 2-, 4-, 8-, and 16-shot
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transfer learning experiments to compare the
effectiveness of our method with other meth-
ods on few-shot learning tasks.

In all of our experiments, we use Adam
(Kingma and Ba, 2014) as the optimizer with
a learning rate of 1e − 7. The training epoch
is 20, the batch size is 32, and the dropout rate
is 0.5. Due to the average length of knowledge
prompt is 48, we set the truncation lengths of
a disease’s knowledge prompt as 50, and we
set the truncation length of the input clinical
notes with prompt template as 128. We use the
cross entropy loss as the loss function.

All experiments are conducted on a single
NVIDIA Tesla V100. The evaluation metric is
accuracy, which is widely used in text classifi-
cation tasks (Lee and Dernoncourt, 2016).

4.3 Results

4.3.1 Standard Results
We first evaluate the performance on multi-
classification tasks under standard text classifi-
cation task settings. The results are shown
in Table 1, where we compared to a range
of baselines. The result shows that all Med-
KPL methods, consistently outperform tradi-
tional NLP methods, fine tuning and prompt
learning baselines, indicating the effectiveness
of our methods. Moreover, as a pre-trained
PLM using medical knowledge, prompt learn-
ing method using DKPLM outperforms the
standard prompt learning method by 0.95 per-
cent in multi-classification performance on
PPE dataset, showing the effectiveness of
knowledge-enhanced PLMs. However, the
knowledge-enhanced PLM ERNIE, which is
trained on generic knowledge, is 0.41 per-
cent weaker than the standard prompt learning
method. This demonstrates that the incorpora-
tion of medical knowledge in the pre-training
phase does benefit the medical downstream
tasks. In addition, replacing BERT in our
model with DKPLM can further yield better
results.

We also conduct experiments on binary clas-
sification tasks and the results are shown in
Table 2, where MedKPL outperforms other
methods in a larger gap compared with multi-
classification tasks. We conjecture this is be-
cause in the binary classification tasks, the

Table 3: The effect of different methods on transferring
between departments, this table selects the results of
transfer from Respiratory department (Resp.) to other
4 departments. We choose the sample size shots = 16
and the number of diseases k = 6 as the parameters in
the transfer learning experiment.

Resp.→ Gast. Psy. Neuro. Gyn.

Fine tuning 74.92 53.08 54.75 46.92
Prompt tuning 74.83 73.08 68.58 66.50
MedKPL 85.83(+11) 86.83(+13.75) 84.42(+15.84) 80.83(+14.33)

Table 4: The effect of transferring MedKPL from Res-
piratory department (Resp.) to Gastroenterology depart-
ment (Gast.) with different sample sizes was tested with
shots = 0, 2, 4, 8, 16 and number of diseases k = 6.

Resp.→ Gast.

shots Fine tuning Prompt learning MedKPL

0 53.97 72.75 84.92
2 60.85 86.24 89.98
4 68.25 87.57 90.48
8 71.43 89.98 90.48

16 71.16 89.42 91.53

knowledge prompt only contains knowledge of
the selected disease, so the model can learn the
relationship between the knowledge prompt
and clinical notes in a more targeted way.

For the analysis of each department of clas-
sification task on the PPE dataset, we observe
that the model’s performance in the psychi-
atry (Psy.) department and the gynecology
(Gyn.) department are highest both on multi-
classification and binary classification tasks.
By looking at the clinical notes in these two
departments, we conjecture that the model’s
good performance is due to the low noise con-
tained in the texts of these two departments.

4.3.2 Low-Resource Results
We conduct experiments on transfer learning
across departments in PPE dataset and select
the results of transferring from the Respiratory
department (Resp.) to other departments in
Table 3. The results in Table 3 show that the
transferability of our method among depart-
ments outperforms the fine tuning and prompt
learning methods by a large margin.

According to the results, there is also an in-
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Table 5: The impact of different knowledge sources on
the effect of MedKPL model, where the Structured is
obtained from the Knowledge Graph, the Unstructured
is obtained from online resources such as Wikipedia, the
Plain Text uses the phrase The disease requires timely
medical attention. as the text that does not contain
medical knowledge, and the Random refers to randomly
selected knowledge for augmentation. The results for
each department are acquired by averaging the multi-
classification results for disease number k = 2, 4, 6.

Resp. Gast. Psy. Neuro. Gyn. Overall

Structured 85.17 84.30 94.03 92.24 95.12 90.17
Unstructured 85.13 84.90 90.59 84.93 94.17 87.94
Plain Text 72.21 71.64 86.42 92.62 84.03 81.39
Random 54.31 61.37 83.36 81.12 69.17 69.87

teresting phenomenon that departments with
lower text similarity have a higher improve-
ment on classification accuracy, we conjecture
that this is because our knowledge incorpora-
tion approach allows our model to discover
the association between knowledge prompt
and clinical notes in a more direct way. Also,
by calculating the variance for all the results,
we get the variance of 104.17 for fine tuning
method and 83.55 for prompt learning method,
while the variance of our method is 56.15,
which is much lower than that of fine tuning
and prompt learning. Therefore we speculate
that our method can achieve higher classifica-
tion results while having good robustness at
the same time.

Besides transferring to other departments,
We have also tested our method under differ-
ent transfer shots to further demonstrate our
model’s few-shot learning capability. The re-
sults of transferring from Respiratory depart-
ment (Resp.) to Gastroenterology department
(Gast.) with different shots are shown in Table
4. It can be observed that under the zero-shot
scenario, our method is far superior to the fine
tuning and prompt learning methods. As the
sample size rises, all methods witnesses an in-
crease in transfer effect, but our method is still
the best among the three methods.

Overall, our MedKPL model is more capa-
ble of transferring among departments and can
also be better adapted to few or zero-shot sce-
narios.

4.3.3 Comparison among Knowledge Sources
To demonstrate that our model can uniform
heterogeneous knowledge as input, we test dif-
ferent knowledge sources and their correspond-
ing classification effects, results are shown in
Table 5.

We begin by contrasting the structured
knowledge prompt, derived from the knowl-
edge graph, with the unstructured knowledge
prompt, sourced from online search. Our find-
ings demonstrate that the structured knowledge
prompt outperforms its unstructured counter-
part in terms of classification accuracy. This
suggests that there exists a trade-off between
the quality and accessibility of knowledge.
While the structured knowledge prompt is
more refined and contains less noise and irrel-
evant information, it is also more challenging
to access. Conversely, unstructured free-text
knowledge prompts offer almost limitless ac-
cessibility. For cases involving plain text, we
employ the sentence The disease necessitates
expedient medical attention. as the knowl-
edge prompt. However, we observed that this
non-medical knowledge prompt yielded signif-
icantly lower classification performance than
the previous two methods. Furthermore, we
conducted an experiment to disrupt the knowl-
edge prompt by augmenting clinical notes
with a random, irrelevant piece of knowledge
prompt. Our results indicate that this method
is the least effective among the four knowledge
sources, with some outcomes even lower than
the fine-tuning method. These findings rein-
force the notion that knowledge prompts can
contribute to improved classification outcomes
in our approach.

In general, our approach can handle hetero-
geneous medical knowledge in a uniform way.
The structured knowledge pormpt works most
effectively, but is relatively difficult to obtain,
while the unstructured knowledge can be ac-
cessed more easily, but at the expense of some
performance.

4.3.4 Ablation Study
To explore how much the knowledge prompt
contributes to our model, we conduct some
ablation experiments of the impact of two main
components: length of knowledge and soft
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Table 6: Ablation study on a) knowledge length and b)
soft attention. We test the knowledge truncation length
from 0 to full length and test methods with or without
soft attention mechanism, experimental parameters are
kept consistent and the number of diseases k = 6.

(a)

Knowledge length Acc.

full-length 95.67
40 95.33
30 94.33
20 95.33
10 94.50
0 93.33

(b)

Attention Acc.

w/o Attention 93.67
w/ Clinical notes 94.17
w/ Knowledge 93.83
w/ Soft Attention 95.67

attention mechanism. Results are shown in
Table 6.

It is noteworthy that the average length of
medical knowledge in the Respiratory depart-
ment is 36. The experimental results presented
in Table 6a reveal that the model performs op-
timally when the medical knowledge is not
truncated. We hypothesize that this is because
larger truncation lengths promote the seamless
integration of medical knowledge. Addition-
ally, we evaluated the knowledge-enhanced
classification module depicted in Figure 2(a)
by comparing the soft attention mechanism
with only clinical notes embeddings or knowl-
edge prompt embeddings. The results in Table
6b demonstrate that the soft attention mecha-
nism is instrumental in directing the model’s
focus towards the knowledge-laden attributes
of the clinical notes, thereby leading to supe-
rior classification outcomes.

5 Conclusion

In this paper, we propose a MedKPL model
and achieve state-of-the-art classification re-
sults on two medical EHR datasets. With the
advantage of knowledge extraction and uni-
form process, our model can eliminate the dif-
ference among different sources and organize
all knowledge into one representation style.
The knowledge incorporation and soft atten-
tion mechanism between knowledge prompt
and clinical notes enable the model to be more
robust and achieve appreciable improvement
on medical text classification tasks. The in-
troduction of knowledge and prompt learning
method exploits better few-shot and zero-shot
transferability among departments.
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Abstract

Natural language tasks like Named Entity
Recognition (NER) in the clinical domain on
non-English texts can be very time-consuming
and expensive due to the lack of annotated data.
Cross-lingual transfer (CLT) is a way to cir-
cumvent this issue thanks to the ability of mul-
tilingual large language models to be fine-tuned
on a specific task in one language and to pro-
vide high accuracy for the same task in another
language. However, other methods leveraging
translation models can be used to perform NER
without annotated data in the target language,
by either translating the training set or test set.
This paper compares cross-lingual transfer with
these two alternative methods, to perform clin-
ical NER in French and in German without
any training data in those languages. To this
end, we release MedNERF a medical NER
test set extracted from French drug prescrip-
tions and annotated with the same guidelines as
an English dataset. Through extensive experi-
ments on this dataset and on a German medical
dataset (Frei and Kramer, 2021), we show that
translation-based methods can achieve similar
performance to CLT but require more care in
their design. And while they can take advan-
tage of monolingual clinical language models,
those do not guarantee better results than large
general-purpose multilingual models, whether
with cross-lingual transfer or translation.

1 Introduction

In recent years, pre-trained language models based
on the Transformer architecture (Vaswani et al.,
2017) have demonstrated high performance on
many natural language tasks such as Named Entity
Recognition (NER), Natural Language Inference
or Question-Answering (Devlin et al., 2018; Liu
et al., 2019). These models, which are generally
pre-trained on general domain data, can be fine-
tuned on downstream tasks to achieve state-of-the-
art results. Such models can also be adapted to a

∗Equal contribution.

specific domain such as the legal (Chalkidis et al.,
2020) or the biomedical fields (Gu et al., 2021) and
can then outperform the general-domain models on
domain-specific tasks.

Extracting medical entities from unstructured
texts has become an essential tool to structure med-
ical reports, and pre-trained language models have
been naturally used to perform this task (Khan et al.,
2020; Yang et al., 2020). These models use train-
ing data for fine-tuning that come from biomedical
NER datasets like NCBI-disease (Islamaj Doğan
and Lu, 2012) or n2c2 (Henry et al., 2019). How-
ever most of these datasets are only available in
English and consequently the majority of such med-
ical NER algorithms are developed for the English
language, while medical reports or drug prescrip-
tions are rather written in the country’s language.

In the clinical domain, non-English datasets to
fine-tune a model are even rarer than in the gen-
eral domain. Even large domain-specific unlabeled
corpora are mostly found in English. For exam-
ple, the biomedical scientific literature is mostly
written and available in English. Moreover, gather-
ing medical texts and annotating them using expert
knowledge is very expensive for low-resource lan-
guages and more generally for any non-English
language. This restricts the development of medi-
cal NER models for non-English languages.

Fortunately, Cross-lingual Transfer (CLT) can
work around the absence of training data in the
target language, by making use of language mod-
els pre-trained on multilingual data. CLT consists
in applying on a specific task a multilingual large
language model (MLLM) fine-tuned in another lan-
guage for the same task. For example, models like
mBERT (Devlin et al., 2019) and XLM-R (Con-
neau et al., 2020) can be fine-tuned on a general-
domain NER task in English and provide competi-
tive results when evaluated in other languages on
this task (Pires et al., 2019; Wu and Dredze, 2019).

Before MLLMs, cross-lingual adaptation
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was generally tackled using translation meth-
ods (Yarowsky and Ngai, 2001). The lack of
annotated data can be overcome by translating an
English training set into the target language and
by projecting the annotations with an alignment
algorithm. Another approach consists in translating
a test set into English to apply an English NER
on it and in projecting the predicted labels in the
original language.

Recently, translation models based on the Trans-
former architectures (Ott et al., 2019; Kocmi et al.,
2022) have demonstrated huge improvements over
other machine translation algorithms. Such mod-
els can therefore be leveraged to perform cross-
lingual learning. However, comparing CLT with
translation-based methods has attracted little at-
tention and only comparisons in the general do-
main (Yarmohammadi et al., 2021) has been done.

Our proposed contribution is three-fold: (1)
we perform extensive experiments with CLT and
translation-based methods on a medical NER task
in French and in German without any training data
in those languages, (2) we release MedNERF, a
French clinical NER dataset based on drug pre-
scriptions, which serves as a test set for our experi-
ments in French, (3) we demonstrate that CLT and
translation provide comparable results for clinical
NER, that the choice of the technique depends on
the model’s size and that using domain-specific
models does not necessarily improve the results
over using multilingual models.

2 Related Work

Multilingual large language models (MLLMs).
MLLMs are the logical multilingual extension of
Large Language Models, trained on multilingual
corpora. There exist several versions of MLLMs
among which the most popular are mBERT (Devlin
et al., 2018), which is BERT multilingual version
pre-trained on Wikipedia in a hundred different
languages instead on only English Wikipedia (and
BookCorpus), and XLM-R (Conneau et al., 2020)
which is a multilingual Transformer encoder using
the same pre-training principles as RoBERTa (Liu
et al., 2019), trained in 100 languages on a larger
and more diverse corpus than Wikipedia.

XLM-R, mBERT and its distilled version dis-
tilmBERT (Sanh et al., 2019) are not trained on
any parallel data and show nevertheless strong CLT
abilities, for example on NER tasks, even between
languages which use different sets of characters

(Pires et al., 2019; Wu and Dredze, 2019).

Translation-based cross-lingual learning.
Cross-lingual learning can also be achieved by
using a translation model for either training an
algorithm on translated data or using a NER
model on translated texts at inference. These
techniques (Yarowsky and Ngai, 2001; Yarowsky
et al., 2001) make use of translation models and
alignment algorithms and have been compared with
CLT on general domain tasks by Yarmohammadi
et al. (2021) who have shown that using translated
and aligned training data improved over zero-shot
learning for tasks and languages with weak CLT
performances. However this comparison has
not been done for domain-specific tasks that
often require specific language models like in the
medical field. These techniques seem nevertheless
to provide good results since they have been
leveraged to propose the GERNERMED (Frei and
Kramer, 2021) and GERNERMED++ (Frei et al.,
2022) models which are medical German NER
trained on a German automatic translation of the
English dataset n2c2 (Henry et al., 2019).

Performing cross-lingual adaptation in a domain-
specific setting raises other questions: such as
whether domain-specific language models could
be leveraged in translation-based methods, or if
translation and alignment models fine-tuned on in-
domain data can benefit those methods. To the best
of our knowledge, those questions have not been
addressed in the literature.

Neural machine translation models. Current
state-of-the-art machine translation algorithms are
based on the Transformer architecture (Kocmi et al.,
2022) and can be either encoder-decoder mod-
els (Tiedemann and Thottingal, 2020; Ng et al.,
2020) or decoder-only models (Gao et al., 2022).
The quality of the translation can be assessed by
different metrics such as the traditional BLEU
score (Papineni et al., 2002), which is a statisti-
cal algorithm based on matching n-grams between
a proposed translation and a reference one. It has
been used for years but new scoring algorithms
such as COMET (Rei et al., 2020) which leverage
large multilingual models seem to provide more
accurate evaluations.

Word alignment algorithms. Word alignment
algorithms are designed to provide a mapping be-
tween the words of a sentence and those of its
translation. They originally relied on statistical fea-
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tures like the fast_align algorithm (Dyer et al.,
2013) and have been outperformed by models us-
ing contextualized embeddings (Jalili Sabet et al.,
2020; Dou and Neubig, 2021).

Evaluation corpora for CLT. The CLT abili-
ties of MLLMs can be assessed on several tasks in
many languages thanks to multilingual benchmarks
like XTREME (Hu et al., 2020) which cannot be
used to evaluate medical NER models since they
contain only general-domain tasks. Despite the
existence of non-English medical NER datasets
like QUAERO in French (Névéol et al., 2014) or
GGPONC in German (Borchert et al., 2022), CLT
cannot be evaluated on these datasets as there is
no English counterpart annotated with the same
guidelines, which is a pre-requisite for CLT eval-
uation. In order to tackle this issue, Frei et al.
(2022) have introduced a small test dataset of 30
German medical sentences from Electronic Health
Records (EHR) annotated in the same way as the
n2c2 dataset and have used it to assess the perfor-
mances of their GERNERMED++ model. Follow-
ing their path we propose to release a medical NER
dataset in French based on drug prescriptions.

3 Method and models

We now describe the different methods we com-
pare to perform NER without any annotations in
the target language: cross-lingual transfer and two
translation-based methods, where either the train
set or the test set is translated. All of them only
use the English annotations from the n2c2 dataset
(Track 2, Adverse Drug Events and Medication Ex-
traction) (Henry et al., 2019), which is an English
dataset of medical entities extracted from EHR.

3.1 Cross-lingual transfer (CLT)
The most intuitive way to perform NER without
annotations in the target language is CLT which has
shown impressive cross-lingual performances (Wu
and Dredze, 2019). In our setting, we fine-tuned a
multilingual large language model to perform NER
on the English n2c2 dataset and evaluate on French
and German test sets. In our experiments, XLM-R
Base is preferred over mBERT as it has the same
number of layers but outperforms it on multilingual
benchmarks. XLM-R Large is also used to evalu-
ate the impact of model size and distilmBERT, a
smaller MLLM obtained by distillation of mBERT,
is used to give insights about what is possible with
less resources.

With CLT, these models will only see English
NER labels during training and will be evaluated
on a German and a French NER test set.

3.2 translate-train

The translate-train approach consists in
constructing a translated version of the n2c2 dataset
and in training a NER algorithm in French or Ger-
man on the translated dataset.

The creation of the synthetic translated dataset is
done in two steps. First the whole dataset is trans-
lated to the target language using a machine trans-
lation algorithm (Tiedemann and Thottingal, 2020;
Ng et al., 2020). Then the labels must be aligned,
which means identifying in the translated sentences
the spans of text corresponding to the original En-
glish annotations. This task is tackled using either a
statistical model fast_align (Dyer et al., 2013)
or the neural algorithm awesome-align (Dou
and Neubig, 2021). These alignment tools are ap-
plied to the original English sentence and its trans-
lation. They provide a mapping between the words
of both sentences which is used to transfer the En-
glish annotations to the translated sentences. There
are cases, namely in German, where the order of
the words in a sentence differ from English, when
an English annotation corresponds to several dis-
joint groups of words in the target language. For
example, the sentence "She received an additional
three units PRBC overnight"1 is translated to "Sie
erhielt über Nacht drei weitere PRBC-Einheiten"
and the entity "three units" which is translated by
"drei Einheiten" is split into two disjoint words. In
those cases, all parts of the split entities have been
labeled as the original entity.

This method is similar to the one proposed
by Frei et al. (2022) and we improve over it by
fine-tuning the translation and alignment models
on a corpus of parallel medical texts. The influ-
ence of using fine-tuned models for translation and
alignment is studied in Section 6.2.

3.3 translate-test

The translate-test method consists in trans-
lating the data into English at inference time and
in applying an English NER model on it. The la-
bels obtained with the NER models can be used
to recover the entities in the original text with
an alignment algorithm. The major drawback
of this method is that it requires to translate the

1PRBC stands for "Packed Red Blood Cells".
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text at inference time while the translation in the
translate-train method occurs only once
during training.

4 Evaluation data

While the model is trained on the English dataset
n2c2 or a translation of it, it must be evaluated on
French and German data, annotated similarly to
n2c2 to assess its cross-lingual adaptation abilities.

4.1 The MedNERF dataset

We release MedNERF2, a Medical NER dataset
in the French language. It has been built using a
sample of French medical prescriptions annotated
with the same guidelines as the n2c2 dataset.

Sentences containing dosage instructions were
obtained from a private set of scanned typewrit-
ten drug prescriptions. After anonymization of the
drug prescriptions we used a state-of-the-art Opti-
cal Character Recognition (OCR) software3. We
then discarded low quality sentences from the out-
put of the OCR and we manually identified the
sentences containing dosage instructions. For the
purpose of this paper only 100 sentences have been
randomly sampled and made public through the
MedNERF dataset, which is intended to be a test
and not a training dataset.

The annotations of the medical sentences use
the n2c2 labels DRUG, STRENGTH, FREQUENCY,
DURATION, DOSAGE and FORM. We did not use
the ADE (Adverse Drug Event) label since it is very
rare that such entities are present in drug prescrip-
tions. We also discarded the ROUTE and REASON
labels as in (Frei et al., 2022) because of either
their ambiguous definition or the lack of diversity
of the matching samples. A total of 406 entities
were annotated in 100 sentences (cf. Table 1)4.

NER Tag Count
DRUG 67

STRENGTH 51
FREQUENCY 76
DURATION 43
DOSAGE 76
FORM 93
Total 406

Table 1: Distribution of labels in MedNERF.

2The dataset is available at https://huggingface.
co/datasets/Posos/MedNERF.

3https://cloud.google.com/vision
4Randomly sampled examples in Appendix G.

4.2 The GERNERMED test dataset

The evaluation of the different cross-lingual adapta-
tion techniques in German is done using the GERN-
ERMED test set released by Frei et al. (2022),
which consists of 30 sentences from physicians
annotated with the same guidelines as n2c2. Ta-
ble 2 provides statistics about the different datasets
used in this paper.

dataset lang. sent. entities
n2c2 en 16,656 65,495

GERNERMED-test de 30 119
MedNERF fr 100 406

Table 2: Statistics about the datasets.

5 Pre-selecting translation and alignment

The translation-based methods require a translation
and an alignment models. We present in this sec-
tion how we fine-tuned translation and alignment
algorithms and how we chose which algorithms to
use in our experiments. The choice of these algo-
rithms can be seen as an hyper-parameter and for
fair comparison with CLT, the selection should not
be based on downstream cross-lingual abilities as
this would mean cross-lingual supervision.

5.1 Translation models

We perform the automated translation of the n2c2
dataset from English to French and German with
the following transformer-based machine transla-
tion algorithms: Opus-MT (Tiedemann and Thot-
tingal, 2020) and FAIR (Ng et al., 2020) which we
fine-tuned on a corpus of bilingual medical texts
proposed in the BioWMT19 challenge 5 (Bawden
et al., 2019). We used the UFAL dataset, which is
a collection of medical and general domain parallel
corpora in 8 languages paired with English, and
Medline which is a dataset containing the titles and
abstracts of scientific publications from Pubmed in
English and a foreign language.

Since the UFAL dataset is orders of magnitude
larger than Medline, we downsampled it to have
equal proportions of sentences coming from Med-
line, from the medical part of UFAL and from
UFAL general data. This resulted in approximately
90k sentences for the German translation models
and 164k sentences for translation into French.

5The links of the datasets of the BioWMT19 challenge
are available on its page https://www.statmt.org/
wmt19/biomedical-translation-task.html
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We fine-tuned the Opus-MT model (Tiedemann
and Thottingal, 2020) for translation to French and
German and the FAIR model (Ng et al., 2020) only
for translation to German as no version of it is
available in French.

The quality of the different translation mod-
els is measured on the Medline test set of the
BioWMT 19 challenge and on the Khresmoi
dataset (Dušek et al., 2017). Results are presented
in Tables 3 and 4.

model
BioWMT19 Khresmoi

BLEU COMET BLEU COMET
FAIR 32.8 0.628 33.7 0.667
+ ft 34.2 0.734 32.4 0.666

Opus 32.2 0.651 32.4 0.608
+ ft 32.5 0.700 30.5 0.619

Table 3: Evaluation of the translation models from En-
glish to German. Best model in bold and second under-
lined. ft for finetuned.

model
BioWMT19 Khresmoi

BLEU COMET BLEU COMET
Opus 35.9 0.672 48.0 0.791
+ ft 36.7 0.786 46.5 0.791

Table 4: Evaluation of the translation models from En-
glish to French.

The analysis of these results lead us to choose
the FAIR fine-tuned model as the best translation
model for English to German translation and the
Opus-MT fine-tuned model as the best translation
model for English to French translation.

The same pre-selection evaluation was per-
formed for the translate-test approach,
with translation models from German and French to
English. The models were fine-tuned on the same
parallel dataset and similar results led to the same
choice of best translation models (cf. Appendix A).

5.2 Alignment models

fast_align and awesome-align are two
popular choices for word alignment (Yarmoham-
madi et al., 2021). Since awesome-align can
be fine-tuned on parallel data we use the data used
for translation to fine-tune the alignment model.

Choosing the right alignment models for the task
can be tricky. While parallel corpora for fine-tuning
awesome-align might be available in several
languages and domains, annotated word alignment

on parallel data is more scarce. In our case, anno-
tated word alignment test data is not available in
the clinical domain. The best alignment models
can thus only be selected based on performance
on a general-domain dataset. awesome-align
pre-trained on general-domain data is preferred
in French, and the same model with further fine-
tuning on biomedical data is selected for German.

model fr de
FastAlign 10.5 27.0

AWESOME from scratch 5.6 17.4
+ ft on clinical 4.7 15.4

AWESOME pre-trained 4.1 15.2
+ ft on clinical 4.8 15.0

Table 5: Average Error Rate (AER) for various aligners.

Table 6 summarizes the choices of the best trans-
lation and alignment methods.

lang translation alignment
fr Opus ft AWESOME
de FAIR ft AWESOME pt+ft

Table 6: Pre-selected translation and alignment models.

6 Results

Having selected the best translation and align-
ment model for each language based on in-
trinsic evaluation, translate-train and
translate-test approaches can be compared
to Cross-lingual Transfer (CLT). The impact of the
translation and alignment models can also be ana-
lyzed, as well as using the translation fine-tuning
data to improve directly the models used in CLT.
Since translate-train can leverage mono-
lingual domain-specific model, we evaluate the out-
come of such a strategy. Five different random
seeds were used for each model and results pre-
sented in this section show the average performance
along with the standard deviation (more implemen-
tation details in Appendix B).

6.1 Comparison of the different methods
For a fair comparison between the three methods
detailed in Section 3, we use the pre-selected trans-
lation and alignment models of Table 6 for the
translate-train and translate-test
methods. We report the F1-scores of the differ-
ent methods in Table 7. The translation and align-
ment models providing the best test scores are also
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method fr de
distilmBERT

CLT 65.9±3.3 64.6±2.4

translate-train select. 66.5±1.9 68.3±1.3

translate-test select. 69.2±1.4 68.3±1.8

translate-train best 69.2±1.2 69.2±1.2

translate-test best 69.7±1.5 68.3±1.8

XLM-R Base
CLT 79.1±0.8 72.2±0.7

translate-train select. 74.6±0.9 73.7±0.9

translate-test select. 74.2±1.6 72.7±0.8

translate-train best 78.6±0.5 74.8±1.0

translate-test best 74.4±1.3 72.7±0.8

XLM-R Large
CLT 77.9±1.7 78.5±0.4

translate-train select. 76.5±0.7 77.4±1.3

translate-test select. 75.3±0.9 76.1±2.8

translate-train best 78.0±0.5 79.4±1.3

translate-test best 75.3±0.9 76.1±2.8

Table 7: Comparing the three methods with pre-selected
translation and alignment models (select.). Best per-
forming pairs are provided for comparison and are un-
derlined when better than CLT.

provided for comparison, revealing what can be
missed with the pre-selection.

CLT with a sufficiently large MLLM provides
the best results. When compared with translation-
based methods with pre-selected translation and
alignment models, CLT with XLM-R models gives
higher scores, except for XLM-R Base in German.

On the other hand, it seems that using an En-
glish NER on a translated version of the test set
provides the best results with a small model like
distilmBERT. DistilmBERT might be better as a
monolingual model than a multilingual one. In
the same vein, XLM-R Base struggles in German,
while its large version does not. Small language
models underperform in CLT and their generaliza-
tion ability is not sufficient compared to translation-
based methods. A first take-away is consequently
that translation-based methods should be favored
with small language models.

The translate-testmethod is consistently
outperformed by translate-train for large
models. Even using a specific biomedical model
like (Gu et al., 2021) for translate-test does
not improve the results (results in Appendix F). In-
deed translation and alignment errors only harm the
training set of translate-train, which does

not prevent a large model from generalizing de-
spite some errors in the training data, while errors
of translation or alignment in translate-test
are directly reflected in the test score. In the rest
of this analysis we will consequently compare CLT
only with translate-train.

Providing a large-enough MLLM, CLT out-
performs pre-selected translate-train and
translate-test. However, choosing the
translation and the alignment model beforehand
does not lead to the best results. To the exception of
XLM-R Base in French, there always exists a pair
of translation and alignment models that leads to a
better score for the translate-train method
over CLT. This agrees with Yarmohammadi et al.
(2021) and encourages practitioners to explore dif-
ferent methods to perform cross-lingual adaptation.

6.2 Influence of the translation model

The choice of the translation and alignment models
can have an important impact on the final NER
performances as shown on Table 7. This section
studies their impact in details. A German NER
model was trained using the Opus model instead of
the FAIR model for translating the training set into
German. Using a worse model (see Table 3) for
translation leads to lower NER scores as shown in
Table 8: the NER model based on the FAIR transla-
tion beats by more than 2 points the one using the
Opus translation, whatever aligner is used.

While choosing between different base transla-
tion models (like Opus or FAIR) based on their
translation scores on in-domain data seems to pro-
vide the best results, deciding between the fine-
tuned version of a translation model and the base
one by comparing the BLEU or COMET scores on
biomedical data does not guarantee the best down-
stream F1 score as Table 9 shows. The translation
model was fine-tuned on biomedical data, which
improved intrinsic results on the BioWMT19 trans-
lation dataset. But this dataset belongs to a specific
biomedical sub-domain (PubMed abstracts), and
fine-tuning might not improve translation for the
clinical sub-domain of the NER dataset.

The takeaway is that, while a small gain in trans-
lation accuracy (obtained with further fine-tuning)
might not necessarily improve the result of the
translate-train approach, a completely dif-
ferent model (like FAIR with respect to Opus) has
more chance to improve cross-lingual adaptation.
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aligner Opus f1 FAIR f1
FastAlign 70.9±1.8 72.8±1.6

AWESOME 72.2±1.7 73.1±1.3

AWESOME ft 71.1±1.2 74.1±1.1

AWESOME pt+ft 71.2±1.1 74.1±1.3

Table 8: translate-train in German with XLM-
R Base using either fine-tuned or base Opus model.

aligner base fine-tuned
FastAlign 78.2±0.8 78.6±0.5

AWESOME 76.4±2.0 74.2±0.9

AWESOME ft 74.6±1.6 74.5±1.6

AWESOME pt+ft 75.8±1.7 76.3±1.0

Table 9: translate-train in French with XLM-R
Base using either fine-tuned or base Opus model.

6.3 Influence of the alignment model

While choosing a translation model based solely
on intrinsic performance should not harm down-
stream cross-lingual adaptation performances, the
choice of the alignment model seems more tricky.
Based on intrinsic performances like Error Rate on
annotated alignment (Table 5), awesome-align
seems to be the right aligner for the task. However,
while it provides better downstream results than
fast_align in German (Table 8), it does not
hold for French (Table 9).

Table 10 shows that using different aligners leads
to different levels of accuracy according to the
types of entity we want to retrieve. While the
global F1 score suggests that fast_align is bet-
ter suited for the cross-lingual adaptation, looking
at the detailed results for each entity type shows
that the gap is mainly due to the FREQUENCY class
on which awesome-align performs poorly. But
this is not the case on other classes.
FREQUENCY entities are usually more verbose

than drugs or dosages. Table 11 shows that
fast_align make obvious errors like align-
ing "240 mg" to "in morning and night", but

aligner Freq. Strength Drug f1
FastAlign 72.0 89.7 83.2 78.6

AWESOME 50.2 92.5 82.2 74.2

Table 10: Comparison of fast_align and
awesome-align (pre-trained only) for three differ-
ent entity types (F1-score), for translate-train
with XLM-R Base on MedNERF with Opus fine-tuned.
(Full results in Appendix F).

original FastAlign AWESOME
in morning
and night

le matin et la nuit et 240
mg

le matin et la nuit

daily par jour jour
once a day une fois par jour fois par jour
at bedtime au moment du coucher au // coucher

Table 11: Examples of frequencies transformed with
translation and alignment. Bold indicates the right an-
notation and // indicates that the entity has been split.

awesome-align can miss the preposition when
aligning "daily" with "jour" instead of "par jour",
leading eventually to a consequent score drop.

The choice of the alignment model must thus
be made more carefully than the translation one.
Intrinsic performances of alignment models are
not sufficient information. Some additional post-
processing might be needed, as in Yarmoham-
madi et al. (2021), where awesome-align gives
better results, but entities that are split by the
aligner like "au moment du coucher" in Table 11
are merged by including all words in between.
This would work in that particular case, but could
cause problems in others, particularly for languages
where the word order is different.

6.4 Using parallel data to realign models

With the right translation and alignment model,
it seems that CLT can be outperformed by the
translate-train method. However the lat-
ter relies on additional resources: a translation and
an alignment models, trained on parallel data. This
parallel data could also be used to re-align the repre-
sentations of the multilingual models used in CLT.

To improve a multilingual language model with
parallel data, it is trained for a contrastive align-
ment objective following Wu and Dredze (2020).
Words aligned with awesome-align are trained
to have more similar representations than random
in-batch pairs of words (details in Appendix E).
After this realignment step, CLT can be applied.

Results in Table 12 show that while realignment
does not systematically provide improvement over
CLT as observed by Wu and Dredze (2020), it does
significantly boost results in some cases, allowing
to outperform the best translate-train base-
line in German for XLM-R Base and in French for
XLM-R Large. This, yet again, encourages prac-
titioners to explore different methods, including
realignment to perform cross-lingual adaptation.
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model fr de
distilmBERT 65.9±3.3 64.6±2.4

+ realign 66.4±1.4 67.9±1.5

translate-train best 69.2±1.2 69.2±1.2

XLM-R Base 79.1±0.8 72.2±0.7

+ realign 76.7±0.7 75.8±1.3

translate-train best 78.6±0.5 74.8±1.0

XLM-R Large 77.9±1.7 78.5±0.4

+ realign 78.8±1.6 78.3±1.6

translate-train best 78.0±0.5 79.4±1.3

Table 12: F1 scores for CLT from scratch and CLT with
realignment. Best F1-score in bold. Results underlined
show improvement of realignment over CLT.

6.5 Using domain-specific language models
We evaluate now the relevance of using language-
specific models like CamemBERT (Martin
et al., 2020) or GottBERT (Scheible et al.,
2020) on the translated version of the training
dataset or language and domain-specific mod-
els like DrBERT (Labrak et al., 2023) or med-
BERT.de (Bressem et al., 2023) which are BERT
models fine-tuned on medical corpora in respec-
tively French and German. We report in Table 13
and 14 the results of the translate-train
method for the best translation/alignment algo-
rithms pair and for the pre-selected one, compared
to using XLM-R Base.

model pre-selected best
CamemBERT Base 73.5±1.5 76.7±0.9

DrBERT 7GB 70.7±1.3 73.5±1.4

DrBERT Pubmed 76.1±1.3 78.8±1.4

XLM-R Base 74.6±1.9 78.6±0.5

Table 13: Comparison of domain and language specific
models for translate-train in French.

model pre-selected best
GottBERT 75.5±1.4 76.6±0.8

medBERT 72.7±0.5 75.0±1.6

XLM-R Base 73.7±0.9 74.8±1.0

Table 14: Comparison of domain and language specific
models for translate-train in German.

The translate-train approach allows to
rely on models that are specific to the language and
domain of the target evaluation. However, Table 13
and 14 show that their use does not always bring
significant improvement over XLM-R Base. The

performances of these models can be explained by
the quantity of training data used. XLM-R mod-
els are indeed trained on 2.5 TB data while Dr-
BERT and medBERT.de use less than 10GB data,
which can explain their low score. Besides, the
language-specific models CamemBERT and Got-
tBERT are trained with more data (138 GB and 145
GB) and achieve better performances, even beating
XLM-R in German. Finally, it must be noted that
the best translate-train model in French,
DrBERT Pubmed, is actually pre-trained on the
English PubMed dataset and then on French clini-
cal texts, which suggests that multilingual models
should be preferred, even with a translation-based
cross-lingual adaptation.

6.6 Computing times

To conclude the analysis of the different cross-
lingual adaptation methods studied in this paper we
finally compare their computing times. Table 15
gathers the training and inference times of the three
methods using the XLM-R base model and the
awesome-align alignment model in French.

method
training time inference time

(total) (per sample)
CLT 1.2h 0.04s

translate-train 2.7h 0.04s
translate-test 1.2h 0.32s

Table 15: Training and inference times for the different
methods, with the XLM-R Base model in French, on a
single GPU.

This comparison shows a longer training time for
the translate-train method, which is due to
the translation of the whole training set before the
training of the NER model. On a single GPU with
8GB of RAM this translation step is even longer
than the NER training. However, once training
is done the translate-train method has the
same inference time as the CLT method, while the
translate-test method now suffers from the
need of translation at inference time.

7 Conclusion

This paper shows that cross-lingual transfer with
general-domain MLLMs is efficient for a domain-
specific task like clinical NER, giving compara-
ble results with translating the training set. But
CLT has the advantage of working off-the-shelf,
while translation-based methods require choosing
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the translation and alignment models carefully. Se-
lecting these models based on intrinsic domain-
specific values, like fine-tuning scores on clinical
parallel data, or using a domain-specific language
model does not provide significantly better down-
stream results in the target language. The selection
of the alignment model was shown to be particu-
larly crucial, and results of translate-train
could probably be improved by post-processing the
alignment. CLT also has a margin of progression
as realigning the representations of MLLMs can
increase the results dramatically in some cases.

It is also worth noting that training on translated
data provide better results than translating at in-
ference time. The translate-test approach
should then be used only when large multilingual
models cannot be used. While training on trans-
lated data allows to leverage domain-specific mono-
lingual language models, those latter models can
give better results over multilingual models like
XLM-R only if pre-trained with sufficient data.

Pre-training a MLLM with only clinical data
is a good lead for further improvements in clini-
cal cross-lingual transfer. While the results show
that using a domain-specific monolingual model
in translate-train or translate-test
is not on par with general-purpose multilingual
models, they also show that the French clini-
cal model DrBERT provides the best results for
translate-train when it uses the English
biomedical model PubmedBERT as initialization.

We finally advocate for the release of more
non-English clinical datasets annotated with sim-
ilar guidelines as English (or other) ones. Even
a relatively small dataset like MedNERF or the
GERNERMED test set are crucial to evaluate cross-
lingual adaptation in the clinical domain.

Limitations

This paper is limited to the study of clinical NER
models using an encoder-only architecture. The
use of generative models with a zero-shot learning
approach (Hu et al., 2023) is another promising
approach for low-resource languages that could
be compared with CLT and translation-based ap-
proaches in a future work. However such methods
require a careful prompt selection strategy and can-
not be directly compared to supervised models.

This paper is also limited to cross-lingual trans-
fer to French and German. Ideally, this work could
have included experiments with other target lan-

guages and also other source languages than En-
glish, as Yarmohammadi et al. (2021) do in their
general-domain comparison of strategies for cross-
lingual transfer. However evaluation datasets are
lacking for that purpose in the clinical domain. Sim-
ilarly, more general conclusions about cross-lingual
adaptation methods in the clinical domains could be
drawn with further studies on various clinical NLP
tasks such as relation extraction or sentence classi-
fication. However, the lack of evaluation datasets
in the clinical domain prevented us from extending
the experiments to such other clinical NLP tasks.
Finally, the authors assume that the findings will be
task-specific and encourage practitioners to explore
all methods when facing a new NLP task.

The authors also want to point out that Med-
NERF is drawn from drug prescriptions while
the n2c2 and GERNERMED datasets use clinical
reports. This domain difference could have made
the cross-lingual generalization more challenging,
but in practice we found that the different models
used were not really affected by the possible
domain-shift, showing similar French and German
F1 scores. Moreover, when comparing randomly
sampled examples from all three datasets, we do
not find any critical differences (see Appendix G).
Sentences drawn from MedNERF are shorter and
less written, but they contain similar annotated
entities as the n2c2 sentences, and the n2c2 dataset
also contains some short examples that resemble
the MedNERF ones.
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A Pre-selection of the translation model
for translate-test

The translate-test method needs transla-
tion algorithms from German and French to En-
glish. Similarly to Section 5.1 we fine-tuned
the Opus-MT and FAIR algorithms on the same
medical datasets and obtained the COMET and
BLEU scores presented in Tables 16 and 17.
These scores are used to select the best transla-
tion model for the translate-test approach
and they lead to the same model choices as for the
translate-train method.

model
BioWMT19 Khresmoi

BLEU COMET BLEU COMET
FAIR 38.2 0.538 47.1 0.764
+ ft 38.5 0.675 46.8 0.764

Opus 35.3 0.587 43.6 0.723
+ ft 38.1 0.640 44.3 0.729

Table 16: Evaluation of the translation models from Ger-
man to English. Best model bold and second underlined.
ft for finetuned.

model
BioWMT19 Khresmoi

BLEU COMET BLEU COMET
Opus 33.9 0.721 48.3 0.798
+ ft 36.3 0.749 48.0 0.799

Table 17: Evaluation of the translation models from
French to English. Best model bold. ft for finetuned.

B Training and implementation details

All models were written in Pytorch using the Hug-
gingface librairies (Wolf et al., 2020) and were fine-
tuned using the AdamW optimizer (Loshchilov and
Hutter, 2019) and a learning rate of 6 · 10−6 with
linear decay. We used 4 epochs for the translation
models and 8 epochs for the NER models. The
NER models were trained on a single GPU (Nvidia
GeForce RTX 2070 with 8GB of RAM) for approx-
imately one hour.

C Alignment methods used

fast_align was applied asymmetrically, by
mapping words from source language (English) to
target language. Although it might increase align-
ment score, symmetrization was not used, because
it might remove important links during the labels
projection step.

awesome-align was used with softmax (in-
stead of the alternative α-entmax function) and
without the optional consistency optimization ob-
jective. For completeness we added the results
with the consistency optimization objective (w/ co
lines) in the tables of Appendix F and we observed
that they did not improve the NER scores. The
base model used is mBERT as in the original paper
(Dou and Neubig, 2021). The pre-trained version
of awesome-align used is the one provided by
the authors, fine-tuned on general-domain paral-
lel data. Throughout the paper, in tables, "AWE-
SOME" designates this latter pre-trained version.
"AWESOME ft" is awesome-align with the
raw mBERT model fine-tuned on the clinical par-
allel data only and "AWESOME pt+ft" is the pre-
trained model, fine-tuned again on the clinical par-
allel data.

D Transformer-base models used

We report in Table 18 the number of parameters
and the quantity of training data of the different
large language models used in this paper.

model
params emb. train

(M) (M) (GB)
Multilingual models

distilmBERT 135 92 42
XLM-R Base 278 192 2.5k
XLM-R Large 560 256 2.5k

Language-specific models
CamemBERT (fr) 111 25 138

GottBERT (de) 126 40 145
Clinical models

medBERT (de) 109 23 10
DrBERT 7GB (fr) 111 25 7.4

DrBERT PubMed (fr) 109 23 28

Table 18: Size of the different base models.

Although distilmBERT has more parameters
than CamemBERT, it must be noted that it has
also more words in its vocabulary, due to its mul-
tilingual nature. Hence most of its parameters are
embeddings weights that are not necessarily used
in our experiments as they might be embeddings of
words from other languages. So in our setting, dis-
tilmBERT can be considered a smaller model than
CamemBERT and GottBERT despite the higher
number of parameters.

301



E Realignment method

The reader might refer to Wu and Dredze (2020)
for the realignment method itself. The representa-
tions of the last layer of the pre-trained model to be
realigned were used in a contrastive loss where
pairs of words aligned with awesome-align
are encouraged to be more similar than the other
possible pairs of words in the batch. The strong
alignment objective was used, meaning that pair
of same-language words were also used as nega-
tive examples for the contrastive loss. The version
of awesome-align was the one pre-trained on
general-domain data, released by Dou and Neubig
(2021), with softmax and without the optional con-
sistency optimization objective, the same used by
the authors of the realignment method used.

The parallel data used for realignment was the
same as for fine-tuning the translation and align-
ment models (Section 5.1). The two datasets
(English-German and English-French) were used
together to realign a given model, which can then
be used either for generalization to French or Ger-
man. For each base model, five realigned models
were obtained for the five random seeds, each of
them used in the corresponding fine-tuning by seed.

The realignment was done for 20,000 steps of
batches of size 16, with Adam optimizer, a learning
rate of 2× 10−4, and with linear warm-up for 10%
of the total steps. This means that the whole dataset
was repeated approximately 1.25 times.

F Additional results

Detailed results are shown in the following tables:

• Summary of results for cross-lingual adapta-
tion, with pre-selected and best pairs of trans-
lation and alignment models: Table 19 for
French and 20 for German;

• CLT and translate-trainwith multilin-
gual models: Table 21 (fr) and 22 (de);

• translate-train with language- and
domain-specific models: Table 23 and 24;

• translate-test with multilingual lan-
guage models: Table 25 and 26;

• translate-test with PubmedBERT: Ta-
ble 27 and 28;

• Breakdown of the results class-by-class in
French for multilingual models: Table 29.

model pre-selected best
translate-train

distilmBERT 66.5±1.9 69.2±1.2

XLM-R Base 74.2±0.9 78.6±0.5

XLM-R Large 76.5±0.7 78.0±0.5

CamemBERT 73.5±1.5 76.7±0.9

DrBERT 70.7±1.3 73.5±1.4

DrBERT Pubmed 76.1±1.3 78.8±1.4

translate-test
distilmBERT 69.2±1.4 69.7±1.5

XLM-R Base 74.2±1.6 74.4±1.3

XLM-R Large 75.3±0.9 75.3±0.9

PubmedBERT 73.3±1.3 73.5±1.2

CTL∗

distilmBERT 65.9±3.3 65.9±3.3

+ realigned 66.4±1.4 66.4±1.4

XLM-R Base 79.1±0.8 79.1±0.8

+ realigned 76.7±0.7 76.7±0.7

XLM-R Large 77.9±1.7 77.9±1.7

+ realigned 78.8±1.6 78.8±1.6

Table 19: Summary of results for cross-lingual adapta-
tion to French.
∗results are reported twice as there is no pre-selection process

model pre-selected best
translate-train

distilmBERT 68.3±1.3 69.2±1.2

XLM-R Base 73.7±0.9 74.8±1.0

XLM-R Large 77.4±1.3 79.4±1.3

GottBERT 75.5±1.4 76.6±0.8

MedBERT.de 72.7±0.5 75.0±1.6

translate-test
distilmBERT 68.3±1.8 68.3±1.8

XLM-R Base 72.7±0.8 72.7±0.8

XLM-R Large 76.1±2.8 76.1±2.8

PubmedBERT 72.6±1.5 73.3±1.7

CTL∗

distilmBERT 64.6±2.4 64.6±2.4

+ realigned 67.9±1.5 67.9±1.5

XLM-R Base 72.2±0.7 72.2±0.7

+ realigned 75.8±1.3 75.8±1.3

XLM-R Large 78.5±0.4 78.5±0.4

+ realigned 78.3±1.6 78.3±1.6

Table 20: Summary of results for cross-lingual adapta-
tion to German.
∗results reported twice as there is no pre-selection process
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translation aligner precision recall micro-f1 macro-f1
distilmBERT

Opus FastAlign 67.8±2.1 68.7±1.5 68.3±1.6 70.7±1.4

Opus AWESOME w/o co 67.1±1.0 68.7±1.3 67.9±0.3 70.4±0.3

Opus AWESOME w/ co 68.2±1.6 70.1±1.1 69.2±1.2 71.7±1.1

Opus AWESOME ft w/o co 65.0±0.8 67.4±1.8 66.2±1.0 68.8±0.8

Opus AWESOME ft w/ co 65.2±1.2 68.4±1.8 66.8±1.3 69.4±1.1

Opus AWESOME pt+ft w/o co 66.5±1.3 69.1±1.2 67.8±1.0 70.2±0.9

Opus AWESOME pt+ft w/ co 66.6±1.2 70.2±1.8 68.3±1.1 70.8±1.1

Opus ft FastAlign 66.0±1.1 69.5±0.4 67.7±0.5 70.0±0.5

Opus ft AWESOME w/o co 65.2±1.9 67.8±1.9 66.5±1.9 69.1±1.7

Opus ft AWESOME w/ co 65.7±1.2 68.3±1.9 66.9±1.4 69.9±1.2

Opus ft AWESOME ft w/o co 64.6±0.8 67.4±1.0 65.9±0.4 68.6±0.5

Opus ft AWESOME ft w/ co 64.9±0.7 68.8±1.5 66.8±1.1 69.4±1.0

Opus ft AWESOME pt+ft w/o co 64.5±1.1 68.1±1.4 66.2±1.0 69.0±1.0

Opus ft AWESOME pt+ft w/ co 63.5±1.0 68.3±1.1 65.8±0.9 68.7±1.0

Cross-lingual Transfer 64.9±2.5 66.8±4.1 65.9±3.3 68.2±3.2

Cross-lingual Transfer with realignment 68.1±2.2 64.9±1.0 66.4±1.4 67.4±1.6

XLM-R Base
Opus FastAlign 77.4±0.9 79.1±0.7 78.2±0.8 79.8±0.6

Opus AWESOME w/o co 75.4±2.4 77.3±1.6 76.4±2.0 78.6±1.6

Opus AWESOME w/ co 76.0±1.0 77.6±1.6 76.8±1.2 78.8±1.2

Opus AWESOME ft w/o co 73.8±1.7 75.4±1.6 74.6±1.6 76.8±1.4

Opus AWESOME ft w/ co 75.0±0.8 76.9±0.6 76.0±0.5 78.2±0.6

Opus AWESOME pt+ft w/o co 74.8±1.5 76.8±2.0 75.8±1.7 78.0±1.7

Opus AWESOME pt+ft w/ co 75.1±1.3 76.8±1.6 76.0±1.4 78.2±1.2

Opus ft FastAlign 77.9±0.2 79.4±1.0 78.6±0.5 80.3±0.3

Opus ft AWESOME w/o co 72.9±1.4 75.6±0.8 74.2±0.9 76.7±0.7

Opus ft AWESOME w/ co 74.6±1.0 76.6±0.8 75.6±0.9 77.9±0.7

Opus ft AWESOME ft w/o co 73.4±1.7 75.6±1.6 74.5±1.6 77.0±1.4

Opus ft AWESOME ft w/ co 74.2±1.9 76.7±2.2 75.5±2.0 78.0±1.7

Opus ft AWESOME pt+ft w/o co 75.1±1.0 77.5±1.1 76.3±1.0 78.5±0.9

Opus ft AWESOME pt+ft w/ co 75.1±1.9 77.6±1.7 76.3±1.8 78.7±1.5

Cross-lingual Transfer 78.7±1.8 79.6±0.5 79.1±0.8 80.9±0.9

Cross-lingual Transfer with realignment 76.9±1.4 76.6±0.2 76.7±0.7 78.9±0.8

XLM-R Large
Opus FastAlign 78.8±0.7 77.2±0.6 78.0±0.5 79.8±0.5

Opus AWESOME w/o co 76.9±1.1 76.1±1.8 76.5±1.2 78.7±1.1

Opus AWESOME w/ co 76.5±1.2 75.3±1.5 75.9±1.3 78.2±1.1

Opus AWESOME ft w/o co 74.6±1.0 73.9±0.4 74.2±0.6 76.8±0.5

Opus AWESOME ft w/ co 74.9±0.3 75.7±0.8 75.3±0.3 78.1±0.5

Opus AWESOME pt+ft w/o co 75.8±1.4 75.0±1.0 75.4±1.0 78.0±0.7

Opus AWESOME pt+ft w/ co 75.7±2.2 76.2±1.3 75.9±1.7 78.3±1.8

Opus ft FastAlign 76.2±2.0 76.9±2.5 76.6±2.1 78.3±2.0

Opus ft AWESOME w/o co 76.1±1.0 76.9±0.8 76.5±0.7 78.9±0.5

Opus ft AWESOME w/ co 74.6±1.5 76.0±1.3 75.3±0.9 77.9±0.6

Opus ft AWESOME ft w/o co 74.1±1.4 75.5±0.4 74.8±0.8 77.4±0.8

Opus ft AWESOME ft w/ co 75.5±1.9 75.6±1.2 75.5±1.4 78.1±1.2

Opus ft AWESOME pt+ft w/o co 75.1±0.5 76.0±1.2 75.5±0.6 78.1±0.5

Opus ft AWESOME pt+ft w/ co 75.0±1.8 75.8±0.8 75.4±1.1 77.7±1.0

Cross-lingual Transfer 78.2±2.5 77.6±1.2 77.9±1.7 80.0±1.4

Cross-lingual Transfer with realignment 79.7±1.6 77.9±1.8 78.8±1.6 80.8±1.4

Table 21: Cross-lingual Transfer and translate-train results in French for multilingual base models.
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translation aligner precision recall micro-f1 macro-f1
distilmBERT

FAIR FastAlign 69.0±1.2 63.9±0.5 66.3±0.8 44.2±2.4

FAIR AWESOME w/o co 68.1±1.6 66.1±1.3 67.1±1.3 50.5±3.0

FAIR AWESOME w/ co 68.0±2.0 67.4±1.4 67.7±1.0 50.6±3.7

FAIR AWESOME ft w/o co 68.5±3.6 65.0±2.2 66.6±1.2 48.3±4.0

FAIR AWESOME ft w/ co 67.6±2.4 66.1±3.5 66.7±1.4 46.4±5.1

FAIR AWESOME pt+ft w/o co 69.6±2.7 65.9±2.8 67.6±1.1 46.8±6.4

FAIR AWESOME pt+ft w/ co 68.8±2.6 66.6±3.7 67.5±1.4 49.2±6.0

FAIR ft FastAlign 70.5±1.9 65.2±1.4 67.7±1.3 52.2±1.5

FAIR ft AWESOME w/o co 69.3±2.0 66.9±1.6 68.0±1.1 48.0±3.6

FAIR ft AWESOME w/ co 68.6±2.8 66.4±2.0 67.4±1.5 47.4±4.0

FAIR ft AWESOME ft w/o co 70.9±2.7 67.2±2.1 69.0±1.9 49.8±3.7

FAIR ft AWESOME ft w/ co 71.4±2.0 67.2±1.8 69.2±1.2 49.0±4.3

FAIR ft AWESOME pt+ft w/o co 69.3±1.8 67.4±1.9 68.3±1.3 49.2±3.2

FAIR ft AWESOME pt+ft w/ co 70.4±1.9 67.1±1.6 68.7±1.2 49.5±3.1

Cross-lingual Transfer 62.8±2.9 66.4±2.0 64.6±2.4 46.3±3.1

Cross-lingual Transfer with realignment 72.0±2.3 64.2±1.4 67.9±1.5 46.5±5.2

XLM-R Base
FAIR FastAlign 74.0±2.6 71.6±1.4 72.8±1.6 55.5±5.7

FAIR AWESOME w/o co 73.3±1.8 72.9±0.8 73.1±1.3 53.2±3.8

FAIR AWESOME w/ co 73.9±2.8 72.8±2.2 73.3±2.3 53.1±4.4

FAIR AWESOME ft w/o co 74.1±1.1 74.1±1.1 74.1±1.1 57.5±4.3

FAIR AWESOME ft w/ co 75.4±2.3 74.1±1.4 74.8±1.8 58.0±4.2

FAIR AWESOME pt+ft w/o co 74.6±1.8 73.6±1.1 74.1±1.3 56.3±2.2

FAIR AWESOME pt+ft w/ co 74.9±1.9 73.8±1.0 74.4±1.4 57.5±3.3

FAIR ft FastAlign 74.7±2.2 72.1±0.6 73.3±1.3 54.2±4.6

FAIR ft AWESOME w/o co 76.8±1.6 72.8±1.0 74.7±1.0 53.0±2.7

FAIR ft AWESOME w/ co 75.9±1.7 73.8±0.6 74.8±1.0 57.5±4.5

FAIR ft AWESOME ft w/o co 77.0±1.5 72.1±0.6 74.5±0.8 51.0±0.9

FAIR ft AWESOME ft w/ co 76.2±1.2 72.1±1.3 74.1±1.1 50.9±1.0

FAIR ft AWESOME pt+ft w/o co 75.5±1.2 71.9±1.1 73.7±0.9 52.1±3.5

FAIR ft AWESOME pt+ft w/ co 75.5±0.9 72.6±1.1 74.0±1.0 52.6±3.8

Cross-lingual Transfer 71.1±1.1 73.3±1.0 72.2±0.7 55.1±5.7

Cross-lingual Transfer with realignment 78.2±1.8 73.5±1.9 75.8±1.3 58.1±4.9

XLM-R Large
FAIR FastAlign 77.7±3.6 75.1±2.3 76.4±2.7 65.8±2.8

FAIR AWESOME w/o co 80.1±1.1 77.5±0.6 78.7±0.5 65.0±3.1

FAIR AWESOME w/ co 79.9±1.3 77.0±2.4 78.4±1.7 64.4±2.2

FAIR AWESOME ft w/o co 80.7±1.6 77.3±0.9 79.0±0.6 65.8±0.6

FAIR AWESOME ft w/ co 80.0±1.7 78.5±1.1 79.2±1.1 66.3±1.1

FAIR AWESOME pt+ft w/o co 79.3±0.8 77.3±1.1 78.3±0.7 64.5±2.0

FAIR AWESOME pt+ft w/ co 79.1±1.8 75.6±1.2 77.3±0.8 63.7±1.6

FAIR ft FastAlign 78.5±2.5 75.1±1.6 76.7±1.7 61.7±1.9

FAIR ft AWESOME w/o co 83.2±2.8 76.0±0.9 79.4±1.6 64.3±2.2

FAIR ft AWESOME w/ co 83.0±1.0 76.1±1.7 79.4±1.3 64.7±1.3

FAIR ft AWESOME ft w/o co 80.0±1.5 76.0±1.5 77.9±1.2 64.9±0.9

FAIR ft AWESOME ft w/ co 81.7±2.0 75.1±1.7 78.3±1.8 64.8±1.6

FAIR ft AWESOME pt+ft w/o co 80.3±1.9 74.6±1.6 77.4±1.3 62.9±3.2

FAIR ft AWESOME pt+ft w/ co 80.2±0.9 75.3±2.0 77.6±1.1 63.0±2.9

Cross-lingual Transfer 81.2±1.2 76.0±0.9 78.5±0.4 64.9±2.5

Cross-lingual Transfer with realignment 80.7±2.1 76.0±1.4 78.3±1.6 66.8±1.8

Table 22: Cross-lingual Transfer and translate-train results in German for multilingual base models.
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translation aligner precision recall mirco-f1 macro-f1
CamemBERT Base

Opus FastAlign 74.9±1.1 78.5±0.9 76.7±0.9 78.7±1.0

Opus AWESOME w/o co 73.2±1.2 77.7±1.3 75.4±1.2 77.9±1.2

Opus AWESOME w/ co 74.4±0.8 77.5±0.8 75.9±0.8 78.1±1.0

Opus AWESOME ft w/o co 71.9±1.1 76.5±1.1 74.1±1.1 76.7±1.0

Opus AWESOME ft w/ co 72.3±2.0 77.4±1.3 74.8±1.7 77.3±1.3

Opus AWESOME pt+ft w/o co 74.0±1.4 77.8±1.5 75.9±1.4 78.2±1.3

Opus AWESOME pt+ft w/ co 73.3±1.0 77.9±1.0 75.5±0.9 77.8±1.0

Opus ft FastAlign 74.2±2.1 78.4±1.3 76.2±1.7 78.3±1.5

Opus ft AWESOME w/o co 71.0±1.6 76.2±1.5 73.5±1.5 76.1±1.3

Opus ft AWESOME w/ co 72.0±1.8 77.4±1.7 74.6±1.7 77.2±1.6

Opus ft AWESOME ft w/o co 70.7±1.8 75.0±1.4 72.8±1.6 75.4±1.5

Opus ft AWESOME ft w/ co 72.3±1.6 76.6±1.6 74.4±1.6 76.8±1.5

Opus ft AWESOME pt+ft w/o co 72.2±2.4 77.1±1.5 74.6±1.9 76.9±1.7

Opus ft AWESOME pt+ft w/ co 71.6±1.2 77.0±0.4 74.2±0.8 76.7±0.4

DrBERT 7GB
Opus FastAlign 70.9±2.4 72.4±2.1 71.7±2.1 73.2±2.1

Opus AWESOME w/o co 69.5±1.4 71.3±1.5 70.4±1.3 72.3±1.6

Opus AWESOME w/ co 69.5±1.7 71.7±0.7 70.6±0.8 72.6±0.7

Opus AWESOME ft w/o co 69.3±1.1 71.7±0.7 70.4±0.8 72.7±0.7

Opus AWESOME ft w/ co 68.1±0.8 70.3±1.5 69.2±0.7 71.3±0.8

Opus AWESOME pt+ft w/o co 69.4±1.4 71.7±1.3 70.5±1.2 72.6±1.1

Opus AWESOME pt+ft w/ co 70.0±1.4 71.4±1.0 70.7±0.6 72.7±0.5

Opus ft FastAlign 73.2±1.9 73.7±1.5 73.5±1.4 74.9±1.4

Opus ft AWESOME w/o co 69.6±1.6 71.7±1.1 70.7±1.3 72.7±1.1

Opus ft AWESOME w/ co 70.5±1.6 71.9±1.2 71.2±1.2 73.4±1.1

Opus ft AWESOME ft w/o co 69.1±1.5 70.6±1.1 69.8±0.5 71.8±0.3

Opus ft AWESOME ft w/ co 70.8±1.5 72.6±1.3 71.6±1.0 73.7±0.8

Opus ft AWESOME pt+ft w/o co 70.7±1.0 71.7±2.1 71.2±1.4 73.2±1.2

Opus ft AWESOME pt+ft w/ co 70.1±0.8 70.6±1.7 70.4±1.1 72.4±1.2

DrBERT-PubMedBERT
Opus FastAlign 76.2±1.4 79.4±0.8 77.8±1.1 79.7±0.8

Opus AWESOME w/o co 75.2±1.2 77.5±0.7 76.4±0.9 78.4±0.7

Opus AWESOME w/ co 76.0±1.0 79.2±1.3 77.6±1.1 79.6±0.9

Opus AWESOME ft w/o co 74.3±1.4 78.9±1.3 76.5±1.2 78.7±1.1

Opus AWESOME ft w/ co 74.0±1.2 77.8±1.1 75.9±1.1 78.2±1.0

Opus AWESOME pt+ft w/o co 73.9±1.1 77.7±0.6 75.8±0.9 78.1±0.7

Opus AWESOME pt+ft w/ co 75.2±0.4 79.1±0.8 77.1±0.5 79.0±0.4

Opus ft FastAlign 76.2±1.8 81.5±1.0 78.8±1.4 80.4±1.3

Opus ft AWESOME w/o co 73.7±1.4 78.7±1.2 76.1±1.3 78.4±1.0

Opus ft AWESOME w/ co 75.4±1.2 81.2±0.8 78.2±0.8 80.3±0.7

Opus ft AWESOME ft w/o co 74.9±0.9 80.7±0.7 77.7±0.8 79.7±0.5

Opus ft AWESOME ft w/ co 74.8±1.3 79.7±0.8 77.2±1.1 79.2±0.8

Opus ft AWESOME pt+ft w/o co 75.6±1.1 79.3±1.5 77.4±1.2 79.4±1.1

Opus ft AWESOME pt+ft w/ co 75.5±1.2 80.3±1.3 77.8±1.2 79.8±1.0

Table 23: translate-train results in French for domain and language-specific base models.
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translation aligner precision recall micro-f1 macro-f1
GottBERT

FAIR FastAlign 75.9±3.2 70.3±2.2 73.0±2.6 54.8±4.8

FAIR AWESOME w/o co 79.5±1.6 73.4±2.0 76.3±1.7 60.5±4.6

FAIR AWESOME w/ co 77.9±1.6 72.9±1.4 75.3±1.4 57.2±5.2

FAIR AWESOME ft w/o co 78.4±2.8 73.1±2.4 75.7±2.4 57.9±5.4

FAIR AWESOME ft w/ co 77.9±1.8 72.6±2.3 75.1±1.8 53.4±2.7

FAIR AWESOME pt+ft w/o co 79.0±1.8 74.1±1.6 76.5±1.6 60.8±3.5

FAIR AWESOME pt+ft w/ co 77.9±2.8 73.6±2.5 75.7±2.6 57.6±4.4

FAIR ft FastAlign 76.6±3.2 70.1±1.9 73.2±2.4 53.7±4.5

FAIR ft AWESOME w/o co 80.2±1.1 73.3±1.0 76.6±0.8 58.7±6.1

FAIR ft AWESOME w/ co 79.2±0.8 73.1±1.1 76.0±0.7 58.8±2.4

FAIR ft AWESOME ft w/o co 78.5±0.7 72.4±1.0 75.3±0.8 56.1±6.6

FAIR ft AWESOME ft w/ co 78.8±2.3 72.3±1.9 75.4±1.8 55.2±6.4

FAIR ft AWESOME pt+ft w/o co 78.6±1.6 72.6±1.6 75.5±1.4 55.5±6.4

FAIR ft AWESOME pt+ft w/ co 79.4±1.8 72.3±0.8 75.6±1.1 56.5±3.2

medBERT.de
FAIR FastAlign 75.1±2.8 69.2±1.6 72.0±2.0 56.7±5.3

FAIR AWESOME w/o co 75.4±1.6 71.9±1.8 73.6±1.2 58.1±5.0

FAIR AWESOME w/ co 77.0±3.5 72.9±1.6 74.9±2.4 59.5±5.9

FAIR AWESOME ft w/o co 76.4±4.5 70.9±1.6 73.5±2.7 56.2±5.4

FAIR AWESOME ft w/ co 75.8±4.0 72.4±2.5 74.1±3.1 57.2±6.4

FAIR AWESOME pt+ft w/o co 74.9±3.9 71.3±1.6 73.0±2.4 56.7±5.5

FAIR AWESOME pt+ft w/ co 76.1±4.1 71.6±1.9 73.7±2.6 57.2±5.7

FAIR ft FastAlign 72.6±2.0 68.9±0.8 70.7±1.2 60.7±1.2

FAIR ft AWESOME w/o co 75.2±2.0 72.6±0.9 73.9±1.0 61.1±1.9

FAIR ft AWESOME w/ co 76.4±2.4 73.6±0.9 75.0±1.6 62.2±3.3

FAIR ft AWESOME ft w/o co 75.1±3.6 71.8±2.8 73.4±3.1 60.5±3.5

FAIR ft AWESOME ft w/ co 75.3±3.2 71.9±2.2 73.6±2.4 58.6±6.1

FAIR ft AWESOME pt+ft w/o co 74.1±1.1 71.4±0.8 72.7±0.5 57.8±4.9

FAIR ft AWESOME pt+ft w/ co 75.5±1.3 72.3±1.0 73.8±1.0 62.6±1.2

Table 24: translate-train results in German for domain and language-specific base models.
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translation aligner precision recall micro-f1 macro-f1
distilmBERT

Opus FastAlign 65.9±1.8 67.0±1.5 66.4±1.5 68.5±1.3

Opus AWESOME w/o co 70.5±1.7 68.8±1.4 69.6±1.4 71.8±1.3

Opus AWESOME w/ co 70.5±1.7 69.0±1.4 69.7±1.5 71.9±1.3

Opus AWESOME ft w/o co 70.0±1.8 68.8±1.6 69.4±1.6 71.6±1.4

Opus AWESOME ft w/ co 69.7±1.8 68.8±1.6 69.2±1.6 71.5±1.4

Opus AWESOME pt+ft w/o co 70.1±1.7 68.9±1.5 69.5±1.5 71.7±1.4

Opus AWESOME pt+ft w/ co 69.0±1.8 68.8±1.6 68.9±1.6 71.3±1.4

Opus ft FastAlign 63.2±1.7 66.6±1.6 64.8±1.5 66.7±1.2

Opus ft AWESOME w/o co 69.9±1.6 68.4±1.3 69.2±1.4 71.4±1.2

Opus ft AWESOME w/ co 69.2±1.7 68.7±1.4 68.9±1.5 71.3±1.3

Opus ft AWESOME ft w/o co 69.4±1.8 68.6±1.6 69.0±1.6 71.2±1.4

Opus ft AWESOME ft w/ co 69.1±1.7 68.6±1.5 68.9±1.5 71.1±1.3

Opus ft AWESOME pt+ft w/o co 69.1±1.7 68.6±1.5 68.8±1.5 71.1±1.3

Opus ft AWESOME pt+ft w/ co 67.3±1.7 68.6±1.5 67.9±1.5 70.5±1.3

XLM-R Base
Opus FastAlign 68.7±1.7 71.8±1.2 70.2±1.4 72.4±1.2

Opus AWESOME w/o co 74.9±1.5 73.8±1.2 74.3±1.3 76.5±1.1

Opus AWESOME w/ co 74.8±1.6 74.1±1.3 74.4±1.3 76.6±1.2

Opus AWESOME ft w/o co 74.6±1.6 73.8±1.2 74.2±1.2 76.3±1.1

Opus AWESOME ft w/ co 74.1±1.5 73.8±1.2 74.0±1.3 76.1±1.1

Opus AWESOME pt+ft w/o co 74.6±1.6 73.8±1.2 74.2±1.2 76.3±1.1

Opus AWESOME pt+ft w/ co 73.4±1.5 73.8±1.2 73.6±1.2 75.9±1.1

Opus ft FastAlign 67.7±1.6 71.7±1.7 69.6±1.4 71.4±1.3

Opus ft AWESOME w/o co 75.4±1.7 73.1±1.7 74.2±1.6 76.3±1.5

Opus ft AWESOME w/ co 74.2±1.7 73.3±1.7 73.8±1.6 76.0±1.6

Opus ft AWESOME ft w/o co 74.6±1.8 73.1±1.7 73.8±1.6 75.8±1.5

Opus ft AWESOME ft w/ co 74.1±1.8 73.1±1.7 73.6±1.6 75.6±1.5

Opus ft AWESOME pt+ft w/o co 74.3±1.8 73.2±1.8 73.7±1.7 75.7±1.6

Opus ft AWESOME pt+ft w/ co 72.3±1.7 73.1±1.7 72.7±1.6 75.0±1.5

XLM-R Large
Opus FastAlign 69.6±1.3 71.0±0.9 70.3±1.1 72.7±0.9

Opus AWESOME w/o co 75.9±1.0 73.4±0.8 74.7±0.9 77.0±0.8

Opus AWESOME w/ co 76.0±1.0 73.7±0.7 74.8±0.8 77.2±0.8

Opus AWESOME ft w/o co 75.5±1.0 73.5±0.8 74.5±0.9 76.8±0.8

Opus AWESOME ft w/ co 75.2±1.1 73.5±0.8 74.3±0.9 76.7±0.8

Opus AWESOME pt+ft w/o co 75.6±1.1 73.5±0.8 74.5±0.9 76.8±0.8

Opus AWESOME pt+ft w/ co 74.5±1.1 73.5±0.8 74.0±0.9 76.5±0.8

Opus ft FastAlign 70.8±1.4 72.2±0.5 71.5±1.0 73.2±0.9

Opus ft AWESOME w/o co 77.3±1.3 73.3±0.6 75.3±0.9 77.6±0.7

Opus ft AWESOME w/ co 76.3±1.1 73.6±0.6 75.0±0.9 77.4±0.6

Opus ft AWESOME ft w/o co 76.4±1.3 73.4±0.6 74.9±0.9 77.1±0.7

Opus ft AWESOME ft w/ co 76.1±1.2 73.4±0.6 74.7±0.9 77.0±0.7

Opus ft AWESOME pt+ft w/o co 76.1±1.2 73.5±0.6 74.8±0.8 77.0±0.7

Opus ft AWESOME pt+ft w/ co 74.1±1.1 73.4±0.6 73.8±0.8 76.3±0.6

Table 25: Full results for the translate-test approach in French with multilingual language models.
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translation aligner precision recall micro-f1 macro-f1
distilmBERT

FAIR FastAlign 37.6±2.2 36.5±1.1 37.0±1.5 24.4±1.2

FAIR AWESOME w/o co 66.8±2.7 63.7±1.4 65.2±1.9 49.1±1.6

FAIR AWESOME w/ co 66.9±2.7 63.9±1.6 65.3±1.9 49.3±1.7

FAIR AWESOME ft w/o co 68.6±2.9 63.7±1.4 66.0±1.9 49.6±1.6

FAIR AWESOME ft w/ co 68.8±2.8 64.5±1.4 66.6±1.9 50.2±1.6

FAIR AWESOME pt+ft w/o co 67.2±2.8 62.9±1.4 64.9±1.9 48.6±1.6

FAIR AWESOME pt+ft w/ co 67.3±2.9 63.9±1.6 65.5±2.0 49.4±1.7

FAIR ft FastAlign 29.1±0.6 31.1±0.8 30.1±0.6 18.3±0.6

FAIR ft AWESOME w/o co 69.8±2.6 65.4±1.4 67.5±1.8 50.9±3.8

FAIR ft AWESOME w/ co 68.9±2.5 66.4±1.4 67.6±1.7 51.4±3.8

FAIR ft AWESOME ft w/o co 69.5±2.3 65.4±1.4 67.4±1.7 50.8±3.8

FAIR ft AWESOME ft w/ co 69.7±2.3 65.5±1.5 67.5±1.6 51.0±3.8

FAIR ft AWESOME pt+ft w/o co 69.9±2.4 66.7±1.6 68.3±1.8 51.9±3.7

FAIR ft AWESOME pt+ft w/ co 69.2±2.1 66.2±1.4 67.6±1.6 51.3±3.8

XLM-R Base
FAIR FastAlign 37.0±1.5 41.2±0.8 39.0±0.8 28.4±0.5

FAIR AWESOME w/o co 71.1±0.7 72.3±0.8 71.7±0.3 56.4±0.6

FAIR AWESOME w/ co 71.1±0.7 72.3±0.8 71.7±0.3 56.4±0.6

FAIR AWESOME ft w/o co 72.0±0.7 71.4±0.8 71.7±0.3 56.1±0.7

FAIR AWESOME ft w/ co 72.3±0.7 72.3±0.8 72.3±0.3 56.7±0.7

FAIR AWESOME pt+ft w/o co 70.6±0.7 70.6±0.8 70.6±0.3 55.2±0.6

FAIR AWESOME pt+ft w/ co 70.8±0.7 71.4±0.8 71.1±0.3 55.8±0.6

FAIR ft FastAlign 29.7±0.7 35.1±1.1 32.2±0.7 22.0±0.8

FAIR ft AWESOME w/o co 71.0±1.2 71.9±2.0 71.4±1.2 54.3±5.2

FAIR ft AWESOME w/ co 70.4±0.8 72.9±1.6 71.6±0.6 54.8±5.0

FAIR ft AWESOME ft w/o co 71.7±1.2 72.4±1.6 72.1±0.8 55.1±5.3

FAIR ft AWESOME ft w/ co 72.1±1.2 72.4±1.6 72.3±0.7 55.2±5.2

FAIR ft AWESOME pt+ft w/o co 72.0±1.0 73.4±1.7 72.7±0.8 55.5±5.0

FAIR ft AWESOME pt+ft w/ co 71.7±1.1 72.8±2.0 72.2±1.0 55.3±5.5

XLM-R Large
FAIR FastAlign 39.9±1.7 41.4±0.7 40.6±1.0 28.7±1.2

FAIR AWESOME w/o co 76.4±1.6 72.5±0.9 74.4±1.0 49.2±0.4

FAIR AWESOME w/ co 76.4±1.6 72.5±0.9 74.4±1.0 49.2±0.4

FAIR AWESOME ft w/o co 77.5±1.7 71.6±0.9 74.5±1.0 49.0±0.5

FAIR AWESOME ft w/ co 77.7±1.7 72.5±0.9 75.0±1.0 49.6±0.5

FAIR AWESOME pt+ft w/o co 75.9±1.7 70.8±0.9 73.3±1.0 47.9±0.4

FAIR AWESOME pt+ft w/ co 76.1±1.6 71.6±0.9 73.8±1.0 48.6±0.4

FAIR ft FastAlign 30.6±1.5 34.0±0.9 32.2±1.2 20.9±0.9

FAIR ft AWESOME w/o co 76.6±3.5 72.7±2.1 74.6±2.7 49.4±1.8

FAIR ft AWESOME w/ co 76.5±3.7 74.4±2.1 75.4±2.8 50.7±1.9

FAIR ft AWESOME ft w/o co 77.8±3.6 73.3±2.2 75.5±2.7 50.1±1.9

FAIR ft AWESOME ft w/ co 78.3±3.7 73.3±2.2 75.7±2.8 50.2±1.9

FAIR ft AWESOME pt+ft w/o co 77.9±3.8 74.4±2.1 76.1±2.8 51.0±1.9

FAIR ft AWESOME pt+ft w/ co 77.5±3.8 73.5±2.1 75.5±2.8 50.2±1.9

Table 26: Full results for the translate-test approach in German with multilingual language models.
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translation aligner precision recall micro-f1 macro-f1
Opus FastAlign 68.5±1.2 69.1±1.2 68.8±1.0 71.2±1.0

Opus AWESOME w/o co 75.2±1.4 71.8±1.3 73.5±1.2 75.8±1.2

Opus AWESOME w/ co 74.8±1.5 71.8±1.4 73.3±1.3 75.6±1.2

Opus AWESOME ft w/o co 74.7±1.4 71.8±1.3 73.2±1.2 75.5±1.2

Opus AWESOME ft w/ co 74.1±1.4 71.5±1.3 72.8±1.2 75.1±1.2

Opus AWESOME pt+ft w/o co 74.7±1.4 71.8±1.3 73.2±1.2 75.5±1.2

Opus AWESOME pt+ft w/ co 73.3±1.4 71.5±1.3 72.4±1.2 74.9±1.2

Opus ft FastAlign 67.9±1.3 69.3±1.5 68.6±1.2 70.6±1.2

Opus ft AWESOME w/o co 75.4±1.3 71.4±1.6 73.3±1.3 75.8±1.3

Opus ft AWESOME w/ co 74.1±1.4 71.4±1.7 72.7±1.4 75.4±1.4

Opus ft AWESOME ft w/o co 74.7±1.4 71.4±1.5 73.0±1.3 75.4±1.3

Opus ft AWESOME ft w/ co 74.3±1.4 71.5±1.6 72.9±1.4 75.3±1.4

Opus ft AWESOME pt+ft w/o co 74.3±1.3 71.5±1.6 72.9±1.3 75.4±1.3

Opus ft AWESOME pt+ft w/ co 72.3±1.3 71.5±1.6 71.9±1.3 74.7±1.3

Table 27: Results of translate-test in French with PubMedBERT.

translation aligner precision recall micro-f1 macro-f1
FAIR FastAlign 40.5±2.0 41.8±1.0 41.1±1.4 29.2±1.2

FAIR AWESOME w/o co 73.6±2.7 71.9±1.1 72.7±1.6 55.1±3.9

FAIR AWESOME w/ co 73.6±2.7 71.9±1.1 72.7±1.6 55.1±3.9

FAIR AWESOME ft w/o co 74.7±2.7 71.1±1.1 72.8±1.6 54.9±3.8

FAIR AWESOME ft w/ co 74.8±2.9 71.9±1.1 73.3±1.7 55.4±3.9

FAIR AWESOME pt+ft w/o co 73.2±2.8 70.3±1.1 71.7±1.6 53.9±3.8

FAIR AWESOME pt+ft w/ co 73.4±2.8 71.1±1.1 72.2±1.6 54.5±3.9

FAIR ft FastAlign 29.7±1.8 34.3±1.7 31.8±1.6 21.7±2.6

FAIR ft AWESOME w/o co 72.6±0.7 70.8±2.3 71.6±1.5 51.9±4.0

FAIR ft AWESOME w/ co 71.3±0.9 71.9±2.0 71.6±1.3 52.4±3.6

FAIR ft AWESOME ft w/o co 73.4±1.0 71.1±2.5 72.2±1.7 52.7±4.5

FAIR ft AWESOME ft w/ co 73.4±1.0 71.1±2.5 72.2±1.7 52.7±4.5

FAIR ft AWESOME pt+ft w/o co 72.9±0.9 72.3±2.3 72.6±1.5 53.1±3.9

FAIR ft AWESOME pt+ft w/ co 72.9±0.8 71.8±2.5 72.3±1.6 53.0±4.5

Table 28: Results of translate-test in German with PubMedBERT.
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Table 29: Comparison class by class for
translate-train and CLT on MedNERF
with multilingual language models.
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G Examples from the different datasets

EXAMPLES FROM N2C2
The patient’s agitation was managed with nightlyFrequency haldolDrug with as neededFrequency
haldolDrug as well.
Improvement in clinical status was noted overnight and his morphineDrug drip was discontinued.
- hold all antihypertensivesDrug ; plan to add back slowly at reduced doses and varying schedule -
rule out MI - bolusDosage NSDrug to maintain MAP > 60 with caution given ESRD and oliguric.
folic acidDrug 1 mgStrength TabletForm Sig: One (1)Dosage TabletForm PO DAILY (Daily)Frequency.
IronDrug 50 mgStrength TabletForm Sustained Release Sig: One (1)Dosage Tablet Sustained Re-
leaseForm PO once a dayFrequency.

EXAMPLES FROM GERNERMED TEST SET

Das EplerenonDrug ist wegen Ihrer Herzinsuffizienz. Da können wir jetzt auf 50 mgStrength p.o.
1-0-0 augmentieren.

Eplerenon is for your heart failure. We can now augment to 50mg p.o. 1-0-0.
Wegen der COPD-Exazerbation wurde TerbutalinDrug 0,25 mgStrength dem Patienten appliziert.
Hierfür wurde der subkutane Weg gewählt.

Because of the COPD exacerbation, terbutaline 0.25 mg was administered to the
patient. The subcutaneous route was chosen for this.

Bei Vorhofflimmern ist neben BetablockernDrug auch die Gabe von MagnesiumDrug p.o. sinnvoll.
Hierfür würden wir mit 300 mgStrength einmal täglichFrequency starten. Sofern möglich, ist eine
Einnahme mittagsFrequency (ca. 12 Uhr) zu bevorzugen.

In atrial fibrillation, in addition to beta-blocks, the administration of magnesium p.o.
is also useful. For this we would start with 300 mg once a day. If possible, it is
preferable to take it at noon (around 12 o’clock).

Zur Optimierung der Herzinsuffizienztherapie wurde die Dosis von Sacubitril / ValsartanDrug
auf 97 / 103 mgStrength in TablettenformForm mit Einnahme am Morgen und am AbendFrequency
erweitert.

To optimize heart failure therapy, the dose of sacubitril / valsartan was extended to
97 / 103 mg in tablet form with intake in the morning and evening.

Bei bekannter koronarer Herzerkrankung sollte lebenslangDuration AcetylsalicylsäureDrug 100
mgStrength morgens täglichFrequency in oraler Applikation eingenommen werden.

In cases of known coronary artery disease, acetylsalicylic acid 100mg should be
taken orally daily in the morning as a lifelong treatment.

EXAMPLES FROM MEDNERF

TRAMADOL / PARACETAMOLDrug 37,5mg / 325mgStrength
TRAMADO/PARACETAMOL 37,5mg/325mg

AMLODIPINEDrug 5 mgStrength ; cprForm 1Dosage compriméForm matinFrequency 1Dosage com-
priméForm soirFrequency

AMLODIPINE 5mg; tab 1 tablet in the mording 1 tablet in the evening
DOLIPRANETABSDrug 1000 MGStrength CPR PELLForm PLQ / 8 (ParacétamolDrug 1.000
mgStrength compriméForm)

DOLIPRANETABS 1000mg TAB PLQ / 8 (Paracetamol 1,000mg tablet)
ACIDE ACETYLSALICYLIQUEDrug (sel de lysineDrug) 75 mgStrength pdre p sol buv sachForm
(KARDEGICDrug)

ACETYLSALICYLIC ACID (lysine salts) 75mg oral powder for suspension
(KARDEGIC)

1Dosage sachetForm matin midi et soirFrequency si besoin
1 packet in the morning, at noon, and in the evening, if needed
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Abstract

Pre-trained transformer language models (LMs)
have in recent years become the dominant
paradigm in applied NLP. These models have
achieved state-of-the-art performance on tasks
such as information extraction, question an-
swering, sentiment analysis, document classi-
fication and many others. In the biomedical
domain, significant progress has been made in
adapting this paradigm to NLP tasks that re-
quire the integration of domain-specific knowl-
edge as well as statistical modelling of lan-
guage. In particular, research in this area has
focused on the question of how best to construct
LMs that take into account not only the patterns
of token distribution in medical text, but also
the wealth of structured information contained
in terminology resources such as the UMLS.
This work contributes a data-centric paradigm
for enriching the language representations of
biomedical transformer-encoder LMs by ex-
tracting text sequences from the UMLS. This
allows for graph-based learning objectives to be
combined with masked-language pre-training.
Preliminary results from experiments in the ex-
tension of pre-trained LMs as well as train-
ing from scratch show that this framework im-
proves downstream performance on multiple
biomedical and clinical Named Entity Recogni-
tion (NER) tasks. All pre-trained models, data
processing pipelines and evaluation scripts will
be made publicly available.

1 Introduction

In recent times, transformer language models
(Vaswani et al., 2017) have become the most popu-
lar and effective sequence modelling framework in
almost all areas of applied Natural Language Pro-
cessing. Unsupervised pre-training on large quanti-
ties of text allows transformers to capture rich se-
mantic and syntactic patterns that can be transferred
to many specialised language processing objectives.
As such, transformer models that use the transfer
learning paradigm whereby the model is trained

in an unsupervised manner on a large text corpus
and then fine-tuned on a downstream supervised-
learning task have achieved state-of-the-art results
across a wide range of general and domain-specific
applications.

The proliferation of textual data in the biomed-
ical domain (Electronic Health Records (EHRs),
clinical documents, pharmaceutical specifications,
etc) has precipitated the broad adoption of deep
learning & NLP techniques for information extrac-
tion and processing (Li et al., 2021; Tiwari et al.,
2020; Dubois et al., 2017). Moreover, it has been
shown that language models are capable of encod-
ing clinical knowledge to a certain extent (Sing-
hal et al., 2022). Biomedical and clinical NLP,
however, is widely recognised to present particu-
lar challenges that do not apply to the same ex-
tent in other domains, in particular the need to
incorporate structured domain knowledge into text
encodings (Chang et al., 2020). In order for neu-
ral language modelling to be reliable in a disci-
pline as highly specialised as medicine, there is a
more acute need for models to learn directly from
domain-specific terminologies, as opposed to rely-
ing solely on corpus-based learning. Thus, a signif-
icant amount of research effort in the medical NLP
community has been directed towards the question
of how best to inject information from knowledge
graphs (KGs) into LMs (He et al., 2022; Naseem
et al., 2022; Li et al., 2020). However, a generalis-
able, widely-accepted approach to this technique
that can be easily transferred across different prob-
lem settings, models and training corpora has yet to
emerge. In addition, research into knowledge graph
integration in NLP in the biomedical domain has
tended to focus on English-language corpora; the
utility and transferability of these techniques for
other languages, for which less textual resources
are available, as well as for multilingual models,
remains therefore an under-explored area.

This paper aims to contribute to the resolution of
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these issues by proposing a general framework for
training BERT encoders (Devlin et al., 2019) us-
ing the UMLS (Unified Medical Language System,
Bodenreider (2004)) alongside free-text corpora.

The main contributions of this work are as fol-
lows:

• We propose a data-centric method for formu-
lating the KG-based learning objectives of
triple classification and entity/link prediction
in the language modelling paradigm, and im-
plement a framework for training transformers
using the UMLS knowledge base in parallel
with masked-language pre-training.

• Pre-training on the UMLS alongside the Eu-
ropean Clinical Case Corpus (Minard et al.,
2021; Magnini et al., 2020), we show that this
method brings improvements to pre-trained
models across a range of biomedical en-
tity recognition tasks in three different lan-
guages, as well as functioning as a competi-
tive pre-training strategy that requires much
less training data in comparison to state-of-
the-art transformer models. We release the
monolingual and multilingual model weights
trained in this way, UMLS-KGI-BERT, as
open-source resources for the clinical NLP
research community.

• Based on this work, we release the Python
library bertify_umls, built mainly on the
transformers and pandas libraries, which
allows researchers to create custom text
datasets and effectively use the UMLS knowl-
edge base as a training corpus for BERT-style
LMs.

2 Related Work

2.1 Pre-trained LMs for Medical Applications
In general, the standard methodology for adapting
neural text encoders to the biomedical domain has
been to take a model that has been pre-trained on
general-domain text corpora and continue this unsu-
pervised pre-training on a medical corpus (Alrow-
ili and Shanker, 2021; Lee et al., 2020; Alsentzer
et al., 2019). However, recent work has suggested
that, given enough training data, it is preferable to
pre-train these models on large domain-specific cor-
pora only, without starting from a general-domain
checkpoint (Gu et al., 2021; Rasmy et al., 2021). In
this work we explore both approaches, extending

existing biomedical and general-domain models as
well as training BERT models from scratch on our
own generated datasets.

2.2 Knowledge-enhanced LMs

Techniques for the incorporation of knowledge
graph structure into BERT models can, broadly
speaking, be divided into three categories, each fo-
cusing on one of the three fundamental components
of a machine learning system, i.e. 1) the training
data, 2) the model architecture and 3) the objective
function to be optimised. The first type of approach
prioritises the augmentation of BERT’s input data
with information extracted from a knowledge graph.
This extra information can be numerical, e.g. pre-
computed graph embeddings (Jeong et al., 2019)
or textual, e.g. KG triples linked to input sentences
(Liu et al., 2019).

The second type of approach focuses on adapting
the architecture of BERT so that its language repre-
sentations become fused with knowledge graph em-
beddings (KGEs) (Wang et al., 2021; Peters et al.,
2019; Zhang et al., 2019). Knowledge graph fu-
sion techniques such as these have been shown to
be beneficial on certain English-language medical
NLP tasks (Meng et al., 2021; Roy and Pan, 2021).

Thirdly, the self-supervised pre-training objec-
tive of BERT models can be augmented using the
kind of knowledge graph reasoning tasks used to
build KGE models. This approach is more com-
monly used for knowledge graph completion (Kim
et al., 2020; Yao et al., 2019) but has also been
shown to be an effective strategy in the biomedical
NLP domain (Hao et al., 2020).

As previously mentioned, given that the med-
ical domain is particularly exacting in terms of
requirements for the use of structured facts, the
exploration of ways in which ontological knowl-
edge can be integrated into automated text process-
ing is a very active area of research (Khosla et al.,
2020; Mondal et al., 2019). In particular, there
have been multiple successful efforts to integrate
the UMLS knowledge graph into BERT models,
notably UmlsBERT (Michalopoulos et al., 2021),
which proposes a data-augmentation technique al-
lowing for concept and semantic type information
to be linked to input text, and SapBERT (Liu et al.,
2021b,a), which introduced a self-alignment strat-
egy for learning from UMLS synonym pairs via a
multi-similarity (MS) loss function to force related
concepts closer to one another in BERT’s repre-
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Figure 1: Overview of the UMLS-KGI pre-training process.

sentation space. Yuan et al. (2022) build on this
strategy by applying MS loss to relation triples. In
contrast, in this work we show that information
from the UMLS can be incorporated into BERT
models in a simpler way, using only cross-entropy
classification loss, while also balancing this train-
ing process with standard masked-language BERT
pre-training.

Recent general overviews of the landscape of
AI research have highlighted the importance of
data-centric approaches to building models (Zha
et al., 2023; Hamid, 2022; Jakubik et al., 2022)
and in light of these trends this work focuses on
types 1) and 3) of knowledge base integration de-
scribed above, i.e. on improving the performance
of standard model architectures by constructing
high-quality datasets that can be integrated into
the self-supervised language modelling paradigm
by modifying the BERT objective function. The
motivation for this kind of approach is also to pro-
vide a pre-training framework that is more widely
transferable and does not rely on any particular
transformer-encoder architecture.

3 Methodology

In this work, we experiment with training BERT
language models with three knowledge graph rea-
soning tasks derived from the UMLS, in addition
to the standard masked-language modelling objec-
tive: entity prediction, link prediction and triple
classification.

3.1 Dataset Construction

Formally, we consider the UMLS KG in the stan-
dard fashion, as a directed graph G = (C,E,R)
where C is the set of all medical concepts in the
KG, E the set of all edges or relations that link
these concepts to one another, and R the set of pos-
sible relation types, i.e. the labels r for each e ∈ E.
The training sequences are thus generated from
the KG dataset of ordered triples (h, r, t) where
(h, r) ∈ C × C and r ∈ R. As a compendium of
multiple different sources of taxonomic biomedi-
cal information, the UMLS metathesaurus contains
multiple levels of granularity at which meaning
representation can be analysed. We consider three
such levels of granularity in our work:

• Terms - string descriptors for conceptual enti-
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Table 1: Pre-training corpora sizes used in the experiments.

Triple
Classification

Entity
Prediction Paths E3C corpus

(num. documents)
Total Training

Examples
Memory
Footprint

French 200K 100K 64,208 25,740 389,948 604MB
Spanish 200K 100K 100K 1,876 401,876 162MB
English 200K 100K 100K 9,779 409,779 174MB
Total 600K 300K 264,208 37,395 1,201,603 940MB

ties

• CUIs (Concept Unique Identifiers) - the basic
unit of meaning representation for the nodes
in the knowledge graph, i.e. the elements of
the set C.

• Semantic Groups - these are groupings of con-
cepts that can be considered to define the type
of entity a concept represents; e.g. anatomical
structure, chemical, disorder etc.

Each concept (CUI) can be associated with multiple
terms and multiple semantic groups. Thus, given
that the entities h and t that make up the knowledge
graph triples are represented as CUIs, in order to
represent them as input text sequences for BERT
models, we use the “preferred term” strings associ-
ated with the concepts h and t, except in the case
of synonym relations where we randomly select
another of the terms associated with the concept in
question to associate with t. We also introduce a set
of special tokens to represent the relation types R,
of which there are seven (parent, child, synonymy,
allowed qualifier, qualified by, broader, narrower).
Concretely, the tokenization function for BERT
models forms text classification sequences from
triples in the following way;

Tokenize(h, r, t) = [CLS]wh
1 · · ·wh

m

[REL]wt
1 · · ·wt

n[SEP] (1)

where the wi represent the token sequences cor-
responding to the strings h and t, [CLS] and
[SEP] are BERT’s standard classification and
sequence-separation tokens as defined by De-
vlin et al. (2019), and [REL] is one of the
relation tokens. For link prediction, we con-
struct a dataset of variable-length paths through
the KG by iteratively selecting a list of triples
(h1, r1, t1), . . . , (hn, rn, tn) where hi+1 = ti to
form a path p = (h1, r1, h2, . . . , rn, tn).

Entity Prediction The entity classification task
can be trivially integrated into the masked-language

objective of BERT, by masking the tokens associ-
ated with the concept t.

Link Prediction We formulate link prediction
as a narrow masked-language task by masking the
relation tokens in the path dataset with another hid-
den relation token, for which the model is trained
to fill in one of six relation types - as the triple clas-
sification and entity prediction tasks already have
the partial goal of improving the model’s capability
to associate synonymous terms with each other, we
exclude synonym relations from the path dataset.

Triple Classification Following the work of Hao
et al. (2020), the triple classification objective is for-
mulated as a binary classification problem where
the model is tasked with classifying triples as true
or false. In order to generate training examples of
false triples, we use two different negative sampling
strategies. Firstly, to provide directly contrastive
examples for existing relations, we sample triples
(h, r, t) where h and t belong to different semantic
groups and construct corresponding false triples
with the same relation type and semantic group
categories, i.e. (ĥ, r, t̂) /∈ G where ĥ and t̂ are of
the same semantic group as h and t respectively.
Secondly, to provide contrastive examples for rela-
tion types, we sample triples for which h and t are
of the same semantic group, and form the negative
training example by changing the relation type r.
To ensure balance, the triple classification datasets
used in this work are made up of 50% positive ex-
amples (real triples from the KG), 25% examples
generated by the first negative sampling method
and the rest by the second.

We perform stratified sampling on the base
knowledge graph according to semantic groups,
i.e. we ensure that the proportional representa-
tion of each semantic group in the knowledge-base
triples for each language is maintained in the train-
ing datasets.

Mixed Objective Function In order to train
BERT models using the UMLS-based reason-
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ing tasks described above alongside the masked-
language objective, each training example is aug-
mented with an indicator label that tells the model
which loss function to apply to the sequence in
question. The overall loss function is then calcu-
lated as

L = LMLM + α1LEP + α2LLP + α3LTC (2)

where the αi are scalar task-weighting coefficients
and LMLM, LEP, LLP, and LTC correspond to the
loss values for masked language modelling, entity
prediction, link prediction and triple classification
respectively. We use the standard cross-entropy
classification loss for all tasks.

4 Experiments

For the evaluation of the approach described in
the previous section, we restrict our attention in
this paper to NER tasks. Where possible, we use
the datasets and training-evaluation-test splits that
are publicly available via the Huggingface datasets
library1.

4.1 KG-integrated pre-training
Pre-training corpora As a resource for masked-
language pre-training, we utilise the European Clin-
ical Case Corpus (E3C) version 2.0.02, a freely-
available multilingual corpus of clinical narratives.
We evaluate our method in three different lan-
guages; English, French and Spanish. These lan-
guages were chosen as they are the three most
well-represented languages in the metathesaurus
for which we have access to pre-trained clinical
BERT models for comparison. The sizes of the
combined UMLS-E3C datasets used are shown in
Table 1.

For each language, we compare the performance
of 1) a transformer model trained from scratch on
each monolingual dataset (KGI-BERTEN,FR,ES)
against 2) a multilingual version of the same model
trained on all three datasets (KGI-BERTm), 3) a
pre-trained monolingual biomedical model and 4)
the same pre-trained model with supplementary
training on the corresponding monolingual UMLS-
E3C dataset.

The UMLS-KGI models were trained for 64
epochs on each dataset, using the PyTorch im-
plementation of the weighted ADAM optimizer

1https://huggingface.co/datasets
2https://live.european-language-grid.eu/

catalogue/corpus/7618

(Loshchilov and Hutter, 2019) with default param-
eters. We use a maximal sequence length of 256
for the masked-language modelling sequences, an
effective batch size of 1500 and a triangular learn-
ing rate schedule peaking at 7.5 × 10−4. To take
into account the varying sizes of the components
of the pre-training dataset we set the values of the
coefficients of the loss function such that they are
inversely proportional to the number of documents
available:

αi =

∑3
j=0,j ̸=i nj

2
∑3

k=0 nk

where the nk correspond to the number of docu-
ments in the training set for each UMLS-based task.
In this way, the E3C masked-language loss has the
same weighting as the UMLS-based task losses.

Pre-trained models For supplementary train-
ing, we make use of what are, to the best of our
knowledge, the overall best-performing biomedi-
cal BERT models of their size (pre-trained using
masked-language tasks only) for each language, ac-
cording to baseline experiments on the NER tasks.

For French, we use DrBERT (Labrak et al.,
2023), for Spanish the RoBERTa-based biomed-
ical model released by Carrino et al. (2021), which
we refer to as BioRoBERTa-ES, and for English
PubMedBERT (Gu et al., 2021). For training from
scratch, we use the DistilBERT model configura-
tion (Sanh et al., 2019) with 12 encoder layers and
12 attention heads.

4.2 Evaluation corpora

We evaluate these models on nine different clinical
entity recognition tasks; four in French, two in
Spanish and three in English. In order to ensure a
fair comparison between models and evaluate more
directly the knowledge transfer capabilities of the
pre-trained models, we restrict ourselves to a one-
shot setting for all tasks, i.e. the model is given
a single pass over the training data before being
evaluated on the test set. For all fine-tuning runs,
we use an effective batch size of 4 (we found that
very frequent optimizer updates give better results
in for few-shot learning), learning rate 2 × 10−5

and weight decay of 0.01.

CAS/ESSAIS CAS (Grabar et al., 2018) and ES-
SAIS (Dalloux et al., 2021) are corpora of clinical
cases in French for which a subset is annotated with
part-of-speech tags as well as semantic biomedi-
cal annotations (UMLS concepts, negation, and

316

https://huggingface.co/datasets
https://live.european-language-grid.eu/catalogue/corpus/7618
https://live.european-language-grid.eu/catalogue/corpus/7618


Table 2: Results on the French-language NER tasks. Bold: best result, underlined: next best.

CAS-POS CAS-SG QUAERO-MEDLINE ESSAI-POS
Model P R F1 P R F1 P R F1 P R F1
DrBERT-4GB 90.94 91.59 90.84 65.86 64.89 62.20 68.65 69.38 66.66 94.83 95.08 94.69
+ UMLS-KGI 93.15 93.22 92.84 70.82 69.98 67.14 71.59 72.37 69.90 94.92 94.76 94.59
KGI-BERTFR 88.55 88.40 87.82 71.57 66.90 65.79 71.78 72.93 70.75 95.46 95.40 95.18
KGI-BERTm 90.87 90.58 90.16 71.14 69.81 67.28 72.04 72.89 70.96 94.88 94.84 94.55

Table 3: Results on the English-language NER tasks.

NCBI-Disease BioRED-NER JNLPBA04
Model P R F1 P R F1 P R F1
PubMedBERT 93.81 94.26 93.53 84.76 85.33 83.35 81.57 82.59 81.13
+ UMLS-KGI 94.65 95.11 94.46 84.28 85.92 83.64 85.75 86.04 85.15
KGI-BERTEN 89.33 89.43 88.99 82.98 85.89 82.99 81.82 82.90 81.47
KGI-BERTm 89.40 90.04 89.16 82.67 84.63 81.97 81.24 82.47 82.02

uncertainty). We evaluate our models on the two
corresponding medical POS-tagging tasks, CAS-
POS and ESSAI-POS, as well as formulating a
semantic-group token classification task using the
CAS corpus annotations (CAS-SG).

QUAERO The QUAERO French Medical Cor-
pus (Névéol et al., 2014) is a corpus of biomedical
documents from EMEA and Medline annotated
with UMLS concepts to facilitate entity recogni-
tion and document classification tasks. The NER
evaluation task we make use of here, QUAERO-
MEDLINE, involves semantic group identification
in the Medline documents.

PharmaCoNER (Gonzalez-Agirre et al., 2019)
Designed for the automated recognition of phar-
macological substances, compounds and proteins
in Spanish-language clinical documents, this is a
manually annotated subset of the Spanish Clinical
Case Corpus (SPACCC (Intxaurrondo, 2018)).

MEDDOCAN Similarly to PharmaCoNER, the
MEDDOCAN corpus (Marimon et al., 2019) is an
annotated subset of SPACCC, in this case with se-
mantic entity types relevant to clinical document
anonymisation, i.e. words and expressions consti-
tuting Personal Health Information (PHI).

NCBI-Disease (Doğan et al., 2014) The NCBI
disease corpus is made up of PubMed abstracts
with annotated disease mentions. In this work, we
restrict our attention to token classification at the
mention level.

BioRED (Luo et al., 2022) This corpus is de-
signed for biomedical relation extraction and en-

tity recognition; we focus on the latter in this
work. This task can be considered a more seman-
tically general version of the NCBI disease recog-
nition task, in that the BioRED corpus consists of
PubMed abstracts annotated with a diverse range
of entity types including genes, proteins and chem-
icals.

JNLPBA04 NER Dataset (Collier and Kim,
2004) Developed in the context of a biomedical
entity recognition shared task, this corpus consists
of Medline documents annotated with mentions of
DNA, RNA, proteins, cell types and cell lines.

We report the macro-averaged precision, recall
and F1-score for each task. Results for the French,
English and Spanish tasks can be seen in Tables
2, 3, and 4 respectively. We find that the best-
performing models are in general the pre-trained
checkpoints for which training has been extended
via knowledge graph integration. This is unsur-
prising given that these are the models that have
undergone the most domain-specific pre-training
among all variants. It is important to highlight,
moreover, the fact that the KGI-BERT variants are
competitive with the pre-trained baselines for many
tasks, despite being trained on less data. The largest
improvements brought about by the UMLS-KGI
training strategy can be seen in the French and
Spanish tasks, suggesting that this technique will
be more beneficial for lower-resource languages for
which there is more room for improvement with
respect to existing models.

The number of documents and target label
classes for each evaluation task is show in Table 5.
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Table 4: Results on the Spanish-language NER tasks. Bold: best result, underlined: next best.

PharmaCoNER MEDDOCAN
Model P R F1 P R F1
BioRoberta-ES 81.11 81.99 80.41 91.41 93.15 91.84
+ UMLS-KGI 83.52 84.30 83.90 93.65 95.32 91.99
KGI-BERTES 79.95 80.14 78.11 92.28 92.93 92.17
KGI-BERTm 85.05 85.95 85.49 92.32 92.65 91.98

Table 5: Number of documents and target classes in the
NER evaluation datasets

Dataset Train Dev Test N. Classes
CAS-POS 2,652 569 569 31

CAS-SG 167 54 54 15

QUAERO-MEDLINE 788 790 787 11

ESSAI-POS 5,072 1,088 1,087 34

NCBI-Disease 5,433 924 941 3

BioRED-NER 387 98 97 7

JNLPBA04 16,619 1,927 3,856 11

PharmaCoNER 500 250 250 5

MEDDOCAN 500 250 250 22

4.3 Ablation Experiments

In order to measure the relative effect of the three
KG-derived pre-training tasks on downstream per-
formance, we perform ablation experiments with
the continually pre-trained models. This involved
comparing the downstream performance on the
NER tasks of different versions of the UMLS-
extended models, each with one of the three KG-
based pre-training tasks excluded from the pre-
training process. For ablation, we use identical
experimental settings to those described previously,
except with 32 pre-training epochs rather than 64.

In general, the ablation results, for which the
macro F1 scores are shown in Table 6, suggest that
the majority of the benefits in terms of NER perfor-
mance are brought about by the link prediction task,
although there are not enough statistically signifi-
cant differences among the results to fully justify
this conclusion.

It is clear also that certain tasks tend to add un-
helpful noise to the model with respect to some
tasks, in particular the ESSAI-POS task in French
and the MEDDOCAN task in Spanish. This may be
due to the nature of these entity recognition tasks
being more linked to general semantic patterns (i.e.
parts-of-speech and identifying information) such
that the addition of biomedical knowledge to the
models does not improve their representation of the

relevant concepts.

5 Conclusions and Future Work

This paper introduces UMLS-KGI, a framework for
training BERT models using knowledge graphs re-
quiring highly minimal adjustments to the standard
language modelling paradigm. We show the poten-
tial of this method to increase the performance of
BERT models on various NER tasks. The results
presented in this paper suggest that for clinical
NER tasks, high-quality small-scale datasets de-
rived from structured information, alongside along-
side relatively small clinical text corpora, can be
as effective as large-scale corpora for pre-training
BERT models. We make our models and data-
processing pipelines freely available online.

Future work in this direction will involve the in-
corporation of more diverse graph-based reasoning
tasks in the pre-training strategy with more fine-
grained representation of relation types, as well as
intrinsic evaluation of the UMLS-KGI-BERT lan-
guage representations via embedding visualisation
and interpretability studies.

Limitations

The work presented in this paper is subject to a
number of limitations which will be addressed in fu-
ture work. Firstly, we evaluate UMLS-KGI-BERT
on a very narrow range of tasks limited to token
classification - a broader range of information ex-
traction and reasoning tasks would be necessary for
a more complete picture of the utility of our pre-
training methods. In addition, we only train mod-
els for mid-to-high-resource languages; to properly
validate the applicability of this approach, in par-
ticular the lessening of the need to rely on large
training corpora, it will be necessary to train and
evaluate such models in more low-resource set-
tings.
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Table 6: Macro-F1 scores for the ablation experiments.

Dataset
Base Model KG Tasks CAS-POS CAS-SG QUAERO-MEDLINE ESSAI-POS
DrBERT-4GB - 90.84 62.20 66.66 94.69

EP+LP 91.59 64.85 66.08 94.62
EP+TC 90.86 62.11 66.75 94.88
TC+LP 92.01 65.98 66.89 94.41
all 92.04 66.22 67.15 94.50

NCBI-Disease BioRED-NER JNLPBA04
PubMedBERT - 93.53 83.35 81.13

EP+LP 93.24 82.40 81.25
EP+TC 93.37 83.09 82.66
TC+LP 94.13 83.38 84.30
all 94.11 83.45 84.36

PharmaCoNER MEDDOCAN
BioRoberta-ES - 81.11 91.84

EP+LP 81.12 91.86
EP+TC 82.40 91.80
TC+LP 83.22 91.71
all 83.46 91.77
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Table 7: Size of the UMLS dataset from which the KG-
based pre-training corpus was sampled.

Language Terms CUIs Relations
English 3,912,195 2,245,468 17,121,829

Spanish 303,978 118,061 437,578

French 202,963 171,060 669,006

Total 4,419,136 2,534,589 18,228,413

Entities. In Proceedings of the 57th Annual Meet-
ing of the Association for Computational Linguistics,
pages 1441–1451, Florence, Italy. Association for
Computational Linguistics.

A Dataset Statistics

A.1 UMLS Knowledge Graph
We use the 2022AB release of the UMLS knowl-
edge graph, which contains 8,751,471 concepts
defined by 3,711,072 unique identifiers (CUIs),
and 25,369,590 relations. Restricting our attention
to semantic types related to human biology and
medicine, we end up with the base dataset outlined
in Table 7.

B Supplementary Experimental Details

Pre-trained Checkpoints We use the following
pre-trained model weights downloaded from the
HuggingFace model hub as baseline models;

• DrBERT: Dr-BERT/DrBERT-4GB

• PubMedBERT:
microsoft/BiomedNLP-PubMedBERT-base-
uncased-abstract-fulltext

• BioRoBERTa-ES:
PlanTL-GOB-ES/roberta-base-
biomedical-clinical-es

Model Hyperparameters The hyperparameter
settings used for the pre-training on the UMLS-
based dataset are shown in Table 8. The pre-
training process used a linear learning rate sched-
ule with warmup, where the learning rate increases
from zero over the warmup period until it reaches
the specified before decaying linearly over the rest
of the training steps. In the interest of minimising
the energy consumption of our experiments, we
carried out very minimal hyperparameter search,
leaving most parameters at their default values. The
experiments were run using Python 3.8.15, with Py-
Torch version 2.0.0 and CUDA 11.8, along with
the transformers library version 4.27.4.

Table 8: Hyperparameter settings for pre-training the
UMLS-KGI models.

Parameter Value
Sequence Length 256

Learning rate 0.00075

Learning rate warmup steps 10,770

Batch size 15

Gradient accumulation steps 100

MLM probability 0.15

Hardware specifications The pre-training exper-
iments were run on four Nvidia Tesla V100 GPUs
with 32GB of RAM, while the fine-tuning experi-
ments were run on an RTX 2080 Ti with 11GB of
RAM.
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Abstract
This paper describes our submission to the
MEDIQA-Chat 2023 shared task for automatic
clinical note generation from doctor-patient
conversations. We report results for two ap-
proaches: the first fine-tunes a pre-trained lan-
guage model (PLM) on the shared task data,
and the second uses few-shot in-context learn-
ing (ICL) with a large language model (LLM).
Both achieve high performance as measured by
automatic metrics (e.g. ROUGE, BERTScore)
and ranked second and first, respectively, of all
submissions to the shared task. Expert human
scrutiny indicates that notes generated via the
ICL-based approach with GPT-4 are preferred
about as often as human-written notes, mak-
ing it a promising path toward automated note
generation from doctor-patient conversations.1

1 Introduction

The growing burden of clinical documentation has
emerged as a critical issue in healthcare, increas-
ing job dissatisfaction and burnout rates among
clinicians and negatively impacting patient experi-
ences (Friedberg et al., 2013; Babbott et al., 2014;
Arndt et al., 2017). On the other hand, timely and
accurate documentation of patient encounters is
critical for safe, effective care and communication
between specialists. Therefore, interest in assisting
clinicians by automatically generating consultation
notes is mounting (Finley et al., 2018; Enarvi et al.,
2020; Molenaar et al., 2020; Knoll et al., 2022).

To further encourage research on automatic clin-
ical note generation from doctor-patient conversa-
tions, the MEDIQA-Chat Dialogue2Note shared
task was proposed (Ben Abacha et al., 2023). Here,
we describe our submission to subtask B: the gener-
ation of full clinical notes from doctor-patient dia-
logues. We explored two approaches; the first fine-
tunes a pre-trained language model (PLM, §3.1),

∗Core contributors. See author contributions
1https://github.com/bowang-lab/

MEDIQA-Chat-2023

LED

(1) Fine-tune on shared task data

LED 
(fine-tuned)

Instructor

Train set

(2) Generate notes given unseen dialogues

(A) Fine-tuning a PLM

(B) Few-shot ICL with LLMs

(1) Rank train examples based on similarity to test dialogue

Train set

(2) Use top-k notes as in-context examples

Test dialogue Generated note

Test dialogue Generated note

Natural language 
instructions

Top-k train notes

Test dialogue

Figure 1: (A) Fine-tuning a pre-trained language model
(PLM), Longformer-Encoder-Decoder (LED, Beltagy
et al. 2020). (B) In-context learning (ICL) with large lan-
guage models (LLMs). We rank train examples based
on their similarity to the test dialogue using Instructor
(Su et al., 2022a). Notes of the top-k most similar ex-
amples are then used as in-context examples to form a
prompt alongside natural language instructions and fed
to GPT-4 (OpenAI, 2023) to generate the clinical note.

while the second uses few-shot in-context learn-
ing (ICL, §3.2). Both achieve high performance
as measured by automatic natural language gen-
eration metrics (§4) and ranked second and first,
respectively, of all submissions to the shared task.
In a human evaluation with three expert physicians,
notes generated via the ICL-based approach with
GPT-4 were preferred about as often as human-
written notes (§4.3).

2 Shared Task and Dataset

MEDIQA-Chat 2023 proposed two shared tasks:

1. Dialogue2Note Summarization: Given a
conversation between a doctor and patient, the
task is to produce a clinical note summarizing
the conversation with one or more note sec-
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 Example Doctor-Patient Conversation

[doctor]   hi, ms. thompson. i'm dr. moore. how are you?
[patient]  hi, dr. moore.
[doctor]   hi.
[patient]  i'm doing okay except for my knee.
[doctor]   all right, hey, dragon, ms. thompson is a 43 year old 
female here for right knee pain. so tell me what happened 
with your knee?
[patient]  well, i was, um, trying to change a light bulb, and i 
was up on a ladder and i kinda had a little bit of a stumble 
and kinda twisted my knee as i was trying to catch my fall.
[doctor]   okay. and did you injure yourself any place else?
[patient]  no, no. it just seems to be the knee.
[doctor]   all right. and when did this happen?
[patient]  it was yesterday.
[doctor]   all right. and, uh, where does it hurt mostly?
[patient]  it hurts like in, in, in the inside of my knee.
[doctor]   okay.
[patient]  right here.
[doctor]   all right. and anything make it better or worse?
[patient]  i have been putting ice on it, uh, and i've been 
taking ibuprofen, but it doesn't seem to help much.
[doctor]   okay. so it sounds like you fell a couple days ago, 
and you've hurt something inside of your right knee.
[patient]  mm-hmm.
[doctor]   and you've been taking a little bit of ice, uh, putting 
some ice on it, and hasn't really helped and some ibuprofen. is 
that right?

--------- TRUNCATED ---------

[doctor]   so in summary after my exam, uh, looking at your 
knee, uh, on the x-ray and your exam, you have some 
tenderness over the medial meniscus, so i think you have 
probably an acute medial meniscus sprain right now or strain. 
uh, at this point, my recommendation would be to put you in a 
knee brace, uh, and we'll go ahead and have you use some 
crutches temporarily for the next couple days. we'll have you 
come back in about a week and see how you're doing, and if 
it's not better, we'll get an mri at that time.
[patient]  okay.
[doctor]   i'm going to recommend we give you some motrin, 
800 milligrams. uh, you can take it about every six hours, uh, 
with food. uh, and we'll give you about a two week supply.
[patient]  okay.
[doctor]   okay. uh, do you have any questions?
[patient]  no, i think i'm good.
[doctor]   all right. hey, dragon, order the medications and 
procedures discussed, and finalize the report. okay, come with 
me and we'll get you checked out.

 Example Clinical Note

Objective Results

RESULTS
X-rays of the right knee show no obvious signs of acute 
fracture or dislocation. Mild effusion is noted.

Subjective

CHIEF COMPLAINT
Right knee pain.

HISTORY OF PRESENT ILLNESS
Ms. Thompson is a 43-year-old female who presents 
today for an evaluation of right knee pain. She states 
she was trying to change a lightbulb on a ladder [...]

CURRENT MEDICATIONS
Ibuprofen, digoxin.

PAST MEDICAL HISTORY
Atrial fibrillation.

PAST SURGICAL HISTORY
Rhinoplasty.

Assessment and Plan

IMPRESSION
Right knee acute medial meniscus sprain.

PLAN
At this point, I discussed the diagnosis and treatment 
options with the patient. I have recommended a knee 
brace. She will take Motrin 800 mg, every 6 hours with 
food, for two weeks. She will use crutches for the next 
couple of days. She will follow up with me in 1 week [...]

Objective Exam

EXAM
Examination of the right knee shows pain with flexion. 
Tenderness over the medial joint line. No pain in the calf. 
Pain with valgus stress. Sensation is intact.

Figure 2: Example of a paired doctor-patient conversation and clinical note from the subtask B validation set.
Dialogue has been lightly cleaned for legibility (e.g. remove trailing white space). Parts of the dialogue and note
have been truncated. During evaluation, sections are grouped under one of four categories: “Subjective”, “Objective
Exam”, “Objective Results”, and “Assessment and Plan” (see §2.1 for details).

tions (e.g. Assessment, Past Medical History).

2. Note2Dialogue Generation: Given a clinical
note, the task is to generate a synthetic doctor-
patient conversation related to the information
described in the note.

We focused on Dialogue2Note, which is divided
into two subtasks. In subtask ‘A’ (Ben Abacha et al.,
2023), the goal is to generate specific sections of a
note given partial doctor-patient dialogues. In sub-
task ‘B’ (Yim et al., 2023), the goal is full note gen-
eration from complete dialogues. The remainder
of the paper focuses on subtask B; see Appendix A
for our approach to subtask A, which also ranks
first of all submissions to the shared task.

2.1 Task definition

Each of the k examples consist of a doctor-patient
dialogue, D = d1, . . . , dk and a corresponding
clinical note, N = n1, . . . , nk. The aim is to au-
tomatically generate a note ni given a dialogue di.
Each note comprises one or more sections, such as
“Chief Complaint”, and “Family history”. During
evaluation, sections are grouped under one of four
categories: “Subjective”, “Objective Exam”, “Ob-
jective Results”, and “Assessment and Plan”.2 See
Figure 2 for an example doctor-patient conversa-
tion and clinical note pair.

2See here for the mapping
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Figure 3: Histogram of token lengths for subtask B train
and validation sets. Dialogues and notes were tokenized
with tiktoken using the “gpt-4” encoding.

2.2 Dataset
The dataset comprises 67 train and 20 valida-
tion examples, featuring transcribed dialogues
from doctor-patient encounters and the resulting
clinician-written notes. Each example is labelled
with the ‘dataset source’, indicating the dialogue
transcription system used to produce the note.

3 Approach

We take two high-performant approaches to the
shared task. In the first, we fine-tune a pre-trained
language model (PLM) on the provided training set
(§3.1). In the second, we use in-context learning
(ICL) with a large language model (LLM, §3.2).

3.1 Fine-tuning pre-trained language models
As a first approach, we fine-tune a PLM on the
training set following a canonical, sequence-to-
sequence training process (Figure 1 A; see Ap-
pendix C for details). Given the length of input
dialogues (Figure 3), we elected to use Longformer-
Encoder-Decoder (LED, Beltagy et al. 2020),
which has a maximum input size of 16,384 tokens.
We begin fine-tuning from a LEDLARGE checkpoint
tuned on the PubMed summarization dataset (Co-
han et al., 2018), which performed best in prelimi-
nary experiments.3 The model was fine-tuned using
HuggingFace Transformers (Wolf et al., 2020) on
a single NVIDIA A100-40GB GPU. Hyperparame-
ters were lightly tuned on the validation set.4

3https://huggingface.co/patrickvonplaten/
led-large-16384-pubmed

4See Appendix B.1 for details

 Prompt Template

In-context examples (up to 3)

EXAMPLE NOTE: HISTORY OF PRESENT ILLNESS\nMr. Fisher is 
a 59-year-old male who presents for routine follow up of 
his chronic problems. [...]

Natural language instructions

Write a clinical note reflecting this doctor-patient 
dialogue. Use the example notes below to decide the 
structure of the clinical note. Do not make up information.

Test input

DIALOGUE: [doctor] hi , martha . how are you ?\n[patient] 
i'm doing okay . how are you ? [...] [doctor] martha is a 
50-year-old female with a past medical history 
significant for congestive heart failure [...]
CLINICAL NOTE:

Figure 4: Prompt template for our in-context learning
(ICL) based approach. Each prompt includes natural
language instructions, up to 3 in-context examples, and
an unseen doctor-patient dialogue as input.

3.2 In-context learning with LLMs

As a second approach, we attempt subtask B with
ICL. We chose GPT-4 (OpenAI, 2023)5 as the LLM
and designed a simple prompt, which included nat-
ural language instructions and in-context examples
(Figure 4). We limited the prompt size to 6192
tokens — allowing for 2000 output tokens, as the
model’s maximum token size is 8,192 — and used
as many in-context examples as would fit within
this token limit, up to a maximum of 3. We set the
temperature parameter to 0.2 and left all other hy-
perparmeters of the OpenAI API at their defaults.

Natural language instructions During prelim-
inary experiments, we found that GPT-4 was not
overly sensitive to the exact phrasing of the natural
language instructions in the prompt. We, therefore,
elected to use short, simple instructions (Figure 4).

In-context example selection Each in-context
example is a note from the train set. To select the
notes, we first embed the dialogues of each training
example and the input dialogue. Train dialogues
are then ranked based on cosine similarity to the
input dialogue; notes of the resulting top-k training
examples are selected as the in-context examples
(see Figure 1, B). Dialogues were embedded using
Instructor (Su et al., 2022a), a text encoder that

5Specifically, the 03/14/2023 snapshot, “gpt-4-0314”
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supports natural language instructions.6 Lastly, we
restricted in-context examples to be of the same
‘dataset source’ (see §2.2) as the input dialogue,
hypothesizing that this may improve performance.7

3.3 Evaluation

Models are evaluated with the official evaluation
script8 on the validation set (as test notes are not
provided). Generated notes are evaluated against
the provided ground truth notes with ROUGE
(Lin, 2004), BERTScore (Zhang et al., 2020) and
BLEURT (Sellam et al., 2020). We report perfor-
mance as the arithmetic mean of ROUGE-1 F1,
BERTScore F1 and BLEURT-20 (Pu et al., 2021).

4 Results

4.1 Fine-tuning pre-trained language models

We present the results of fine-tuning LED in Ta-
ble 1. Due to the non-determinism of the LED im-
plementation,9 we report the mean results of three
training runs. Unsurprisingly, we find that scaling
the model size from LEDBASE (12 layers, ∼162M
parameters) to LEDLARGE (24 layers, ∼460M pa-
rameters) leads to sizable gains in performance.
Performance further improves by initializing the
model with a checkpoint fine-tuned on the PubMed
summarization dataset (LEDLARGE-PubMed). This is
likely because (1) Dialouge2Note resembles a sum-
marization task, and (2) text from PubMed is more
similar to clinical text than is the general domain
text used to pre-train LED.10 Our submission to
the shared task using this approach ranked second
overall, outperforming the next-best submission by
2.7 average score; a difference comparable to the
improvement in performance we see by doubling
model size (see LEDBASE vs. LEDLARGE, Table 1).

4.2 In-context learning with LLMs

We present the results of ICL with GPT-4 in Ta-
ble 2. We note several interesting trends in order
of magnitude of impact. First, selecting in-context

6We used the following instructions: “Represent the
Medicine dialogue for clustering: {dialogue}”

7Manual review revealed that dataset source was predictive
of note structure & style; likely because it indicates which
clinician or electronic health record system produced the note

8https://github.com/abachaa/MEDIQA-Chat-2023/
blob/main/scripts/evaluate_summarization.py

9https://github.com/huggingface/transformers/
issues/12482

10LED is initialized from BART (Lewis et al., 2020), which
was pre-trained on a combination of text from Wikipedia and
BooksCorpus (Zhu et al., 2015)

Table 1: Fine-tuning LED. Mean and standard deviation
(SD) of three training runs is shown. Scaling model size
and pre-training on a related task improve performance.
Bold: best scores.

Model ROUGE-1 F1 BERTScore F1 BLEURT Avg.

LEDBASE 57.00.4 67.30.1 36.90.0 53.8
LEDLARGE 59.80.2 70.00.6 41.10.8 57.0
LEDLARGE-PubMed 61.70.4 70.70.2 41.50.6 57.9

examples based on the similarity of dialogues has a
strong positive impact, typically improving average
score by 4 or more. Using only notes as in-context
examples, as opposed to dialogue-note pairs, also
has a positive impact, typically improving average
score by ∼1. Surprisingly, increasing the number
of in-context examples had a marginal effect on per-
formance. Together these results suggest that the
in-context examples’ primary benefit is providing
guidance with regard to the expected note structure,
style and length. Finally, filtering in-context exam-
ples to be of the same ‘dataset source’ as the input
dialogue has a negligible impact on performance.

The best strategy out-performs LED by almost 3
average score (60.8 vs. 57.9, see Table 1 & Table 2)
and achieves first place of all submissions to the
shared task, out-performing the runner up by > 9
average score. We conclude that (1) few-shot ICL
with GPT-4, using as little as one example, is a per-
formant approach for note generation from doctor-
patient conversations, and (2) using the notes of
semantically similar dialogue-note pairs is a strong
strategy for selecting the in-context examples.

4.3 Human evaluation
Automatic evaluation metrics like ROUGE,
BERTScore and BLEURT are imperfect and may
not correlate with aspects of human judgment.11

Therefore, we conducted an expert human eval-
uation to validate our results. To make annota-
tion feasible, we conducted it on the validation set
(20 examples) using the best performing fine-tuned
model: LEDLARGE-PubMed (Table 1), and best per-
forming ICL-based approach: 3-shot, similar, note-
only examples filtered by dataset type (Table 2).

Three senior resident physicians12 were shown
a ground truth note, a note generated by the
fine-tuned model, and a note generated by the
ICL-based approach for each example (presented
in random order as clinical note ‘A’, ‘B’ and ‘C’)

11See §6 for an extended discussion
12The three annotators are a subset of the authors who did

not interact with the model or model outputs before annotation
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Table 2: ICL with GPT-4. Mean of ROUGE-1 F1, BERTScore F1 and BLEURT for three runs is shown. Selecting
in-context examples based on similarity to input dialogue improves performance. Dialogue-note pairs as in-context
examples (omitting 3-shot results due to token length limits) underperforms notes only. Filtering in-context examples
to be of the same ‘dataset source’ as the input dialogue has little effect. Bold: best scores. SD < 0.1 in all cases.

Unfiltered Filtered by dataset source

Example selection strategy 0-shot 1-shot 2-shot 3-shot 0-shot 1-shot 2-shot 3-shot

Dialogue-note pairs as in-context examples

random 52.2 54.5 53.9 – – 54.8 54.5 –
similar dialogues – 59.4 59.4 – – 60.1 60.3 –

Notes only as in-context examples

random – 56.3 56.7 56.7 – 56.3 56.5 56.7
similar dialogues – 60.7 60.6 60.4 – 60.8 60.4 60.8

Table 3: Human evaluation. Three physicians selected
their preference from human written ground-truth notes
(GT), notes produced by the fine-tuned model (FT) and
notes produced by in-context learning (ICL). Win rate
is % of cases where note was preferred, excluding ties.

Preferred Ties Win rate (%)

Physician GT FT ICL FT/ICL All GT FT ICL

1 9 1 4 2 4 64 7 29
2 5 0 14 0 1 26 0 74
3 9 0 6 0 5 60 0 40

Total 23 1 24 2 10 48 2 50

and asked to select which note(s) they preferred,
given a dialogue and some simple instructions:

Instructions: Please asses the clinical notes A,
B and C relative to the provided doctor-patient
dialogue. For each set of notes, you should se-
lect which note you prefer (‘A’, ‘B’, or ‘C’). If you
have approximately equal preference for two notes,
select (‘A/B’, ‘B/C’, or ‘C/A’). If you have no pref-
erence, select ‘A/B/C’. A ‘good’ note should con-
tain all critical, most non-critical and very little
irrelevant information mentioned in a dialogue:

• Critical: Items medico-legally required to
document the diagnosis and treatment deci-
sions whose absence or incorrectness may
lead to wrong diagnosis and treatment later
on, e.g. the symptom "cough" in a suspected
chest infection consultation. This is the key
information a note needs to capture correctly
in order to not mislead clinicians.

• Non-critical: Items that should be docu-
mented in a complete note but whose absence
will not affect future treatment or diagnosis,
e.g. "who the patient lives with" in a consulta-
tion about chest infection.

• Irrelevant: Medically irrelevant information
covered in the consultation, e.g. the pet of a
patient with a suspected chest infection just
died.

The definitions of critical, non-critical and irrel-
evant information are taken from previous work
on human evaluation of generated clinical notes
(Moramarco et al., 2022; Savkov et al., 2022).

In short, notes generated by ICL are strongly
preferred over notes generated by the fine-tuned
model and, on average, slightly preferred over the
human-written notes (Table 3), validating the high
performance reported by the automatic metrics. We
note, however, that inter-annotator agreement is
low and speculate why this might be in §6.

5 Related Work

Automated note generation from doctor-patient
conversations has received increasing attention in
recent years (Finley et al., 2018; Enarvi et al., 2020;
Molenaar et al., 2020; Knoll et al., 2022). Different
methods have been proposed, such as extractive-
abstractive approaches (Joshi et al., 2020; Krishna
et al., 2021; Su et al., 2022b) and fine-tuning PLMs
(Zhang et al. 2021, similar to our approach in §3.1).
Others have focused on curating data for training
and benchmarking (Papadopoulos Korfiatis et al.,
2022), including the use of LLMs to produce syn-
thetic data (Chintagunta et al., 2021). Lastly, there
have been efforts to improve the evaluation of gen-
erated clinical notes, both with automatic metrics
(Moramarco et al., 2022) and human evaluation
(Savkov et al., 2022). While recent literature has
commented on the potential of ICL for note gener-
ation (Lee et al., 2023), our work is among the first
to evaluate this approach rigorously.
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6 Conclusion

We present our submission to the MEDIQA-Chat
shared task for clinical note generation from doctor-
patient dialogues. We evaluated a fine-tuning-based
approach with LED and an ICL-based approach
with GPT-4, ranking second and first, respectively,
among all submissions. Human evaluation with
three physicians revealed that notes produced by
GPT-4 via ICL were strongly preferred over notes
produced by LED and, on average, slightly pre-
ferred over human-written notes. We conclude that
ICL is a promising path toward clinical note gener-
ation from doctor-patient conversations.

Limitations

Evaluation of generated text is difficult Evalu-
ating automatically generated text, including clin-
ical notes, is generally hard due to the inherently
subjective nature of many aspects of output quality.
Automatic evaluation metrics such as ROUGE and
BERTScore are imperfect (Deutsch et al., 2022)
and may not correlate with aspects of expert judg-
ment. However, they are frequently used to evalu-
ate model-generated clinical notes and do correlate
with certain aspects of quality (Moramarco et al.,
2022). To further validate our findings, we also
conducted a human evaluation with three expert
physicians (§4.3). As noted previously (Savkov
et al., 2022), even human evaluation of clinical
notes is far from perfect; inter-annotator agreement
is generally low, likely because physicians have
differing opinions on the importance of each pa-
tient statement and whether it should be included
in a consultation note. We also found low inter-
annotator agreement in our human evaluation and
speculate this is partially due to differences in spe-
cialties among the physicians. Physicians 1 and
3, both from family medicine, had high agreement
with each other but low agreement with physician 2
(cardiac surgery, see Table 3). Investigating better
automatic metrics and best practices for evaluating
clinical notes (and generated text more broadly) is
an active field of research. We hope to integrate
novel and performant metrics in future work.

Data privacy While our GPT-4 based solution
achieves the best performance, it is not compliant
with data protection regulations such as HIPAA;
although Azure does advertise a HIPAA-compliant

option.13 From a privacy perspective, locally de-
ploying a model such as LED may be preferred;
however, our results suggest that more work is
needed for this approach to reach acceptable per-
formance (see Table 3). In either case, when im-
plementing automated clinical note-generation sys-
tems, healthcare providers and developers should
ensure that the whole system — including text-to-
speech, data transmission & storage, and model
inference — adheres to privacy and security re-
quirements to maintain trust and prevent privacy
violations in the clinical setting.

Ethics Statement

Developing an automated system for clinical note
generation from doctor-patient conversations raises
several ethical considerations. First, informed con-
sent is crucial: patients must be made aware of their
recording, and data ownership must be prioritized.
Equitable access is also important; the system must
be usable for patients from diverse backgrounds,
including those with disabilities, limited technical
literacy, or language barriers. Addressing issues
of data bias and fairness are necessary to avoid un-
fair treatment or misdiagnosis for certain patient
groups. The system must implement robust secu-
rity measures to protect patient data from unautho-
rized access or breaches. Establishing clear lines
of accountability for errors or harms arising from
using an automated system for note generation is
paramount. Disclosure of known limitations or po-
tential risks associated with using the system is
essential to maintain trust in the patient-physician
relationship. Finally, ongoing evaluations are nec-
essary to ensure that system performance does not
degrade and negatively impact the quality of care.
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FLAN-T5

(2) Fine-tune on shared task data

FLAN-T5
(fine-tuned)

Train set

Test dialogue

(1) Preprocess targets

(3) Parse section headers and text from model generations

Target

"Section header: {section_header} Section text: {section_text}"

Output

Section header: GENHX
Section text: The patient is a 26 YO female, 
referred to Physical Therapy for low back pain [...]

Figure 5: Fine-tuning FLAN-T5 (Chung et al., 2022)
for subtask A. Before training, targets are preprocessed
as “Section header: {section_header} Section text:
{section_text}”. After decoding, the section header
and text are parsed using regular expressions.

A Subtask A

In subtask A of the Dialogue2Note Summarization
shared task, given a partial doctor-patient dialogue,
the goals are to: (1) predict the appropriate section
header, e.g. “PASTMEDICALHX” and (2) gener-
ate that specific section of a note. We approached
this task by fine-tuning a PLM on the provided
training set, following a canonical, sequence-to-
sequence training process (see Appendix C for
details). In preliminary experiments, we found
that the instruction-tuned FLAN-T5 (Chung et al.,
2022) performed particularly well at this task.

We hypothesized that jointly learning to predict
the section header and generate the section text
would improve overall performance. To do this, we
preprocessed the training set so the targets were
of the form: “Section header: {section_header}
Section text: {section_text}”. After decoding,
the section header and text were parsed using reg-
ular expressions and evaluated separately (Fig-
ure 5). Section header prediction was evaluated
as the fraction of predicted headers that match the
ground truth (accuracy), and section text was eval-
uated similarly to subtask B (see §3.3). In cases
where the model output an invalid section header,14

we replaced it with “GENHX” (general history),
which tends to summarize the contents of the other
sections. The model was fine-tuned on a single
NVIDIA A100-40GB GPU. Hyperparameters were
lightly tuned on the validation set (Table 4).

We present the results of our approach on the
14In practice, we found that the fine-tuned model rarely, if

ever, generates invalid section headers

Figure 6: Histogram of token lengths for subtask
A train and validation sets. Dialogues and notes
were tokenized with HuggingFace Tokenizers using
“google/flan-t5-large”. Lengths greater than the
99th-percentile are omitted to make the plot legible.

validation set in Table 5. Similar to subtask B (see
§4.1), we find, perhaps unsurprisingly, that scal-
ing the model size from FLAN-T5BASE (24 layers,
∼250M parameters) to FLAN-T5LARGE (48 layers,
∼780M parameters) leads to large improvements in
performance. Performance is further improved by
jointly learning to predict section headers and gen-
erate note sections. Our submission to the shared
task based on this approach tied for first on section
header prediction (78% accuracy), and ranked first
for note section generation (average ROUGE-1,
BERTScore and BLEURT F1-score of 57.9).

B Subtask B

B.1 Hyperparameter tuning of LED

We lightly tuned the hyperparameters of
LEDLARGE-PubMed on the subtask B validation set
against the average ROUGE-1 F1, BERTScore F1
and BLEURT-20 scores. The best hyperparameters
obtained are given in Table 6. We used the same
hyperparameters when fine-tuning LEDBASE and
LEDLARGE in §4.1.

B.2 Post processing LEDs outputs

In practice, we found that the fine-tuned LED
model sometimes produces invalid section head-
ers; notably, this problem did not occur with the
ICL-based approach using GPT-4. Therefore, we
lightly post-processed LEDs outputs using a simple
script that identifies section headers produced by
the model not in the ground truth set and uses fuzzy
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Table 4: Hyperparameters used with FLAN-T5 on the Dialogue2Note subtask A

Hyperparameter Value Comment

max_source_length 1024 truncate input sequences to this max length
max_target_length 512 truncate output sequences to this max length
source_prefix “Summarize the following patient-

doctor dialogue. Include all medi-
cally relevant information, including
family history, diagnosis, past medical
(and surgical) history, immunizations,
lab results and known allergies. You
should first predict the most relevant
clinical note section header and then
summarize the dialogue. Dialogue:”

instruction text prepended to all inputs

train_batch_size 8 batch size during training
eval_batch_size 12 batch size during inference
learning_rate 1e-4 learning rate during training
optimizer AdamW (Loshchilov and Hutter,

2019)
optimizer used during training

num_train_epochs 20 total number of training epochs
warmup_ratio 0.1 proportion of training steps to linearly increase

the learning rate to learning_rate
lr_scheduler linear with warmup learning rate linearly increased during first

warmup_ratio fraction of train steps and linearly
decreased to 0 afterwords

weight_decay 0.01 not applied to bias & LayerNorm weights
label_smoothing 0.1 label smoothing factor used during training
bf16 true whether to use BF16 during training
num_beams 2 beam size used during beam search decoding

Table 5: Fine-tuning FLAN-T5. Accuracy of predicted section headers and score of generated note sections is
shown. Jointly learning to predict section headers and generate notes improve performance. Bold: best scores.

Note generation

Model Header prediction (%) ROUGE-1 F1 BERTScore F1 BLEURT Avg.

Random header 8.0 – – – –
Majority header 22.0 – – – –
FLAN-T5BASE 71.0 40.1 70.5 52.7 54.5
FLAN-T5LARGE 79.0 49.8 74.5 58.0 60.8

↪→ w/o header prediction – 48.0 74.3 57.6 59.9

string matching15 to replace them with the closest
valid header. For example, in one run, this process
converted the (incorrect) predicted section header
“HISTORY OF PRESENT” to the nearest valid
header “HISTORY OF PRESENT ILLNESS”.

C Fine-tuning Seq2Seq Models

When training the sequence-to-sequence (seq2seq)
models for both subtask A (Appendix A) and
B (§3.1), we followed a canonical supervised
fine-tuning (SFT) process. We start with a pre-
trained, encoder-decoder transformer-based lan-
guage model (Vaswani et al., 2017). First, the en-
coder maps each token in the input to a contextual
embedding. Then, the autoregressive decoder gen-
erates an output, token-by-token, attending to the

15We used https://github.com/seatgeek/thefuzz

outputs of the encoder at each timestep. Decoding
proceeds until a special “end-of-sequence” token
(e.g. </s>) is generated, or a maximum number of
tokens have been generated. Formally, X is the in-
put sequence, which in our case is a doctor-patient
dialogue, and Y is the corresponding output se-
quence of length T , in our case a clinical note. We
model the conditional probability:

p(Y |X) =

T∏

t=1

p(yt|X, y<t) (1)

During training, we optimize over the model pa-
rameters θ the sequence cross-entropy loss:

ℓ(θ) = −
T∑

t=1

log p(yt|X, y<t; θ) (2)
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Table 6: Hyperparameters used with Longformer-Encoder-Decoder (LED) on the Dialogue2Note subtask B

Hyperparameter Value Comment

max_source_length 4096 truncate input sequences to this max length
max_target_length 1024 truncate output sequences to this max length
source_prefix “Summarize the following patient-

doctor dialogue. Include all medi-
cally relevant information, including
family history, diagnosis, past medical
(and surgical) history, immunizations,
lab results and known allergies. Dia-
logue:”

instruction text prepended to all inputs

train_batch_size 8 batch size during training
eval_batch_size 6 batch size during inference
learning_rate 3e-5 learning rate during training
optimizer AdamW (Loshchilov and Hutter,

2019)
optimizer used during training

num_train_epochs 50 total number of training epochs
warmup_ratio 0.1 proportion of training steps to linearly increase

the learning rate to learning_rate
lr_scheduler linear with warmup learning rate linearly increased during first

warmup_ratio fraction of train steps and linearly
decreased to 0 afterwords

weight_decay 0.01 not applied to bias & LayerNorm weights
label_smoothing 0.1 label smoothing factor used during training
fp16 true whether to use FP16 during training
num_beams 4 beam size used during beam search decoding
min_length 100 min length of generated sequences
max_length 1024 max length of generated sequences
length_penalty 2.0 values > 0 promote longer output sequences
no_repeat_ngram 3 ngrams of this size can only occur once

maximizing the log-likelihood of the training data.
As is common, we use teacher forcing during train-
ing, feeding previous ground truth inputs to the
decoder when predicting the next token in the se-
quence. During inference, we generate the out-
put using beam search (Graves, 2012). Beams are
ranked by mean token log probability after apply-
ing a length penalty. Models are fine-tuned using
the HuggingFace Transformers library.16

16https://github.com/huggingface/transformers/
blob/main/examples/pytorch/summarization/run_
summarization.py
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Abstract

The disease coding task involves assigning a
unique identifier from a controlled vocabulary
to each disease mentioned in a clinical docu-
ment. This task is relevant since it allows in-
formation extraction from unstructured data to
perform, for example, epidemiological studies
about the incidence and prevalence of diseases
in a determined context. However, the manual
coding process is subject to errors as it requires
medical personnel to be competent in coding
rules and terminology. In addition, this process
consumes a lot of time and energy, which could
be allocated to more clinically relevant tasks.
These difficulties can be addressed by develop-
ing computational systems that automatically
assign codes to diseases. In this way, we pro-
pose a two-step system for automatically cod-
ing diseases in referrals from the Chilean public
healthcare system. Specifically, our model uses
a state-of-the-art NER model for recognizing
disease mentions and a search engine system
based on Elasticsearch for assigning the most
relevant codes associated with these disease
mentions. The system’s performance was eval-
uated on referrals manually coded by clinical
experts. Our system obtained a MAP score
of 0.63 for the subcategory level and 0.83 for
the category level, close to the best-performing
models in the literature. This system could be
a support tool for health professionals, optimiz-
ing the coding and management process. Fi-
nally, to guarantee reproducibility, we publicly
release the code of our models and experiments.

1 Introduction

The clinical text represents a significant proportion
of patient’s health records, commonly found in a
non-structured format. These texts have particular
challenges due to the extensive use of abbreviations,
the variability of clinical language across medical
specialties, and its restricted availability for privacy
reasons (Dalianis, 2018). Due to the complexity
of its analysis, this data is commonly discarded
in projects that seek to support clinical decision-
making (Kong, 2019).

Clinical coding involves mapping medical texts
into codes using a controlled vocabulary consis-
tent across different departments, hospitals, or even
countries (Dong et al., 2022). The World Health
Organization maintains an open, controlled vocab-
ulary called the International Classification of Dis-
eases (ICD), which is used in almost every country.
Currently, the most widely used revision is the tenth
(ICD-10) (World Health Organization, 2015), and
they are developing its eleventh revision, which
will include not only diseases (World Health Orga-
nization, 2023).

Regarding the Chilean public health system, the
ICD-10 terminology is used for coding hospital
discharges (morbidity coding by each healthcare
provider) and deaths (mortality coding by the Min-
istry of Health). Having patients’ data normalized
using these controlled vocabularies enables the abil-
ity to summarize information automatically and
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not deal with the noisiness of free-text data. The
already-digested information from the normalized
data empowers data analysts who are not experts
in NLP to add more complex information into their
workflows.

The Waiting Time Management System (SIGTE,
in Spanish) contains electronic records of referrals
from the Chilean Waiting List, which is the system
that manages the high demand existent for consul-
tation by specialists (Ministerio de Salud de Chile,
2011). This data provided by 29 health services
contain information about the medical diagnoses of
patients but is not standardized (Báez et al., 2022).

As of November 2022, SIGTE recorded
25,374,491 waiting list referrals, of which
18,716,629 correspond to "new specialty referrals"
and are associated with patient pathologies. Of
these referrals, approximately 5,760,750 (30.7 %)
have an ICD-10 code. This calculation was per-
formed by searching for a regular expression for-
matted as an ICD-10 code in the free-text diagnosis
fields.

Clinical experts perform the disease coding task
manually, which is not optimal for several reasons.
Firstly, since this process is subject to errors, med-
ical personnel must have significant competence
in coding rules and a thorough knowledge of spe-
cialized terminologies, such as ICD, which also get
updated frequently. In other words, expert coding
staff must be familiar with the clinical field, analyt-
ical and focused, and have fundamental skills for
inspecting and analyzing highly specialized texts.
In addition, manual coding is time-consuming (Yan
et al., 2022), which could be optimized by a sup-
port system, and this time could be used for other
tasks relevant to clinical decision-making.

These difficulties can be efficiently addressed
using computational systems capable of automati-
cally performing the coding task using NLP. Cur-
rently, most automatic coding systems are based on
an end-to-end architecture based on deep learning
techniques. Although these systems have boosted
the performance of several coding tasks, they can-
not incorporate context-specific rules, such as code
priority, medical assumptions, code definition, and
synonyms.

In this work, we developed an automated disease
coding system, thus being able to code the entire
historical waiting list in Chile, identifying a total of
18,716,629 referrals. Our system is based on two
steps; first, the automatic extraction of diseases is

addressed using a state-of-the-art NER model, and
then, using a search engine, the most probable code
for each disease found is identified. Finally, we
explored the potential applications derived from
this system and studied in more depth the most
frequent diseases in the country today.

2 Related Work

The disease coding task involves transforming clin-
ical texts, commonly written by physicians in a
non-structured format, into codes following med-
ical terminologies. This is not an easy task since
a medical ontology such as ICD in Spanish has
14,668 codes, an example of extreme multi-label
classification (Barros et al., 2022). We have iden-
tified two major groups of computational methods
proposed to solve this task; rule-based coding and
neural network-based coding.

2.1 Rule-based Models

This approach involves designing hand-crafted
rules to represent and simulate the flow that clin-
ical experts follow when assigning codes. Most
of the studies are based on using regular expres-
sions and keywords to transform diseases found
in the text into their respective codes. However,
these methods are not feasible since manually cap-
turing all the relations between texts and codes is
time-consuming and complex.

Different approaches based on machine learn-
ing have been proposed to address this issue. In
this way, features extracted from statistical models
such as decision trees and support vector machines,
among others, are incorporated into the manual
rules (Stanfill et al., 2010; Teng et al., 2022; Farkas
and Szarvas, 2008). Another method is to create
a list of synonyms of the original text to calculate
a word distance with respect to the code descrip-
tions of the terminology. Despite their disadvan-
tages, these methods have yielded high results in
the literature, effectively supporting manual coding
performed by humans (Zhou et al., 2020).

2.2 Models based on neural networks

Deep learning-based methods have significantly
improved the disease coding task in recent years.
The advantage of using these models is that the
healthcare-specific domain knowledge is no longer
needed for the manual development of complex
rules. In contrast, these methods can automatically
build features powerful enough to capture the rela-

336



tionships between clinical texts and their respective
codes.

Most proposed systems are based on posing the
problem as a multi-label text classification task
(Karimi et al., 2017; Mullenbach et al., 2018; Yu
et al., 2019; Cao et al., 2020). Thus, the algorithm’s
input is text, while the output can be one or more
codes associated with diseases. Unlike traditional
text classification problems, this problem is consid-
ered extreme since the number of possible labels
increases to thousands (depending on the terminol-
ogy).

The main disadvantage of this approach is
that manual coding requires incorporating context-
specific rules, such as code priority, medical as-
sumptions, code definition, and synonyms, among
other types of information, to improve system per-
formance. In the case of deep learning, this is not
considered since the systems are commonly cre-
ated using an end-to-end approach, meaning that
no human knowledge is involved when creating the
features or making the predictions.

To solve the previous problem, we followed an-
other approach used in the literature, which consists
of mixing the previous ideas using two sequential
steps; the first one uses deep learning algorithms,
while the second allows us to incorporate medical
knowledge into the computational system. Firstly,
we used a Named Entity Recognition model for
automatically recognizing sequences of words in
the text which are associated with diseases. Then,
each disease found is associated with its most likely
ICD-10 code, a task better known as Entity Link-
ing (Kraljevic et al., 2021; Wiegreffe et al., 2019).
Nowadays, the most commonly used methods for
solving the NER task are based on deep neural
networks such as transformers-based models or re-
current neural networks, while a frequent technique
for assigning codes is to use distance algorithms or
search engines to compare the diseases found with
the code descriptions of the terminology.

2.3 Commercial Systems

A handful of commercial products offer informa-
tion extraction from clinical data, including au-
tomatic coding. These products usually are de-
livered as services and offered by leading cloud
providers such as Amazon Web Services with Ama-
zon Comprehend Medical1, Google Cloud with

1https://aws.amazon.com/comprehend/
medical/

Google Cloud Healthcare Data Engine2 and Mi-
crosoft Azure with Azure Cognitive Service for
Language3. The problem with these services is that
they do not offer automatic coding for languages
other than English.

Data privacy concerns may arise from using this
third-party software to extract patients’ information.
Some healthcare providers may prohibit sending
data to systems outside the primary source due to
potential cybersecurity issues.

3 Data and Methods

The Chilean Waiting List is characteristic of the
the public healthcare system. This list arises due
to the high demand for medical care and the lim-
ited capacity of the public health system to meet
it. Entry on the waiting list begins when a patient
goes to primary care or secondary care physician
to treat pathology. The patient has two possible
paths: if the pathology is included in the “Garantías
Explícitas en Salud” (GES) program, the patient
enters a process where his or her health problem
is assured a maximum waiting time for medical
attention. If the GES program does not cover the
pathology, the referral is classified in one of these
five options: New Specialty Consultations (CNE),
Follow-up Consultations (CCE), Diagnostic Proce-
dures (Proc), Surgical Intervention (IQ) and Com-
plex Surgical Intervention (IQC). In any of these
alternatives, the patient is placed on a waiting list
and must wait a variable amount of time to receive
medical attention from a specialist.

The Chilean Waiting List comprises 25,374,491
referrals, divided into five categories: 18,716,629
correspond to CNE type referrals, 4,391,257 to
Proc type referrals, 2,222,545 to IQ type referrals,
39,266 to CCE type referrals, and finally, 4,794
to IQC type referrals. In particular, this work will
focus on CNE-type referrals.

Within the Chilean Waiting database, 73 at-
tributes are separated into two main types of sets.
The first set corresponds to the attributes associ-
ated with the person (date of birth, sex, national
identifier). In contrast, the second set corresponds
to the administrative information associated with
the referral given to the person (date of admission,
date of discharge, the benefit provided, specialty,
diagnostic suspicion, and diagnostic confirmation).

2https://cloud.google.com/healthcare
3https://azure.microsoft.com/

en-in/products/cognitive-services/
language-service
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For the analysis of the diagnoses present in the
referrals, two free-text attributes representing med-
ical diagnoses are considered: diagnostic suspicion
and diagnostic confirmation. Table 1 shows the fre-
quency of referrals according to medical specialty,
while Table 2 shows corpus statistics of the texts
analyzed.

Specialty Referrals
Relative
Freq. (%)

Ophthalmology 3,352,203 17.91
Otorhinolaryngology 1,270,563 6.79
Traumatology 1,066,814 5.70
Gynecology 991,166 5.30
General Surgery 982,500 0.05
Dermatology 762,758 4.08
Internal Medicine 703,844 3.76
Endodontics 662,607 3.54
Removable Prosthesis 652,604 3.49
Urology 605,425 3.23

Table 1: Top 10 specialties with the highest presence on
the Chilean Waiting List for a medical appointment.

We used 10,000 referrals from the historical
Chilean Waiting List to train the NER module for
disease recognition. As detailed in (Báez et al.,
2020; Báez et al., 2022), these referrals were pre-
viously consolidated by a team of clinical experts,
thus constituting the so-called Chilean Waiting list
corpus. In addition, we performed rounds of evalu-
ation of the NER performance, identifying diseases
that the model could not identify. Thus, these dis-
eases were incorporated as new examples of the
model training process.

4 Proposed System

To code the narratives, we first used a NER model
to automatically recognize sequences of words in
the text associated with diseases. Then, each dis-
ease found is associated with its most likely ICD-10
code through a search engine. Figure 1 shows an
overview of our proposed system.

4.1 NER Model

As shown in Figure 1, the input of our system is
the referral written by the physician in an unstruc-
tured format. These texts are used as input for the
automatic disease recognition model. In particular,
this NER model is based on the work proposed in
(Rojas et al., 2022a), where a simple but highly
effective architecture for medical entity recogni-

tion is introduced. This model, named Multiple
LSTM-CRF (MLC), is a deep neural network sys-
tem composed of three main modules, emphasizing
the impact of using domain-specific contextualized
embeddings.

The first layer of the MLC approach, the
“stacked embedding layer”, transforms the texts
associated with the diagnoses into a vector repre-
sentation using character-level contextual embed-
dings and static word embeddings, both trained in
the clinical domain. Then, in the encoding layer,
a recurrent neural network is used to obtain long-
distance dependencies between words in the sen-
tence, thus obtaining a better context to improve
the previous layer’s representations. Finally, the
classification layer assigns the most probable la-
bel to each word in the diagnosis using the CRF
algorithm, identifying which parts of the text corre-
spond to the beginning and end of a disease.

Regarding the experimental setup, the disease
model was trained to 150 epochs using an SGD
optimizer with mini-batches of size 32 and a learn-
ing rate of 0.1. As mentioned, to encode sen-
tences, we used two types of representations; a
300-dimensional word embedding model trained
on the Chilean Waiting List corpus4 and character-
level contextualized embeddings retrieved from the
Clinical Flair model (Rojas et al., 2022b). To im-
plement the model and perform our experiments,
we used the Flair framework, widely used by the
NLP research community (Akbik et al., 2019).

4.2 Search Engine

The output of the NER step is a list containing all
the diseases mentioned in the referral. This sec-
ond module aims to assign an ICD-10 code to each
disease found, which can be used later for clinical
decisions or management. The assignment of the
ICD-10 code is done through a search engine tool
based on Elasticsearch5, an open-source search and
analytics engine. This system can assign similari-
ties between the mention of the disease and each
of the codes of the ICD-10 tabular list.

Unlike the algorithms of distance comparison
between words, this search engine has an index that
contains each of the ICD-10 diseases represented
through a series of synonymous sentences extracted
from different sources of information, simulating

4https://zenodo.org/record/3924799
5Registered trademark of Elasticsearch B.V. Available at

https://www.elastic.co/elasticsearch/
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Specialty
Number of
tokens (std)

Number of
sentences (std)

Tokens per
sentence

Infectology 28.59 (48.04) 1.50 (1.61) 18.94
Medical Oncology 20.09 (42.12) 1.15 (0.66) 17.40
Diabetology 19.03 (33.07) 1.33 (1.31) 14.22
Pediatric Rheumatology 15.05 (30.95) 1.19 (0.75) 12.61
Oral Pathology 14.54 (24.51) 1.17 (0.69) 12.34
Neonatology 12.92 (31.31) 1.10 (0.55) 11.64
Pediatric Hemato-Oncology 12.70 (26.74) 1.16 (0.75) 10.94
Pediatric Plastic Surgery 17.51 (16.33) 1.25 (0.51) 10.88
Pediatric Gynecology 13.01 (22.61) 1.22 (0.82) 10.61
Pediatric Traumatology 12.27 (18.39) 1.16 (0.74) 10.55

Table 2: Top 10 specialties with the highest number of tokens per sentence on average in Chilean Waiting List.

Volume 1:  Tabular
List  of ICD-10
Volume 3:  
 Alphabetical  Index
Synonyms extracted
from UMLS
DEIS Abbreviations 
IRIS Dict ionary

NER

Clinical Report

Paciente de 60 años
presenta hernia incisional
con antecedentes de dm 2
y obesidad mórbida.

Entit ies

1. hernia incisional

2.  dm 2

3. obesidad
 mórbida

ElasticSearch

Clinical Codes
(in ICD-10)

1. K43.2
 ( Incisional hernia)

2.  E11
 (Type 2 diabetes
mell i tus)

3.  E66.8
 (Other obesity)

Figure 1: Overview of the proposed disease coding system.
TRANSLATION Clinical report: A 60-year-old patient presented with an incisional hernia with a history of dm 2 and
morbid obesity. Entities: 1. incisional hernia, 2. dm 2, 3. morbid obesity.

in a better way the process followed by clinical
experts to determine the code of a disease.

For example, in the index, the code “K02.2”
contains the canonical code description “Caries of
cementum” and multiple synonymous definitions,
such as “Cement caries” and “Root caries”. This
is important as disease mentions found in unstruc-
tured diagnoses are rarely equivalent to the exact
definition.

The sources of information used for the extrac-
tion of synonymous disease definitions were as
follows:

Tabular list of ICD-10 terminology: This is the

basis of the index, which tells us which codes
we will assign to the disease mentions.

Alphabetical index of ICD-10 terminology:
The guide for the manual assignment of codes
to diseases and was obtained using the “web
scraping” technique from the website of the
Spanish Ministry of Health 6.

IRIS dictionary: It maps natural language sen-
tences to an ICD-10 code. This dictionary was
built from the mortality coding rounds con-

6https://eciemaps.mscbs.gob.es/
ecieMaps/browser/index_10_2008.html
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ducted in the Chilean Department of Statistics
and Health Information.

UMLS: Spanish definitions from multiple vocabu-
laries were extracted from the metatresaurus
database.

DEIS abbreviations: Manually constructed list
of abbreviations and their expansions.

4.3 Experiments
In our experiments, we measure how well the pre-
dictions made by the model fit compared to the
decisions made by clinical experts. In this way, a
subset of the referrals described in Section 3 was
selected to be manually coded by a team of two
clinical coders. The manual annotation process and
system validation steps are provided below.

4.3.1 Manual coding
The clinical experts carried out the annotation pro-
cess using Excel software. For this purpose, a
file containing a unique identifier for each referral,
the associated diagnostic suspicion, and a blank
column for the actual coding was provided to the
coders. This way, the expert coders identified dis-
ease codes in 1,188 clinical narratives from the
Chilean Waiting List for a new specialty.

It is important to mention that in this process,
codes were identified at the referral level, not at the
entity level; therefore, it is not possible to deter-
mine the performance of the NER model in this ex-
periment. In future work, specialized software such
as INCEpTION, could be used, as proposed in the
work of (Báez et al., 2020). This software would
make it possible to identify which parts of the text
refer to diseases. On the other hand, only diseases
were coded, but future research could extend it to
new entity types, such as clinical procedures or
clinical findings.

4.3.2 Metric
The Mean Average Precision (MAP) metric is used
to evaluate the performance of our coding system.
This metric is widely used in works that address the
same automatic coding task. This metric is defined
as follows:

AveP =

∑
(P (k) · rel(k))

number of relevant documents
, (1)

where P(k) represents the precision at position k,
and rel(k) is an indicator function equal to 1 if the

element in rank k is a relevant document and 0
otherwise.

The MAP is computed using the Python
implementation of the TREC evaluation tool,
trectools, by (Palotti et al., 2019), where an
adaptation was applied, in which the coded diag-
noses have to be ordered based on a ranking, which
for this work is considered the order in which the
mention was found and subsequently the code was
assigned.

5 Results

Orthodontics (3.28) Obstetrics (1.01)
Endodontics (2.52) Plastic Surgery (0.93)
Oral Rehab. (1.26) Pediatrics (0.84)
Nephrology (1.26) P. Physical Med. (0.84)
P. Dentistry (1.26) Dental Operatory (0.34)
Psychiatry (1.18) Maxillo. Radiol. (0.34)
P. Urology (1.01) STI (0.084)

P. = Pediatric, Maxillo. Radiol. = Maxillofacial Radiology, STI = Sexually transmitted
infections.

Table 3: Specialties with a perfect MAP score. The
relative frequency (in percentage) of referrals in the
dataset is in parentheses.

5.1 Coding Performance
The ICD-10 consists of a solitary coded catalog
composed of categories with three characters, each
of which can be additionally subdivided into as
many as ten subcategories of four characters.

We computed the MAP metric over the test set
at the category (e.g. K02) and subcategory (e.g.
K02.2) levels. We achieved a MAP of 0.83 for the
category and 0.63 for the subcategory level.

To underline the difficulty of achieving outstand-
ing results in coding, we analyzed the results ob-
tained only by clinical experts. The expert coders
achieved an agreement MAP of 0.75 for subcate-
gory and 0.83 for category level. Several reasons,
such as the subjectivity in clinical judgment, the
complexity of coding guidelines, the evolving na-
ture of medicine, the time pressure and workload,
personal bias, and lack of standardization, could
explain the low agreement score.

6 Error Analysis

To better understand the errors made by our coding
system, we performed a granular analysis of the
scores obtained among the different specialties in
the corpus. Tables 3 and 4 show the top 14 best and
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Specialty
MAP at
Category Level

Relative freq.
in %

Neurology 0.68 2.10
Immunology 0.67 0.84
Geriatrics 0.60 0.93
Pediatric Gastroenterology 0.58 0.84
Cardiothoracic surgery 0.53 0.84
Radiation therapy 0.50 0.84
Pediatric Family Medicine 0.45 0.84
Hematology 0.42 1.18
Diabetology 0.35 1.01
Pediatric Traumatology 0.29 0.93

Table 4: Top 10 worst scores according to the specialties.

10 worst scores according to the specialties. We
noted that in the top 14 best specialties the diagnos-
tic suspicions registered in the referral were writ-
ten straightforwardly and were specific diagnoses,
such as “lipoma”, “caries”, and “nephrolithiasis”,
avoiding other clinical information like comorbid-
ity, medication intake, or some other medical his-
tory. Furthermore, it can be noted that half of these
referrals are related to dental diagnosis.

On the other hand, the top 10 worst special-
ties share in common that most of the diagnoses
are very unspecific, with the incorporation of non-
medical information such as the patient’s phone
number, patient’s address, physician’s name, the
specialty the patient is referred to and information
about comorbidity. Besides, several referrals are
without a diagnosis but with the text “unspecific
consultation” or “other”.

7 Model Deployment and Use Cases

Due to internal regulations, we could not send pa-
tients’ data to third-party systems such as cloud
providers or academic supercomputing clusters
(Ministerio Secretaría Regional de la Presidencia,
1999). For this reason, we deployed the whole
coding system on-premise on a bare metal ma-
chine with a GPU compute module (NVIDIA RTX
A40007) to process the coding requests from the
whole department efficiently.

The complete automatic coding system was de-
ployed as a pair of microservices running inside
containers to ease portability. One container hosts

7The compute module has 16 GB of GPU
memory and 6.144 CUDA cores. More informa-
tion at https://www.nvidia.com/en-us/
design-visualization/rtx-a4000/

the NER module and exposes an API as a web
service listening to disease-mention detection re-
quests. The other container consists of the recom-
mended implementation of the Elasticsearch soft-
ware, which also exposes its API as a web service
listening to mention-coding requests.

To code the waiting list and schedule recurrent
coding when new data arrives, we used the KN-
IME8 software, a visual-programming data mining
platform. We chose this software because of its
ease of use for non-expert developers. The work-
flow starts with the raw waiting list, which is first
passed through the NER module to detect disease
mentions, and then each mention is sent to the cod-
ing module to assign the most relevant code.

The automatic coding result from the workflow
mentioned above is persisted on a table inside a
database that stores each disease mention for each
referral along with the predicted code from the
system.

8 Conclusions

In this work, we created a nationwide system to
improve the management of the Chilean public
healthcare system. Specifically, we addressed the
challenge of creating an automated system to code
the diseases present in the Chilean Waiting List
referrals. We developed and validated a model
based on two steps: a NER model to recognize
disease mentions and a search engine based on
Elasticsearch to assign the codes to each disease.
This mapping system was enriched with several
terminology resources used in real life by manual
coders to assign codes, thus partially simulating

8Registered trademark of KNIME GmbH. Available at
https://www.knime.com/
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the pipeline followed by these professionals when
solving this task.

The system allowed us to assign codes to
18,716,629 referrals, thus demonstrating its effi-
ciency and effectiveness. The performance ob-
tained in our experiments was 0.83 according to the
MAP score, which is close to the most advanced
systems currently in the coding task. The model
was deployed into production in the Department of
Health Statistics and Information Systems of the
Ministry of Health of Chile.

The use of this system could be an important
support for the management of waiting lists. In
addition, since 75% of the Chilean population is
in the public healthcare system, the analysis of
the new specialty consultations can be used for
epidemiological studies, such as the one done on
the incidence of psoriasis (Lecaros et al., 2021).
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Abstract

This paper explores methods for extracting in-
formation from radiology reports that general-
ize across exam modalities to reduce require-
ments for annotated data. We demonstrate
that multi-pass T5-based text-to-text genera-
tive models exhibit better generalization across
exam modalities compared to approaches that
employ BERT-based task-specific classification
layers. We then develop methods that reduce
the inference cost of the model, making large-
scale corpus processing more feasible for clin-
ical applications. Specifically, we introduce
a generative technique that decomposes com-
plex tasks into smaller subtask blocks, which
improves a single-pass model when combined
with multitask training. In addition, we lever-
age target-domain contexts during inference
to enhance domain adaptation, enabling use of
smaller models. Analyses offer insights into the
benefits of different cost reduction strategies.

1 Introduction

Radiology reports contain a diverse and rich set
of clinical abnormalities documented by radiolo-
gists during their interpretation of the images. Au-
tomatic extraction of radiological findings would
enable a wide range of secondary use applications
to support diagnosis, triage, outcomes prediction,
and clinical research (Lau et al., 2020). We adopt
an event-based schema to capture both indications,
the reason for radiology exams, and abnormal find-
ings documented in radiology reports. We use
an annotated a corpus of reports from three dis-
tinct radiology examination modalities (Lybarger
et al., 2022): Magnetic Resonance Imaging (MRI),
Positron Emission Tomography (PET), and Com-
puted Tomography (CT). Each event consists of a
trigger, words that indicate a particular indication
or finding (e.g., lesion), and a set of attributes (as-
sertion, anatomy, characteristics, size, size trend,
size count) that describe this indication or finding.
Manual annotation of radiology reports is costly,

therefore we hope models can generalize across
different exam modalities. In this work, we define
each modality in our annotated corpus as a domain
and study cross-domain generalization among dif-
ferent modalities for the task of event extraction.
Event extraction can be conceptualized as a series
of subtasks, which include entity detection (trigger
and attribute spans), relation detection (between
triggers and attributes), and entity normalization
(fine-grained labels on spans). In our experiments,
we focus on trigger detection and anatomy attribute
extraction with normalized labels.

To enhance generalization capabilities, some
studies employ generative models and formulate
tasks as question answering and using texts to rep-
resent both inputs and outputs (Raffel et al., 2020;
Xie et al., 2022), as opposed to allowing the model
to solely learn task intent from training data (Eberts
and Ulges, 2019; Lybarger et al., 2023).

The exceptional performance of generative mod-
els often rely on large model size; however, in
real-time inference for processing large-scale clin-
ical notes, reducing inference costs is crucial. To
address this need, for task inference, we want to
reduce the number of decoding passes and employ
smaller models. Due to the high inference costs,
there is a desire to merge these subtasks and de-
code them in a single step. However, the genera-
tive approach has been reported to perform better
on solving subtasks individually but worsen when
combined, a phenomenon referred to as the com-
positionality gap (Press et al., 2022). This gap can
be exacerbated under domain shifts when models
learn subtasks jointly, as interdependence of sub-
tasks may vary across domains.

While large language models (LLMs) mitigate
the compositionality gap using reasoning steps
(Wei et al., 2022; Press et al., 2022) to solve com-
plex questions by decomposing them into smaller
ones, there is limited work on reasoning for highly
specialized domains (such as medical event extrac-
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tion) or with smaller models. In this paper, we
reduce the compositionality gap for smaller mod-
els through formatting of complex tasks into easier
subtasks as blocks. This approach teaches models
how to solve individual subtasks independently and
how to assemble them for solving more complex
tasks.

The generative model enables seamless integra-
tion of supplementary contexts into the prompt,
which compensates for the knowledge gap to larger
models and reduces inference costs. To aid in do-
main adaptation, we extract target domain contexts
that are likely to be helpful for the task, instead
of retrieving similar contexts for general purpose.
Specifically, to assist with anatomy normalization
tasks, we employ an unsupervised extractor to ac-
quire pertinent contexts that likely contain anatom-
ical information from the same document and/or
unannotated text from the same domain. This pro-
cess can either disambiguate the original single-
sentence input or provide anatomy-related hints
that the model can utilize. To avoid introducing
source-domain-specific reliance on the contexts,
we incorporate the contexts only at the inference
stage.

In our experiments, we first study domain shift
for extracting radiology finding events and observe
that cross-domain performance decline is more pro-
nounced for knowledge-intensive anatomy normal-
ization tasks, while detecting entity spans exhibits
relatively stable performance. We demonstrate that
building subtask blocks and assembling them as se-
quences to solve complex tasks can reduce the com-
positionality gap in smaller models. We show that
incorporating target-domain contexts in domain
adaptation can compensate for reduced model sizes,
enabling good performance with smaller models.

2 Task

2.1 Event extraction for radiology findings

Our event scheme includes three event types: i) In-
dication is the reason for the imaging (e.g. motor
vehicle accident or cancer staging); ii) Lesion cap-
tures lesions uncovered by the exam (e.g. mass
or tumor); and iii) Medical Problem characterizes
non-lesion abnormalities (e.g. fracture or hernia).
Each finding event is characterized by an event trig-
ger and set of attributes (assertion, anatomy, char-
acteristics, size, size-trend, count). In this work,
we focus only on extracting events with normal-
ized anatomical information and investigate cross-

domain generalization for different examination
modalities. Figure 1 presents a Lesion event exam-
ple. The event extraction process can be broken
down into four subtasks: (1) Trigger span extrac-
tion (e.g., "density"), (2) Trigger type classification
(e.g., "density" - Lesion), (3) Anatomy span extrac-
tion (e.g., "left lobe of liver" associated with the
trigger "density"), and (4) Anatomy normalization
to parent-child anatomy categories (e.g., "left lobe
of liver" - Parent: Hepato-Biliary, Child - Liver).
See Appendix A for the full list of hierarchical
parent-child anatomy categories.

We evaluate event extraction performance us-
ing the F1 metrics by Lybarger et al. (2021). Our
assessment of the trigger extraction is based on
the span overlap and the event type match with
respect to the gold standard labels. The anatomy
extraction is first assessed at the span level. A cor-
rect anatomy prediction is associated with a correct
predicted trigger and anatomy span overlap with
the gold standard labels. Additionally, we evalu-
ate anatomy extraction based on the normalization
level, irrespective of their spans. A match between
the predicted anatomy entity and the gold label
indicates that the trigger is matched, and the nor-
malized anatomy category is equal.

2.2 Domain shifts across radiology modalities

Our research investigates cross-domain generaliza-
tion among three distinct radiology examination
modalities: MRI, PET, and CT. These exam modal-
ities are performed for different reasons with differ-
ent technologies and the resulting radiology reports
differ in terms of level of details as well as anatomy
distribution. While CT and MRI scans allow radi-
ologists to view structures inside the body, a PET
scan, on the other hand, captures how tissues in the
body work on the cellular level and shows unusual
activity. MRI scans very frequently involve neu-
rological exams. The most common use of PET
scans is to diagnose or monitor certain cancer types.
In our experiments, we define each modality as a
domain. We use PET as the target domain, and
train on three domains separately to evaluate both
in-domain and cross-domain scenarios.

3 Method

3.1 Generative event extraction with T5

In order to improve the model’s generalization ca-
pabilities over BERT-based alternatives (Lybarger
et al., 2023; Eberts and Ulges, 2019), we struc-
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Figure 1: Representations of anatomical information in radiology reports, with the event-based annotation at the
top and two generative model output formats to multi-step and one-step processing. The left-hand side shows the
vanilla format and the right-hand side shows the building block format.

ture our event extraction task in a unified question-
answering (QA) format (Xie et al., 2022; Raffel
et al., 2020). With the generative approach, the
model leverages the semantic meaning of prompts
for specifying subtasks and associated categoriza-
tion labels. Based on experiments with in-context
learning (Hu et al., 2022), we expect this to be
beneficial for domain-mismatches in class label
distributions, e.g. where infrequent classes in the
source domain are frequent in the target domain.
Furthermore, the text-to-text format offers the flexi-
bility to incorporate additional contexts to facilitate
tasks, as discussed in Section 3.3.

The input prompt comprises: (1) an input sen-
tence from clinical notes to extract events from,
(2) a question that describes the task or subtask,
and (3) an ontology that provides textual labels for
classification tasks and hierarchical relationships
if multi-level granularities are required. The out-
put is a word sequence that specifies the extracted
information (the answer). Two alternative output
formats are discussed in the next section; example
input-output pairs for both are in Appendix B.

Event extraction can be seen as a multi-hop
question-answering process, involving a series of

subtasks for successful completion. We use a
pipeline approach to address the event extraction
subtasks in different steps, where each step in the
pipeline consists of a specialized generative model
trained for one or more of the subtask types. Three
different architectures are explored:

Three-step approach: This involves a first step
for detecting trigger spans and trigger types, fol-
lowed by a second step for identifying the anatomy
associated with each detected trigger, and a third
step for normalizing each identified anatomical en-
tity at parent and child levels individually.

Two-step approach: This involves a first step for
detecting trigger spans and trigger types, followed
by a second step for identifying and normalizing
the anatomy associated with each detected trigger.1

One-step approach: we address all subtasks,
which may be associated with multiple entities,
in a single pass per input sentence. This method
results in longer output lengths compared to the
individual steps of previous two approaches.

The one-step approach substantially reduces in-

1Both the 2-step and 3-step approaches use the same sec-
ond step, predicting anatomy spans and their normalized val-
ues. The three-step approach drops the normalized values
from its second step.
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ference costs compared to other two multi-step
approaches. However, we find that it negatively
impacts model performance due to the longer out-
put and the compositionality gap. The performance
loss is mostly recovered by changing the output for-
mat (as described next) together with a multi-task
training strategy. Specifically, we train the model
on both the complete task and the decomposed sub-
tasks. This allows the model to perform subtasks
independently and assemble subtask sequences for
complex tasks. During inference, we decode in a
single step to minimize costs.

Our work builds on generative models, specif-
ically the clinical version of the T5 models (Lu
et al., 2022), which are pre-trained on medical arti-
cles and clinical notes. This choice leverages their
strengths in comprehending clinical text styles and
medical knowledge.

3.2 Output formats

We explore two different output formats as illus-
trated in Figure 1, with subtask answers provided
in sequence when there are multiple subtasks.

The baselines leverage a standard output format
(referred to here as the vanilla format), which spec-
ifies the answer for a subtask with an extracted span
followed by the entity label in brackets "[]". When
multiple entities are detected, they are generated in
sequence.

The vanilla format can be used with the one-
step approach, but the resulting output can be very
long when multiple triggers and/or entities are de-
tected. The lack of distinction between types of
spans in the output makes it harder for the lan-
guage model to learn the subtask structure. To ad-
dress this problem, we introduce a state-augmented
prompt (referred to as the building block format),
in which each subtask is associated with a state (as
in a finite-state transducer) and explicitly named.
Our approach is motivated by the work on chain-
of-thought LLMs (Wei et al., 2022; Press et al.,
2022), which use natural language reasoning in
the generated outputs to address the composition-
ality gap. However, it differs in that we do not
use natural language reasoning, but rather more of
a programming-like description. In addition, the
finite-state framework is amenable to meulti-task
training, which is particularly important for the
block approach.

3.3 Using target-domain contexts in prompts

A single input sentence may not provide enough
information for a model to complete a task, as ad-
ditional details may be needed for disambiguation
or to supplement missing knowledge in pre-trained
language models. Fortunately, the text format of
the input allows for the seamless integration of ad-
ditional contexts from the target domain during in-
ference to aid in the task and infuse helpful domain-
specific bias, even if the models were not trained
for reading contexts.

The desired contexts should be relevant to the
input sentence and contain helpful task informa-
tion. We utilize two types of contexts: document-
level and domain-level contexts to help anatomy
normalization subtasks. Document-level contexts
include adjacent sentences before and after the in-
put, automatically extracted section headers2 and
exam type metadata associated with the same clin-
ical note. The document-level contexts are likely
to describe relevant anatomical parts, as section
headers and exam types often summarize anatom-
ical information. Domain-level contexts are re-
trieved from the unlabeled target-domain corpus.
We search for the most similar sentence with the
greatest lexical overlap degree, using the search
algorithm BM25 (Trotman et al., 2014).3 When
the search pool is large, the top-ranked retrieved
context sentence likely describes a similar anatomy
part as the queried input sentence. To reduce com-
putational costs and ensure that the retrieved sen-
tences contain useful anatomical information, we
pre-filter the target corpus to limit the search scope
to sentences containing common anatomy terms
listed from anatomy normalization categories and
high-frequency auto-extracted section headers, re-
ducing the number by 74%. More context-retrieval
details are in Appendix D.

We add contexts only during decoding (and not
in training) to prevent the model from relying too
much on source-domain contexts. In the input
prompts, exam type, section headers and prior sen-
tences are placed before input sentences, following
their natural orders. Other contexts are inserted
between the input sentences and task ontology.4

We test this approach in a separate anatomy nor-

2We extract section headers as the beginning of the last
previous sentence containing ’:’

3We implement the BM25 algorithm using https://
github.com/dorianbrown/rank_bm25

4The full T5 input template is described in Table 9 from
Appendix B
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malization run after the one-step building block
model. This process combines building block out-
put format with target domain context integration.
The reason for not directly adding it to a one-step
process is that introducing contexts to inputs can
potentially corrupt span detection, as the model
may extract spans from the context rather than ex-
clusively from the input sentence.

4 Experiments

4.1 Radiology datasets across exam modalities

Data split Note Count Sent Count

CT (train) 143 3707
MRI (train) 144 3551
PET (train) 142 5184
PET (valid) 20 758

PET (test) 40 1481
PET (unlabeled) 1471 50000

Table 1: Dataset statistics for the three radiology exam-
ination modalities: CT, MRI, and PET. We explore in-
domain and cross-domain training, evaluating on PET.

We use an annotated corpus containing radiol-
ogy notes about CT, MRI, and PET imaging exams;
statistics are given in Table 1. The anatomy normal-
ization labels are grouped into sublevels according
to the SNOMED CT concepts. Notes in the test
and validation sets are all doubly annotated. The
inter-rater agreement for Trigger is 0.73 F1.

Variations in anatomy distribution across imag-
ing modalities can cause domain discrepancies.
PET has the most balanced distribution among
parent-level anatomy categories, followed by CT.
However, MRI has a heavily skewed distribution,
with 62% of trigger-associated anatomy entities be-
ing neurological among 16 parent-level categories.
See Appendix A for anatomy distribution details.

To enhance domain-specific context retrieval and
boost the chances of retrieving helpful contexts, we
expand the search pool by sampling 50,000 unla-
beled PET report sentences from the same distri-
bution as in the annotated reports (Lybarger et al.,
2022), with a minimum of three tokens.

4.2 Implementation

In the non-generative baseline, we adopt the
mSpERT model (Lybarger et al., 2023) for hier-
archical multi-label entity and relation extraction.

Entities are extracted as spans. We initialize with
Bio-Clinical BERT (Alsentzer et al., 2019).

For the T5 model using both vanilla output for-
mats and the subtask block formats, we initialize
with ClinicalT5 (Lu et al., 2022),

For all models, the best checkpoint is chosen
after 15 training epochs based on the validation
performance on the target domain. For T5 models
with multitask training on subtask blocks, which
involves a higher number of training steps, we eval-
uate the model on the validation set after every 0.5
epoch approximately. For methods that do not in-
volve multitask training, we evaluate the model on
the validation set per epoch.

We implement multitask training on subtask
blocks for MRI and PET, using the auxiliary tasks,
as described in Section 3.1, including trigger span
detection, trigger classification, joint anatomy span
detection and normalization, and anatomy normal-
ization. For the CT-PET transfer scenario, we add
an additional anatomy span detection auxiliary task,
as we observe that more aggressive learning is
needed for anatomy span detection in the CT do-
main. Detailed information about hyperparameters
can be found in Appendix E.

5 Results

Table 2 shows the trigger and anatomy detec-
tion results for mSpERT compared to different
context-independent T5-base alternatives. For the
in-domain condition, all T5 approaches outperform
the mSpERT model for the three anatomy-related
metrics. The results for trigger detection are mixed,
but fairly similar for all. The best performance over-
all is obtained using the 2-step vanilla output T5
model. For the cross-domain scenarios, all models
suffer degradation in performance compared to the
in-domain condition, with the greatest performance
drop for the normalized anatomy categories, par-
ticularly for the MRI-PET condition which has the
greatest mismatch in anatomy distribution. The per-
formance loss is greatest for the mSpERT model,
with a 44% relative reduction in F1 scores for nor-
malized anatomy (at both parent and child levels)
for the MRI-PET case. In contrast, the relative
loss on the parent and child levels for the T5 mod-
els is 24-29%. For both within and across-domain
scenarios, the building block technique improves
the 1-step results for all categories, but particu-
larly for the more difficult anatomy normalization
tasks. As described later in Section 6.2, the 1-step
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Table 2: F1 scores (%) for: non-generative mSpERT (Lybarger et al., 2023), generative vanilla T5 models with both
multi-step pipeline and one-step joint approaches, and our proposed one-step T5 model using the building block
technique. All models adopt the T5-base architecture and are initialized with ClinicalT5 (Lu et al., 2022). Best
overall scores are in bold, and best one-step scores are underlined.

Entity mSpERT T5-base
3-step

(vanilla)

T5-base
2-step

(vanilla)

T5-base
1-step

(vanilla)

T5-base
1-step

(blocks)

PET → PET

Trigger 82.4 81.9 81.9 82.1 82.6
Anatomy Span 65.8 67.6 67.6 66.0 66.1
Anatomy Parent 61.9 64.7 64.9 63.3 63.5
Anatomy Child 59.6 62.1 62.3 59.7 60.7

MRI → PET

Trigger 75.6 76.6 76.6 76.4 77.8
Anatomy Span 59.9 60.9 60.9 59.2 61.1
Anatomy Parent 34.7 48.6 47.1 44.9 48.3
Anatomy Child 33.5 44.6 44.0 41.2 44.8

CT → PET

Trigger 75.7 76.1 76.1 74.0 76.6
Anatomy Span 59.7 61.4 61.4 56.3 59.8
Anatomy Parent 53.2 55.8 54.8 50.8 55.0
Anatomy Child 47.5 53.3 51.8 48.1 51.2

approach is sensitive to the compositionality gap,
which is ameliorated by the block approach. For
the cross-domain scenarios, the best overall results
are obtained with the 3-step approach for the CT-
PET condition and with the 1-step block approach
for the MRI-PET condition (greater mismatch). An
additional advantage of the 1-step approach is the
lower latency associated with using only one de-
coding pass.

As described earlier, target-domain contexts
are added to prompts during a second step of
T5 decoding to help anatomy normalization,
after the 1-step subtask block decoding with
T5-base. Table 3 shows results for all different
types of contexts, as well as using either T5-large
or T5-base in the second step without context.
Without context, the T5-base and T5-large models
give similar results for in-domain and CT-PET
cross-domain conditions, but T5-large improves
results for the MRI-PET condition. (Note that
T5-large is only used in the last step; a bigger
benefit could be observed if used in both steps.) All
types of context are useful for the two domain-shift
cases, but there is little or no benefit for the
in-domain case. Of the different types of context,

automatically retrieved similar sentences from
unlabeled target-domain data provide the greatest
benefit in the mismatched scenarios. Combining
all contexts provides a small additional benefit,
except for the anatomy parent in the MRI-PET
case. Anecdotally, we observe that same-document
contexts are useful for disambiguation, while
hints for challenging examples are more likely
collected from a large domain-level corpus rather
than just the same document. (For examples, see
Appendix F.)

Table 4 provides information on the relative
cost of the different T5 models. The multi-
pass models have higher latency (average
passes/sample) in that passes are necessarily
sequential. (Note that samples with no findings
or no anatomy identified in the first pass do not
require additional passes.) The number of tokens
per sample is an indicator of cost. The 1-step
model with blocks has a higher cost than the
2-step approach because of the additional tokens
introduced by the state-augmented prompt, but the
cost is still lower than the 3-step approach. The
use of context adds additional cost.
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Table 3: F1 scores (%) for T5 anatomy classification models with and without contexts. Results with context
involve a first pass with the 1-step T5-base building blocks method, the same as "T5-base one-step (blocks)" in
Table 2, followed by another pass that normalizes the anatomy spans that are previously detected by the 1-step
T5-base (block) model. We normalize with the model used in the last step of the 3-step (vanilla) pipeline, optionally
augmented with contexts in the prompts. We also add the T5-large normalization model without context to compare
with the larger-scale counterpart.

Normalization model T5-large T5-base T5-base T5-base T5-base T5-base

Context n/a n/a adjacent
sentences

metadata
& header

BM25
retrieval

all
combined

PET → PET, Trigger: 82.6, Anatomy Span: 66.1

Anatomy Parent 63.6 63.9 63.8 63.7 63.8 63.7
Anatomy Child 60.9 60.9 61.0 61.1 60.3 60.4

MRI → PET, Trigger: 77.8, Anatomy Span: 61.1

Anatomy Parent 51.2 50.8 52.1 51.6 53.8 53.5
Anatomy Child 48.6 45.4 47.1 46.6 48.3 48.8

CT → PET, Trigger: 77.8, Anatomy Span: 59.8

Anatomy Parent 54.1 54.2 55.5 55.0 55.5 55.9
Anatomy Child 51.2 51.2 52.2 51.6 52.6 53.0

Table 4: Average number of decoding passes per sample
(indicating relative decoding time) and tokens per sam-
ple (indicating relative cost) of one-step and multi-step
approaches for testing on the PET domain. The token
counts per sample are the average of the sum of input
and output token counts, which is used for proportional-
ity pricing LLM usage by ChatGPT. The context method
uses all context combined in another normalization step
as in Table 3.

passes/ tokens/
Method sample sample

3-step (vanilla) 2.5 355
2-step (vanilla) 1.7 199
1-step (block) + context 1.7 450
1-step (block) 1 245

6 Analysis

In this section, we analyze results to better under-
stand performance improvements associated with
the subtask block format and retrieved context in
prompts.

6.1 Multitask training for subtask blocks

To understand the contributing factors for the sub-
task block method’s effectiveness, we examine
whether the output format encodes helpful struc-
tural task information, or multitask training on

Table 5: F1 scores (%) for the cross-domain MRI-
PET condition using 1-step T5-base models, comparing:
vanilla output format, building block format but no mul-
titask training, and building block format with multitask
training.

Entity vanilla blocks, no
multitask

blocks,
multitask

Trigger 76.4 76.0 77.8
Anatomy 59.2 57.1 61.1
Parent 44.9 38.6 48.3
Child 41.2 36.9 44.8

individual subtasks predominantly drives perfor-
mance. We conduct an additional experiment using
the same subtask block output format, but without
the multitask training for individual blocks. We
use MRI as the source domain, because it suffers
the most cross-domain performance drop. The
results in Table 5 show a substantial drop in the
model’s performance in the absence of multi-task
training, as compared to both the multi-task version
and the baseline output format. This performance
degradation may be attributed to increased decod-
ing lengths.
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6.2 Predictions for multiple anatomy parents
In addition to differences in the anatomy parent
class distribution across domains, the three exam-
ination modalities also differ in how frequently
sentences with multiple anatomy entities involve
multiple parent classes. As shown in Table 6, 57%
of the sentences with multiple anatomy entities
in the target domain (PET) have multiple parents,
whereas the percentage is much lower for the other
domains (only 12% for MRI). When using the
vanilla method, models trained on a domain with
few instances of multiple parents will tend to pre-
dict the same parent class for each entity, as shown
by the lower frequency of prediction in the table.
The use of subtask blocks together with multitask
training substantially improves the model’s ability
to identify multiple parent types when there are
multiple anatomy entities. In all domains, roughly
20% of sentences have multiple anatomy entities,
so this leads to overall performance improvement.

Table 6: Relative frequency (%) of sentences with mul-
tiple anatomy entities that have different parents, com-
paring frequencies as predicted by different models to
the frequencies based on gold annotations for training
data. The gold relative frequency on the PET test data
is 55%.

Domain Training Vanilla Blocks

PET 57 53 56
MRI 12 29 46
CT 33 45 52

6.3 Target domain retrieval filtering

Table 7: Normalized anatomy F1 score (%) for the
MRI-PET condition, comparing approaches for using
target-domain context retrieved using BM25: no context,
unfiltered retrieval, and filtering the retrieval corpus to
anatomy informative sentences.

Entity no context unfiltered
contexts

filtered
contexts

Parent 50.8 52.7 53.8
Child 45.4 47.4 48.3

Trigger: 77.8, Anatomy: 61.1

To reduce the search costs, we filter the unla-
beled target domain data to include only sentences
with anatomy terms before running retrieval with
BM25. To understand the impacts on performance,

we run experiments on unfiltered data, again focus-
ing on the MRI data where domain differences are
greatest. Table 7 shows that filtering for anatomy
not only reduces costs but also gives a small im-
provement in results for identifying normalized
categories.

7 Related work

7.1 Event extraction methods

Event extraction research has predominantly de-
pended on BERT-based (Devlin et al., 2019;
Alsentzer et al., 2019) models, where the extrac-
tion subtasks are performed by classifiers utilizing
the language model layer representations (Eberts
and Ulges, 2019; Zhong and Chen, 2021; Lybarger
et al., 2023). They often yield satisfactory results
when training on sufficient in-domain training data.
For example, when training and testing on CT scan
reports, normalizing anatomical terms can result
in an F1 score of 79% for nine major body parts
and 73% for 41 sub-body parts (Lybarger et al.,
2021). Recently, there has been growing interest
in adopting generative approaches (Raffel et al.,
2020; Brown et al., 2020) for information extrac-
tion, which incorporates task descriptions and aux-
iliary context information to enhance performance
(Xie et al., 2022). Many efforts (Lu et al., 2022;
Phan et al., 2021; Lehman et al., 2023; Luo et al.,
2022) support exploration of clinical tasks through
pre-training generative models for biomedical and
clinical domains. In this study, we explicitly evalu-
ate generative models in domain shift settings, with
an emphasis on minimizing inference costs.

7.2 Context augmentation

Integrating models with supplementary contexts
has shown benefits in knowledge-intensive tasks
(Lewis et al., 2020; Guu et al., 2020). Generative
models can utilize knowledge prompts from exter-
nal knowledge sources (Peng et al., 2023; Liu et al.,
2021). In our work, we retrieve contexts from the
unlabeled clinical note corpus without relying on
external resources.

7.3 Compositionality Gap

The compositionality gap has been identified as
a challenge in generative models when multiple
subtasks are combined (Press et al., 2022). Prior re-
search on large language models has demonstrated
that breaking down complex tasks into smaller sub-
problems can be beneficial (Wei et al., 2022; Press
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et al., 2022). Small models have been employed for
multiple decoding passes (Khot et al., 2021), but
there is limited research on reasoning with smaller
models that merge these steps, which is essential
for real-time applications in the clinical field.

8 Conclusion

In conclusion, we present generative event ex-
traction methods for radiology findings that im-
prove generalization under domain shifts and re-
duce the inference costs. By decomposing com-
plex tasks into simpler subtask blocks and incorpo-
rating target-domain context during the inference
process, our approach enables smaller models to
achieve performance similar to or better than those
obtained with more decoding passes, and compa-
rable to larger models on anatomy normalization.
Our methods make efficient inference for exten-
sive clinical notes more feasible. This work offers
insights into reasoning with smaller models and
using context to compensate the reduced model
size.

Limitations

The use of machine learning models in clinical
decision-making requires an understanding of the
reasoning behind model predictions. Our study
focuses on improving the performance of smaller
models using context and subtask blocks. While
the subtask state labels provide some interpretabil-
ity, we have not explored its impact on trust among
medical professionals. In addition, the relative ben-
efit of the different multi-pass strategies and differ-
ent types of context appear to depend on the degree
of domain mismatch, which should be further ex-
plored in future work.

Ethics Statement

Radiology reports contain sensitive patient infor-
mation and it is crucial to handle this data respon-
sibly, adhering to strict privacy and confidentiality
guidelines. The dataset used in this paper was fully-
de-identified. We received approval from our insti-
tution’s IRB prior to conduct the presented research
and used HIPAA compliant servers. Additionally,
a careful examination is needed to assess potential
bias in models used for extracting information from
radiology reports prior to implementing real life
secondary use applications.
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Parent-level Class Child-level Classes

Neurological Undetermined, Spine Cervical, Spine Thoracic, Spine Lumbar,
Spine Sacral,
Spine Cord, Spine Unspecified, Brain, Nerve, Pituitary, Cere-
brospinal Fluid Pathway,
Cerebrovascular System, Extraaxial

Cardiovascular Undetermined, Venous, Arterial, Pulmonary Artery, Heart, Peri-
cardial Sac,
Coronary Artery

Thoracic Undetermined, Mediastinal

Respiratory Undetermined, Lung, Pleural Membrane, Tracheobronchial

Digestive Undetermined, Esophagus, Stomach, Intestine, Small Intestine,
Large Intestine

Hepato-Biliary Undetermined, Gallblader, Bile Duct, Pancreas, Liver

Urinary Undetermined, Kidney, Urinary Bladder, Ureter

Lymphatic Undetermined

F Reproductive Ob-
stetric

Undetermined, Breast, Ovary, Uterus, Adnexal, Extra-embryonic,

Placenta, Fetus, Umbilical Cord, Female Genital Structure

M Reproductive Undetermined, Prostate, Testis, Epididymis

Musculo-Skeletal Undetermined, Skeletal and or Smooth Muscle, Bone and or Joint

Body Regions Undetermined, Entire Body, Pelvis, Lower Limb, Upper Limb

Head Neck Undetermined, Thyroid, Neck, Ear, Eye, Mouth, Nasal Sinus,
Pharynx, Laryngeal

Skin Undetermined, Skin and or Mucous Membrane, Subcutaneous

Abdomen Undetermined, Retroperitoneal, Abdominal Wall, Peritoneal Sac,
Spleen, Adrenal Gland, Mesentery

Miscellaneous Undetermined, Adipose Tissue, Connective Tissue, Biomedical
Device

Table 8: Hierarchical anatomy normalization categories at parent and child levels.

classification with 72 categories. Each parent-level
class includes an "Undetermined" child-level class
to account for cases that don’t fit into its other speci-
fied child classes. The full normalization categories
are in Tabel 8.

As shown in Figure 2, MRI exhibits a more
imbalanced distribution, with a majority of the
anatomies related to the "Neurological" parent-
level class. In CT exams, "Respiratory" account
for 16% and "Neurological" represent 19% among
all finding-related anatomies. For MRI, "Musculo-
Skeletal" constitutes 18% while "Neurological" ex-

ams make up a substantial 62%. Lastly, in PET,
"Head Neck" accounts for 12% and "Musculo-
Skeletal" comprises 14%.

B Generative method input and output
formats

We document the templates for the input and out-
put, with examples in Tabel 9. For the template
with contexts, "prepended contexts" include prior
sentences, section headers, exam type metadata,
other contexts are "appended contexts".
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TEMPLATE
Template: [Input sentence] [Question] structured knowledge: [Task ontology]
Template with contexts: [Prepended contexts] [Input sentence] [Question] structured knowledge:
[Appended contexts] [Task ontology]
Trigger task ontology (for T5-vanilla pipeline: 1st step) Indication | Lesion | Medical_Problem
Anatomy task ontology (for T5-vanilla pipeline: 2nd step, 3rd step) Neurological: Undetermined,
Spine Cervical, Spine Thoracic .... (see Table A)
Trigger anatomy task ontology (for all related to one-step building block ) trigger types: Indication
| Lesion | Medical_Problem anatomy categories: Neurological: Undetermined, Spine, ...

EXAMPLE
Input sentence: 18 x 17 mm hypermetabolic soft tissue density insinuating between the left lobe
of the liver and anterior abdominal wall ( the R/112 ) with maximum SUV 14.4 .
Model: T5-vanilla pipeline: first step (trigger span & type)
Question: Question: What are medical findings in this sentence?
Output: trigger: density [ Lesion ]
Model: second step (anatomy span & type)
Question: Consider the medical finding "density" in the span "hypermetabolic soft tissue density
insinuating between the", Question: What anatomy it occurs in? Where is it located?
Output: anatomies: soft tissue [ Hepato-Biliary | Liver ], left lobe of the liver [ Hepato-Biliary |
Liver ], anterior abdominal wall [ Abdomen | Abdominal Wall ]
Model: third step (anatomy normalization)
Question: Consider the anatomy "soft tissue" in the span "17 mm hypermetabolic soft tissue
density insinuating between", which anatomy category it belongs to among listed options?
Output: anatomies: soft tissue [ Hepato-Biliary | Liver ]
Model: T5-vanilla one-step (trigger span & type, anatomy span & normalization)
Question: Question: What are medical findings in this sentence? What anatomy they occur in?
which anatomy category they belong to among listed options?
Output: trigger: density [ Lesion ] anatomies: soft tissue [ Hepato-Biliary | Liver ], left lobe of the
liver [ Hepato-Biliary | Liver ], anterior abdominal wall [ Abdomen | Abdominal Wall ]
Model: T5 one-step subtask blocks (trigger span & type, anatomy span & normalization)
Question: [ same as T5-vanilla one-step ]
Output: state: trigger detection answer: density state: trigger classification answer: density [
Lesion ] state: span detection answer: soft tissue, left lobe of the liver, anterior abdominal wall
state: classification answer: soft tissue [ Hepato-Biliary | Liver ] state: classification answer: left
lobe of the liver [ Hepato-Biliary | Liver ] state: classification answer: anterior abdominal wall [
Abdomen | Abdominal Wall ]
Model: multitask for trigger classification (trigger type)
Question: Consider the medical finding "density", Question: What is the type of this medical
finding?
Output: state: trigger classification answer: density [ Lesion ]
Model: multitask for anatomy span (anatomy span)
Question: Consider the medical finding "density" in the span "hypermetabolic soft tissue density
insinuating between the", Question: Please identify terms that describe the finding’s anatomy
locations.
Output: state: span detection answer: soft tissue, left lobe of the liver, anterior abdominal wall

Table 9: Templates and examples for T5 inputs and outputs. The "multitask" rows correspond to auxiliary tasks
for the T5 one-step subtask block method. We omit rows for "multitask for anatomy" and "multitask for anatomy
normalization", since they use the same question format as the 2nd and 3rd steps of the pipeline approach, but with
answers in the subtask block format.
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Figure 2: Domain differences in terms of the frequencies of parent-level anatomy normalization labels from the
training data.

C Post-processing for the generative event
extraction

When matching spans in the input sentence for pre-
dicted terms, for single-token terms, we match the
corresponding token. For multiple-token phrases,
we match phrases using the longest common nor-
malized string to the input sentence. Where multi-
ple matches are found, we choose the first match
from the left of the sentence, while for anatomy
spans, we choose the closest match to their query
triggers.

D Domain-level context retrieval

We conduct a domain-level context search using
50,000 sentences from the target domain (PET)
corpus with more than three tokens, plus 1841 sen-
tences from the test set. The retrieved content must
not be the input sentence itself. For each input
clinical sentence, we identify the most lexically
similar sentence from the search pool by selecting
the one with the highest BM25 score. We remove
punctuation and lowercase each input query when
matching it with the search corpus sentences using
the BM25 method.

To filter for anatomy-informative sentences, we
employ the same BM25 model to match the en-
tire search corpus with a single anatomy string,
which was cheaply curated from the anatomy nor-
malization categories and frequently auto-extracted

section headers, as shown in Table 10. After filter-
ing, the search corpus is reduced to 36%, shrinking
from 51,481 sentences to 18,959 sentences.

E Implementation details

The mSpERT models are trained at a batch size of
15 for 15 epochs.5 T5 models utilize a maximum
input length of 768 tokens and a maximum output
length of 512 tokens. When incorporating all types
of contexts, we double the input maximum length
to 1536 tokens. We train 15 epochs, with a batch
size of 8. For the T5 large model, to accommodate
a single NVIDIA A100 device, we employ gradi-
ent accumulation by using a batch size of 2 and
accumulating four times.

F Case study for context benefits

We observe that contexts can aid in disambiguation
(e.g. right middle lob) and understanding difficult
medical terminology (e.g. biapical). For both ex-
amples presented in Table 11, contexts include the
term "pulmonary", indicating the anatomies are
related to lungs.

5We use full event schema for mSpERT models, including
all attribute types in the annotations, including anatomy, char-
acteristic, size, size-trend, and count. While T5 models only
extract the most important attribute, the anatomy attribute.
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Neurological: Spine Cervical, Spine Thoracic, Spine Lumbar, Spine Sacral, Spine Cord, Spine,
Brain, Nerve, Pituitary, Cerebrospinal, Cerebrovascular, Extraaxial
Cardiovascular: Venous, Arterial, Pulmonary Artery, Heart, Pericardial Sac, Coronary Artery
Thoracic: Mediastinal
Respiratory: Lung, Pleural Membrane, Tracheobronchial
Digestive: Esophagus, Stomach, Intestine, Intestine, Intestine
Hepato-Biliary: Gallbladder, Bile, Pancreas, Liver
Urinary: Kidney, Urinary Bladder, Ureter
Reproductive: Breast, Ovary, Uterus, Adnexal, Extra-embryonic, Placenta, Fetus, Umbilical Cord,
Genital Structure, Prostate, Testis, Epididymis
Musculo-Skeletal: Skeletal, Smooth Muscle, Bone, Pelvis, Limb
Head Neck: Thyroid, Neck, Ear, Eye, Mouth, Nasal Sinus, Pharynx, Laryngeal
Skin: Skin, Mucous Membrane, Subcutaneous
Abdomen: Retroperitoneal, Abdominal, Peritoneal Sac, Spleen, Adrenal, Mesentery,
Adipose, Chest, Mediastinum, Osseous, Bones, Extremities, Lungs, Musculoskeletal, Ventricular,
Bowel, Pleura, Spleen, Vasculature, Thorax, Gallbladder, Kidneys, Adrenals, Adrenal, Cardio

Table 10: Common anatomy terms for filtering the search scope of domain-level context retrieval. This list is curated
from the anatomy task ontology (Table 8) and frequent section headers. Stop words are removed.

Table 11: Error examples with helpful contexts

Error with example Contexts Before and after
[ambiguity] Right
middle lobe nod-
ule (4, 81) mea-
sures 3 mm, previ-
ously 4 mm

[document-level section header]
Scattered bilateral pulmonary
nodules, as described below

before: Hepato-Biliary | Liver
after: Respiratory | Lung

[hard vocabulary]
There is biapical fi-
brosis

[domain-level BM25] There is
biapical pulmonary fibrosis
compatible with radiation ther-
apy

before: Musculo-Skeletal | Bone and or Joint
after: Respiratory Lung
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Abstract

Detecting testimonial injustice is an essential
element of addressing inequities and promoting
inclusive healthcare practices, many of which
are life-critical. However, using a single de-
mographic factor to detect testimonial injustice
does not fully encompass the nuanced identi-
ties that contribute to a patient’s experience.
Further, some injustices may only be evident
when examining the nuances that arise through
the lens of intersectionality. Ignoring such in-
justices can result in poor quality of care or
life-endangering events. Thus, considering in-
tersectionality could result in more accurate
classifications and just decisions. To illustrate
this, we use real-world medical data to deter-
mine whether medical records exhibit words
that could lead to testimonial injustice, employ
fairness metrics (e.g. demographic parity, dif-
ferential intersectional fairness, and subgroup
fairness) to assess the severity to which sub-
groups are experiencing testimonial injustice,
and analyze how the intersectionality of demo-
graphic features (e.g. gender and race) make a
difference in uncovering testimonial injustice.
From our analysis, we found that with intersec-
tionality we can better see disparities in how
subgroups are treated and there are differences
in how someone is treated based on the intersec-
tion of their demographic attributes. This has
not been previously studied in clinical records,
nor has it been proven through empirical study.

1 Introduction

In medical settings, decisions can have life-critical
consequences (Zenios et al., 1999; Kumar Mangla
et al., 2023; White and Lo, 2020; Cheng et al.,
2021; Cheng and Liu, 2023), making it essential to
ensure that machine learning tools use there are fair.
This fairness is often measured with common fair-
ness metrics such as demographic parity (Dwork
et al., 2012) and equal opportunity (Hardt et al.,
2016). However, these tools do not consider the
intersectionality of the subjects under considera-

tion (Ghosh et al., 2021; Gohar and Cheng, 2023).
That is, by focusing solely on factors such as race,
gender, or socioeconomic status, we ignore the
nuances related to individuals with unique experi-
ences shaped by having multiple features sensitive
to marginalization. We theorize that how various
aspects of an individual intersect and contribute
to their experiences, via intersectionality, could
make instances of injustice more overt - and in
some cases may be the sole approach for identi-
fying such instances. Intersectionality recognizes
that power relations based on factors such as race,
class, and gender are not mutually exclusive and
can interact with each other, affecting all aspects
of the social world (Marques, 2018). Therefore,
it is important to consider intersectionality when
evaluating the fairness of machine learning tools in
medical settings.

In clinical settings, it is particularly important
that care providers (e.g. physicians) properly ac-
knowledge what their patients are hoping to convey
to them in a way that does not diminish what the
patient is saying. Moreover, it is imperative for
care providers to accurately relay their understand-
ing of their patients’ experiences, as others will be
dependent upon their previous understandings and
evaluations, often recorded in notes, to assist with
overseeing and providing care for that patient (Jin,
2021). We have seen that when this does not occur,
there are higher instances of death amongst cer-
tain marginalized groups (Bowman, 2013). With
the rise in using machine learning tools to help
make decisions on medical plans and treatments,
who often only interact with the notes provided to
them and not the actual patient, it is vital they are
able to properly see patients. This visibility should
be clear despite previous attempts at burying their
words behind instances of injustices which hides
them as a speaker. Here, we focus on a particular
form of injustice - testimonial injustice. Testimo-
nial injustice occurs when someone is assigned less
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credibility due to prejudices about them (Fricker,
2019).

The aim of our study is to examine how testi-
monial injustice in medical records is affected by
the intersectionality of gender and race. These
two observable attributes have historically led to
marginalization in various societal settings, such
as education (Rankin and Thomas, 2020), housing
(Roscigno et al., 2009), and healthcare (Krieger,
1990; Chapman et al., 2013). In fact, some forms
of marginalization may only be evident in those
with multiple marginalized identities - for instance,
a Black police woman may not experience the same
level of power and privilege as a White male police
officer (Martin, 1994). Neglecting to consider the
various contributing identities of an individual may
further marginalize them. Therefore, it is impor-
tant to consider intersectionality when identifying
and addressing injustices in order to result in more
accurate classifications and decisions.

There has been a small amount of work done to
understand testimonial injustice in medical records
and to our knowledge no prior work on how inter-
sectionality might affect the emergence of testimo-
nial injustice, even in life-critical medical settings.
This motivates our contributions to this work: (1)
The importance of intersectionality has been spo-
ken about but has not been shown before (particu-
larly in the medical setting). Thus, we perform an
empirical study to show there is a difference in how
subgroups are treated in medical settings, but this
can only be revealed in intersectional views. (2)
Practitioners continue to use singular-feature fair-
ness metrics in medical settings. Thus, we provide
proof that we should not be using these metrics to
detect instances of injustice. This proof has not
been provided before, not even in medical settings.
Thus, we (3) perform an empirical study to show
traditional fairness metrics (i.e. demographic par-
ity) are inefficient when judging people’s experi-
ences in healthcare because they produce different
results when the entirety of a person is considered.
(4) Lastly, not all metrics fit each situation - even
in similar settings. Therefore, we analyze if dif-
ferent intersectional fairness metrics might reveal
differences in how we recognize intersectionality.

Previous studies have shown that both Black pa-
tients and female patients are more likely to expe-
rience testimonial injustice in the medical field, as
evidenced by the use of biased language in their
records (Beach et al., 2021). However, these stud-

ies have not examined the specific impact of inter-
sectionality, or how being simultaneously Black
and female might affect testimonial injustice. Our
work seeks to address this gap by examining the im-
pact of the intersection of ethnicity (Black, Asian,
Latino, and White) and gender (Male and Female -
though we acknowledge in modern society, there
is recognition of genders beyond the traditional bi-
nary options, the dataset used here only includes
these two genders) on testimonial injustice in med-
ical records.

2 Related Works

Despite the increased use of machine learning tools
and a growing focus on intersectionality in the med-
ical community (Holman et al., 2021; Bauer and
Lizotte, 2021), there have been limited efforts to
understand how intersectionality can impact out-
comes in medical settings. Since various healthcare
professionals rely on medical records to make treat-
ment decisions and give proper care, it is crucial
that such records are written appropriately (Bali
et al., 2011). The authors of (Adam et al., 2022)
found that even when race is removed from pa-
tients’ records, models could detect the race of
the patient - even when humans could not. Fur-
thermore, they discovered that models trained on
these records (i.e. which race has been removed
from) still maintain biases in treatment recommen-
dations. Though they only remove race in their
work, this further affirms that there are differences
in how patients are spoken about in their records
based on demographic features, emphasizing the
need to study what can occur if we look at multi-
ple demographic features as we do here. In their
work, P Goddu et al. explored how stigmatizing
language in a patient’s medical record can shape
the attitudes of physicians-in-training towards the
patient and their clinical decision-making. They
found that stigmatizing language is associated with
more negative attitudes and less aggressive pain
management. Building on this work, we exam-
ine words that may indicate testimonial injustice,
which occurs when someone’s statements are di-
minished due to stereotypes or prejudices about
them (Fricker, 2019). It is therefore important to
identify instances of stigmatizing language in med-
ical records and take steps to prevent them from
occurring as emphasized by Park et al..

In (Beach et al., 2021), the authors use a lex-
icon look-up to identify testimonial injustice in
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medical records, analyzing the use of quotation
marks, evidential words, and judgmental words in
the records of male and female patients who are
Black or White. We expand their work, including
words that are negative and commonly used stig-
matizing words in medical settings. We exclude
the search for quotation marks, acknowledging that
direct quotations may give rise to uncertainty by
suggesting that the statement in question consti-
tutes not a fact, but rather an assertion (Beach et al.,
2021). However, we believe that our expanded lex-
icon will help to identify instances of testimonial
injustice. Further in contrast to Beach et al., we
consider the records of Black, White, Asian, and
Latino patients, exploring how testimonial injustice
may differ across the intersection of their identi-
ties with gender. The authors found that Black and
female patients are most likely to experience testi-
monial injustice, highlighting the need to examine
how different intersectional identities impact expe-
riences of testimonial injustice in medical settings.

Previous research has examined the presence of
epistemological bias in medical records based on
sensitive attributes to detect instances of experi-
ences injustice i.e. disparate treatment. Himmel-
stein et al. studied diabetic patients and found that
non-Hispanic Black patients were more likely to
have stigmatizing language included in their notes
than non-Hispanic White patients. Similarly, Sun
et al. investigated medical records and racial bias,
discovering that Black patients had a 2.54 times
higher chance of negative descriptors than White
patients. These studies suggest that certain demo-
graphics may experience differential treatment in
medical settings, which may help explain health-
care disparities. However, these works only ex-
amined single demographic features, while we
seek to investigate their intersection. We antici-
pate that studying the intersection of groups will
more clearly reveal instances of injustice or discrep-
ancies in treatment. The ongoing use of tools that
do not consider intersectionality highlights the im-
portance of this research (Buolamwini and Gebru,
2018).

Guo and Caliskan developed a technique to auto-
matically identify intersectional biases from static
word embeddings. They found that their model’s
highest accuracy was for predicting emergent inter-
sectional bias among African American and Mexi-
can American women. This could be attributed to
these groups experiencing more overt biases that

are easier to detect. This discovery motivates us
to further investigate if biases are more prevalent
in high-risk settings such as medical settings, es-
pecially for individuals from marginalized groups.
However, it can be challenging for humans to iden-
tify when a bias is occurring since it can be subtle,
as highlighted by Hube and Fetahu. Furthermore,
doctors may struggle to recognize their own use
of words that cause testimonial injustice since they
may be unconsciously influenced by their own bi-
ases and take them as facts (FitzGerald and Hurst,
2017; Beeghly and Madva, 2020).

3 Data

3.1 MIMIC-III
Obtaining medical data has been a standing chal-
lenge, largely due to HIPAA requirements and pri-
vacy constraints. We use the MIMIC-III (Johnson
et al., 2016) dataset, which contains features of in-
terest to our experiments: ethnicity/race, gender,
patient id, diagnosis, physicians’ notes , and so
on. This data was collected between 2001-2012
at the Beth Israel Deaconess Medical Center in
Boston, MA. The MIMIC-III dataset contains in-
formation for 46,146 patients. The distribution of
racial groups in the data was highly disproportion-
ate, as shown in Table 1. The two genders repre-
sented in this dataset, Female and Male, however,
are more balanced. We removed ethnicities that
were listed as “unknown/not specified", “multi-race
ethnicity", “other", “unable to obtain", and “patient
declined to answer" since we cannot clearly denote
the race of these patients. We also removed pa-
tients whose diagnosis was “newborn" since these
patients had notes solely stating they were newly
born. We did however include the newborns who
had other diagnoses. Only 9 of those patients were
Caribbean and 38 were Middle Eastern, thus we
removed them from the records as well. We were
not able to find any duplicate records in the dataset,
with a simple python search.

After data pre-processing, there are 32,864 pa-
tients in total for experimentation. We truncated
the MIMIC-III feature ’ethnicity’ into ’race’ such
that all ethnicities are represented as the race of-
ten associated with them as labeled in the dataset
(e.g. original ethnicity in the dataset: ’ASIAN -
VIETNAMESE’ was truncated to ’Asian’). For
ethnicities that were not associated with a particu-
lar race, we searched for how they are commonly
associated and relabeled them to the race (e.g. origi-
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nal ethnicity in the dataset: ’SOUTH AMERICAN’
was relabeled to ’Latino’). Finally, given that many
patients had multiple records, we clustered the pa-
tients based on their patient_id and combined their
records based on patient_id, gender, race, and diag-
nosis (e.g. 56327, male, Latino, HYPOTENSION).
We then run analysis on the physicians’ notes to
find terms that are testimonially injust.

Race Gender Count
White Female 15,399
Black Female 2,522
Asian Female 512
Latina Female 662
White Male 20,317
Black Male 2,041
Asian Male 690
Latino Male 1,041

Table 1: Counts of patients by race and gender.

We analyze the distribution of data for MIMIC-
III in A.3. Our analysis looked at the occurrence of
our four types of words associated with testimonial
injustice, namely evidential (Figure 6 and 7), judg-
mental words (Figure 8 and 9), stigmatizing words
(Figure 10 and 11), and negative words. We plot
the density distribution of each gender, race, and
their intersection as normalized sums of these types
of words, where the numerator is the frequency of
occurrence of the relevant words for that patient
and the denominator is the number of records for
that patient. We did not include the plots for neg-
ative words due to their limited occurrence in the
medical notes of this dataset, however we do use
them in our analysis of the results for detecting tes-
timonial injustice. Our observations suggests that
the confluence of race and gender better helps us
in distinguishing instances of testimonial injustice
than either race or gender in isolation. In particu-
lar, when race and gender are considered indepen-
dently, males seem to be treated better than females
or White patients are treated generally better than
Black patients. However, there is nuance in the dif-
ference in the treatment of White males and White
females as well as Black males and Black females.

3.2 Testimonial Injustice Terms
In order to assess testimonial injustice in the physi-
cians’ notes, we focus on 4 main categories of
unjust words: evidential, judgemental, negative,
and stigmatizing words that can contribute to some-
one experiencing testimonial injustice. We use

the same evidential and judgmental words from
(Beach et al., 2021). Evidential terms do not en-
dorse a statement but allow it to be agnostic (e.g.
“complains", “says", “tells me" and so on). When
a physician uses these words, they express dis-
missing what the patient is actually experiencing.
Judgment terms cast doubt on the sayer by the
hearer (i.e. the physician) by trying to make their
statements sound good or bad (e.g. “apparently",
“claims", “insists", and so on). Exacerbated racial
and ethnic healthcare disparities have been linked
to negative words used to describe Black patients as
well (Sun et al., 2022). Negative words are included
in this study as they typically show active rejection
or disagreement, e.g. “challenging", “combative",
“defensive", “exaggerate", and so on. Clearly, the
use of these words expresses assumptions about the
patient and could result in a lower quality of care.

We also include stigmatizing terms as they are
commonly used in medical contexts (Himmelstein
et al., 2022). Stigmatizing terms are rooted in
stereotypes or stigmas about a person (Link and
Phelan, 2001) (e.g. “user", “faking", “cheat", and
so on). Using stigmatizing terms may alter treat-
ment plans, transmit biases between clinicians, and
alienate patients. This lexicon has been proven
to consist of words used to diminish specific con-
ditions like diabetes, substance use disorder, and
chronic pain (Himmelstein et al., 2022). All of
these conditions are known to disproportionately
affect racial minority groups. Using all of these
terms in our lexicon lookup 4.2 will help us to de-
tect testimonial injustice in these medical records.

4 Methods

Although all marginalized groups invariably ex-
perience some degree of injustice, our aim is to
bridge the gap in research by highlighting the dis-
parate treatment of subgroups in medical notes. To
achieve this goal, we estimate and compare com-
mon metrics across different groups (i.e. Asian
men, Asian women, Black men, Black women,
Latino men, Latina women, White women, and
White men) specifically using demographic parity,
differential intersectional fairness, and subgroup
fairness.

4.1 Normalization
To account for patients who had multiple visits
or were admitted to the ICU for multiple days,
the physicians’ notes were combined for each pa-
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tient’s duration in the ICU. To analyze the potential
variance in testimonial injustice among different
groups, we summed the frequency of testimonial
injustice words in the notes for each patient and
then normalized this frequency by dividing it by the
number of original records we had for that particu-
lar patient. This allowed us to ensure that each pa-
tient had an equal standing, regardless of length of
hospital stay or number of visits from doctors. By
using normalized sums, we were able to compare
groups and determine if there were any differences
in levels of testimonial injustice. The normalized
sums of occurrences of testimonial injustice across
each intersection of groups are visualized in Figure
5 in A.1.

4.2 Lexicon Lookup
After normalizing the sums of testimonial injustice
for each patient, we performed a lexicon lookup
for exact phrase matching. With this, we counted
the frequency of occurrence for each testimonial
injustice word in the patients’ combined and nor-
malized visits. We combined the terms introduced
in Section 3.2 commonly associated with being
evidentially biased, judgmental, negative, and stig-
matizing into a lexicon.

4.3 Defining Fairness
In this work, we define the desired fairness as the
following: a patient’s record has no terms which
are considered testimonial unjust. However, this is
a strict boundary that is unlikely to be met since a
term could appear in a patient’s record but might
not actually be casting doubt on them as a sayer (i.e.
testimonial injustice). Thus, we find the greatest
number of occurrences of each type of term that
indicates testimonial injustice, m = maxp(t/r)
(where p are the patients). We determine that if a
patient has more than m∗ .10 in that particular type
of term, they as experiencing testimonial injustice.
For this work, we arbitrarily use 10% of the max-
imum value for each term. In the future, we will
do some experimentation to improve this defini-
tion of fairness. To determine if there is disparate
treatment amongst groups to this fairness defini-
tion, we use fairness metrics - demographic parity,
differential intersectional fairness, and subgroup
fairness.

4.3.1 Demographic Parity
Demographic parity requires that the difference in
two groups being assessed have equal chances of

receiving a positive outcome (Dwork et al., 2012).
We use this metric as our baseline metric to under-
stand how testimonial injustice might reveal itself
if we ignore intersectionality, as has been done
with most works in the fairness literature [(Hardt
et al., 2016), (Kusner et al., 2017), (Agarwal et al.,
2018),and so on]. That is, we are seeking to in-
vestigate whether there is a significant difference
in the way a patient is spoken about in medical
records when the intersection of their race and
gender are considered. Demographic parity is a
popular fairness metric, but it does not work to
reveal fairness or justice; rather it solely reveals
equity. We can look at the example of when both
groups have high amounts of injustice (i.e. true
fairness occurs when neither group experiences in-
justice, nearly 0) hence, fairness is not detected
only equality or when a marginalized group should
be afforded more opportunity for the sake of cor-
rective justice due to historical bias hence justice
is not enforced. In these cases, demographic par-
ity is still satisfied, but fairness nor justice persists.
Demographic parity is defined as:

P (Y = 1|A = a)

P (Y = 1|A = a′)
> 0.8, (1)

where Y is the outcome and A is the sensitive at-
tribute. Demographic parity looks to ensure the
difference between the two groups receiving a pos-
itive outcome is greater than 80%.

4.3.2 Differential Fairness
For intersectionality, we first look at ϵ-Differential
fairness (Foulds et al., 2020), which requires that
the difference between groups, regardless of their
combination of sensitive attributes, not be treated
differently within a range. This metric of fairness
allows us to include multiple attributes of a person
whereas demographic parity only allows us to look
at one sensitive attribute per group. Differential
fairness is defined as:

e−ϵ <
P (M(x) = y|si, θ)
P (M(x) = y|sj , θ)

< eϵ, (2)

where ϵ should be small. In our experiments, it is
set to 0.01, M is a mechanism (linear regression
in our case) that takes an instance, x, from the
data to achieve some outcome, y, s values are the
cross product of sensitive attributes, and θ is the
distribution of x.
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4.3.3 Subgroup Fairness
Another common intersectional fairness notion is
Statistical Parity Subgroup Fairness or subgroup
fairness. We use subgroup fairness to compare
our results with the differential fairness metric.
Subgroup fairness (Kearns et al., 2018) requires
there be no difference in positive outcomes between
groups, but we are allowed to ignore an α amount
of people. Subgroup fairness is described for each
group, a, by:

α(a,P) ∗ β(a,M,P) ≤ γ, (3)

where,

α(a,P) = PP [a(x) = 1]

β(a,M,P) = |PD,P [M(x) = 1]−
PM,P [M(x) = 1|a(x) = 1]|.

Here M is a classifier, P is the distribution of pa-
tients, γϵ[0, 1] indicates the amount of deviation
from equity we tolerate. We relax this constraint
for our experiments, allowing γ to be 95% of the
maximum value of α(a,P) ∗ β(a,M,P) for each
term that leads to testimonial injustice. a(x) = 1
indicates that individuals with sensitive feature, x,
are in group a.

5 Results

When examining the results for demographic parity,
we solely focus on instances of race or gender, as
this approach only allows for an assessment of one
factor at a time. However, for differential fairness
and subgroup fairness, we conduct an intersectional
analysis with race and gender. For these, we look
to see which groups have privilege over another,
meaning one group experiences less testimonial
injustice in their physicians’ notes as opposed to
the group they are being compared to.

5.1 Demographic Parity
Gender. In terms of Demographic Parity gender
analysis, there was little to no disparate treatment
detected across all term types between male and
female patients, indicating that there was minimal
evidence of injustice in the data based on gender,
as observed in Figure 1. The greatest difference
was found within evidential words, where female
patients experienced the most injustice. Then fol-
lows the stigmatizing words and judgment words
with the greatest bias against females. The least dif-
ference comes from the negative words with males

experiencing the least fairness. Negative words oc-
curred the least and stigmatizing words occurred
the most across the patient records. With this, gen-
der should not be found to be a significant predictor
of the treatment or care received by patients. There-
fore, the findings of the analysis should show that a
person’s gender membership does not have any sub-
stantial impact on how they are treated, indicating
that the principle of fairness is being upheld.

Figure 1: Demographic Parity Occurrences of Injustice
by Gender.

Race. In terms of Demographic Parity race anal-
ysis, there was little to no disparate treatment de-
tected across all term types between the different
races of patients, indicating that there was minimal
evidence of injustice in the data based on race, as
observed in Figure 2. We observe that Latino pa-
tients are the most likely to experience evidential
words, while Asian patients were the least likely.
Further, for evidential words, White patients have
privilege over Black patients, Black patients have
privilege over Latino patients, and Asian patients
have privilege over White and Latino patients. For
judgemental words, Black patients are the most
likely, and Asian patients were the least likely to
experience judgemental words. Here, we observe
that White patients have privilege over Black pa-
tients. Latino patients were the most likely and
Asian patients were the least likely to experience
negative words in their medical records. We note
here that negative terms were the least likely to
appear in the records of any patient. Black patients
were the most likely and Asian patients were the
least likely to experience stigmatizing words in
their medical records. Another observation is that
White patients have privilege over Black patients,
Asian patients have privilege over every race of
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Figure 2: Demographic Parity Occurrences of Injustice
by Race.

patients, and Latino patients have privilege over
White patients. Stigmatizing words occurred the
most in everyone’s medical records. With this, race
should also not be found to be a significant predic-
tor of the treatment or care received by patients.
Therefore, the findings of the analysis should show
that a person’s racial membership does not have
any substantial impact on how they are treated, indi-
cating that the principle of fairness is being upheld.

Since our analysis using demographic parity
showed that neither race nor gender affect how
a patient experiences testimonial injustice, when
we observe their intersection, we should see that
the treatment and care received by patients are not
affected by the intersectionality of race and gender.
This would indicate that the principle of fairness
is being upheld regardless of a patient’s race or
gender. However, we see a different story when we
consider intersectionality.

5.2 Differential Fairness
Differential fairness focuses on the intersectional-
ity of race and gender in relation to testimonial
injustice. The results of the demographic parity ex-
periments showed, there are no disparities in how
groups are treated with respect to testimonial in-
justice upon race or gender. However, the results
of the experiment pertaining to differential fairness
show that there are disparities between different
intersections of gender and race with respect to
the types of terms that lead to testimonial injus-
tice. Specifically, out of 112 comparisons for each
intersection of gender and race, 110 violations of
differential fairness occurred. This demonstrates

that there are underlying injustices occurring in
how different groups are treated based on gender
and race and that we cannot simply rely on mea-
sures that do not consider intersectionality to reveal
this.

There were very few instances in which fairness
was not violated, such as Asian males to Asian
females for evidential and judgmental words, and
Asian males to Latina females for negative words.
The results showed that Asian females and males
were the most privileged, and White males and fe-
males were the least privileged when fairness was
violated. This may be due to the fact that there
are many more records for White patients than all
other races of patients. As observed in Figure 3,
across all types of terms that lead to testimonial
injustice, Black females were the next least privi-
leged after White patients. Black males were found
to have more privilege in experiencing testimonial
injustice than Black females. The experiment was
also conducted with 500 randomly sampled records
of each subgroup of patient, and the results there
showed that when unfairness is present, Black fe-
males are the most marginalized, and Asian males
are the least. For these sampled records, across
all types of terms that lead to testimonial injustice,
Latina females were the most marginalized for evi-
dential words, Black females for judgment words
and negative words, and Latino males for stigma-
tizing words. However, even with the full dataset,
Asian males were consistently found to be the most
privileged of all the groups represented.

Figure 3: Differential Fairness Occurrences of Injustice
by Gender and Race.

5.3 Subgroup Fairness
In this experiment, similar to differential fairness,
we focus on the intersectionality of race and gender
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in relation to testimonial injustice. The results of
the demographic parity experiments showed, there
were no disparities in how groups were treated
with respect to testimonial injustice upon race nor
gender. However, the results of the differential fair-
ness experiments showed there are differences in
how one is treated based on their race and gender.
We conduct an experiment that also looks at in-
tersectionality of groups to compare if there is a
difference in how these two metrics reveal disparate
treatment amongst the subgroups.

Based on our analysis of demographic parity in
detecting testimonial injustice in medical records,
we found that the privileged groups by race are
Asian and White patients, as well as males. There-
fore, for the purpose of intersectional fairness anal-
ysis, we consider Asian men and White men as
non-sensitive groups. When we conducted a dif-
ferential fairness analysis, we found that violations
occurred 110 times out of 112 comparisons (each
intersection of gender and race for each type of
term leading to testimonial injustice). We expected
similar results (Figure 4) for subgroup fairness anal-
ysis. Our subgroup fairness metric detected 69 vi-
olations our of the 112 comparisons of subgroups.
Though less occurrences of violations are present,
this still reveals we must consider intersectional-
ity within the medical setting and in the fairness
metrics we use there. If even better highlights that
a metric which considers intersectionality is not
enough, but we must be careful at which fairness
metrics we use based on the tasks at hand.

For evidential terms, we found that Latina fe-
males were the most discriminated against, while
Asian males were the most privileged. For judg-
ment terms, Black males were the most discrim-
inated against, while Asian males were the most
privileged. For negative words, Asian males were
the most privileged, while Latino males were the
least privileged. For stigmatizing words, Black fe-
males were the most discriminated against, while
Asian males were again the most privileged. It
is important to note that our experiment includes
the entire dataset, which is over-representative of
White patients. Thus, we can expect even larger
disparities in how different groups are treated with
a more representative dataset. This does not mean
that White patients do not experience discrimina-
tion, but rather emphasizes the importance of hav-
ing a more representative dataset to better under-
stand the degrees to which different groups may

experience testimonial injustice in their records.

Figure 4: Subgroup Fairness Occurrences of Injustice
by Gender and Race.

6 Discussion

When conducting experiments using demographic
parity, we compared race or gender. In each case,
there were no violations of demographic parity for
any patient is treated based on their race or gen-
der alone. If a practitioner takes these results for
face value, they might determine there is no form
of discrimination happening based on these com-
monly observed visible attributes. For example,
when speaking to a Black male patient who was
stigmatized against from the demographic parity
view, they would have no evidence in that setting
to back their expression of their experience. How-
ever, when we look deeper, through the lens of
intersectional fairness (i.e., differential fairness and
subgroup fairness) at the intersection of race and
gender, we can see that a male patient can still ex-
perience discrimination (i.e. Black males) and so
could a White patient (i.e. White females).

When we look at measures that consider intersec-
tionality, we see disparity in how people are treated
based on their race and gender for every type of
word we analyzed that could lead to testimonial
injustice. We attribute this to: (1) being able to
consider multiple aspects about a person that might
only reveal themselves at the intersection of race
and gender, (2) in differential fairness being able to
constrain the range in which we look for violations,
as opposed to only looking at it from one side as
demographic parity does. To properly see injus-
tices occurring, we must look at all angles from
which they could possibly be coming from. This
is because someone might only be testimonially
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injust toward a person who is female, others might
only act unjustly because of your membership with
a historically marginalized race, and so on. We
contend that the better metrics to use for detecting
injustices, e.g. testimonial injustice, in medical
records are ones which consider intersectionality.
Still, we see differences in how these measures
show which groups are experiencing privilege, thus
we must be careful in understanding the goals of
the fairness metrics we use.

7 Conclusions

The objective of this empirical study was to investi-
gate the potential benefits of intersectionality in de-
tecting testimonial injustice, using medical records
as a real-world application. Demographic parity,
differential intersectional fairness, and subgroup
fairness were used to examine whether there are
differences in the extent of testimonial injustice ex-
perienced by individuals based on the intersection
of their demographic attributes and if intersection-
ality helps reveal this. Our results showed (1) when
we allow ourselves to use metrics that consider in-
tersectionality, as opposed to sole factors of who a
person is, we can better see disparities in how they
are treated in terms of detecting testimonial injus-
tice in medical records, (2) there are differences
in how someone is treated based on the intersec-
tion of their demographic attributes (3) different
intersectional fairness metrics do reveal these in-
justices differently. While demographic parity did
not show a clear disparate impact based on gen-
der or race, differential intersectional fairness and
subgroup fairness – two intersectional fairness mea-
sures – revealed that there was disparate treatment
based on both gender and race. These findings
suggest that intersectionality should be considered
when detecting testimonial injustice, especially in
medical settings.

8 Limitations and Future Work

Data. A challenge we faced was that MIMIC-
III was unevenly distributed across the races (e.g.
ethnicities) for the patients represented. We had
significantly more White and Black patients than
any other race of people and even still many more
White than Black patients. Therefore we continue
to express the need for more representative, inclu-
sive, and balanced datasets. Further, the dataset did
include ethnic breakdowns, but due to the lack of
patients present in those ethnic groups we could

not include Caribbean or Middle Eastern patients
as well as many other subgroups in our analysis.
We would like to use a more comprehensive dataset
in the future, potentially from a facility that con-
sistently services marginalized and privileged com-
munities. If we had more time, we would like
to partner with a medical facility that regularly
serves marginalized and non-marginalized groups,
steadily, to develop a dataset which captures more
features that could reveal some bias and ensure
they are more descriptive (i.e. has_insurance) to
get higher quality data.
Better Feature Selection and Using More De-
mographic Features. To ensure the quality of
the aforementioned data, we will perform a causal
analysis to identify the specific features that cause
testimonial injustice. We anticipate that variables
such as age and education level of patients need
be included, as these factors have been shown to
affect how patients are treated, particularly in the
medical field (Dunsch et al., 2018; DeVoe et al.,
2009).
Fairness Metrics. Existing and popular, fairness
metrics cannot be generalized to fit in settings
where intersectionality must be considered. An-
other challenge we faced was having a lack of good
baselines to use when analyzing intersectional dif-
ferences. Intersectionality is highly unexplored, in
the future we would like to develop our own metric
which can be more beneficial in detecting intersec-
tional disparate treatment between individuals.
Additional Analysis. We plan to conduct addi-
tional analysis to understand if specific physicians
treat similar patients similarly based on the inter-
section of their demographic features. Further, we
plan to perform statistical significance testing on
differences in how patients were treated based on
the intersection of their demographic features and
the occurrences of specific physicians’ use of testi-
monial unjust terms to other patients.
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A Appendix

A.1 Normalized Sums of Unjust Terms

Figure 5: Normalized sums of occurrences of unjust terms for patients based on race and gender. Higher numbers
indicate higher counts of terms.

A.2 Abbreviations

Abbreviation Full Form
F Female
M Male
W White
B Black
A Asian
L Latino
WF White Female
BM Black Male
... ...

Table 2: Abbreviations of Demographic Features and their Combinations.
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A.3 Intersectional Analysis of Terms
In conducting analysis on the MIMIC-III dataset, we plot the distributions of the occurrences of each term
which can lead to testimonial injustice. The position of the peak in the distribution graph provides insight
into which subgroups are experiencing a stronger degree of injustice. The more right-skewed the peak of
the distribution is, the higher amount of injustice experienced by that particular subgroup. Naturally, the
height of the peak speaks to the confidence of the severity to which that subgroup is experiencing injustice
based on their word count.

In comparing Figures 6 and 7 notice in terms of race, Asian patients experience evidential terms the
second least, after White patients. Still, Asian Females have the second most highest occurrences of
evidential terms, which is a clear contradiction, showing the importance of observing intersectional
experiences. In Figure 7, we observe the normalized distribution of evidential terms used for patients
across different intersections of races and genders. White men, Asian men, and White females show lower
amounts of evidential terms in their records, while Latina females, Asian females, and Black females have
higher occurrences of evidential terms in their medical records.

Figure 6: Distribution of Evidential terms in medical notes, refer to legend in Table 2 to see the full text of the
abbreviated terms. Left: Shows distribution of gender-only. Right: Shows the distribution of the intersection of
race-only.

Figure 7: Distribution of Evidential terms considering intersectionality in medical notes, refer to legend in Table 2
to see the full text of the abbreviated terms.
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From the normalized distributions of the occurrence of judgement terms in the medical records, in
Figure 8 we can observe that female patients as opposed to male patients and Black patients as apposed to
the other races, studied here, have the most occurrences of judgement terms. Figure 9 emphasizes just
how much worse Black women are impacted than any other subgroup. Black men and White women are
the next two most vulnerable groups to experiencing judgemental terms in their physicians’ notes. Latino
men, White men, and Latina females have the least occurrences of judgement terms in their records.

Figure 8: Distribution of Judgement terms in medical notes, refer to legend in Table 2 to see the full text of the
abbreviated terms. Left: Shows distribution of gender-only. Right: Shows the distribution of the intersection of
race-only.

Figure 9: Distribution of Judgement terms in medical notes, refer to legend in Table 2 to see the full text of the
abbreviated terms. Refer to Figure 8 to see gender-only and race-only graphs.
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From Figure 11 we observe the distributions of normalized stigmatizing terms used for patients over
the intersection of their race and gender. Asian men, followed by Asian females and White males have
experienced the least stigmatizing language in the physicians’ notes, while Black females and Latino
men have been faced with it the most. Figure 6 suggests that Latino and Black patients receive similar
treatment, however, Figure 7 highlights that stigmatizing language is more prevalent in the medical records
of Black females and Latino males compared to any other subgroups.

Figure 10: Distribution of Stigmatizing terms in medical notes, refer to legend in Table 2 to see the full text of the
abbreviated terms. Left: Shows distribution of gender-only. Right: Shows the distribution of the intersection of
race-only.

Figure 11: Distribution of Stigmatizing terms in medical notes, refer to legend in Table 2 to see the full text of the
abbreviated terms. Refer to Figure 10 to see gender-only and race-only graphs.

To conclude, these graphs specifically their variations show the importance of exploring intersectionality
while providing medical care. For example, Black females face challenges that are unique to their inter-
sectional identity as both black and female. This intersectionality can result in compounded experiences
of discrimination and marginalization. Furthermore, the fact that Asian and White males consistently
occupy the most privileged subgroup highlights systemic inequalities and the need for continued efforts to
address these disparities.
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Abstract

Motivated by the scarcity of high-quality la-
beled biomedical text, as well as the success
of data programming, we introduce KRISS-
Search. By leveraging the Unified Medical
Language Systems (UMLS) ontology, KRISS-
Search addresses an interactive few-shot span
recommendation task that we propose. We
first introduce unsupervised KRISS-Search and
show that our method outperforms existing
methods in identifying spans that are semanti-
cally similar to a given span of interest, with >
50% AUPRC improvement relative to PubMed-
BERT. We then introduce supervised KRISS-
Search, which leverages human interaction
to improve the notion of similarity used by
unsupervised KRISS-Search. Through simu-
lated human feedback, we demonstrate an en-
hanced F1 score of 0.68 in classifying spans
as semantically similar or different in the low-
label setting, outperforming PubMedBERT by
2 F1 points. Finally, supervised KRISS-Search
demonstrates competitive or superior perfor-
mance compared to PubMedBERT in few-shot
biomedical named entity recognition (NER)
across five benchmark datasets, with an aver-
age improvement of 5.6 F1 points. We envi-
sion KRISS-Search increasing the efficiency
of programmatic data labeling and also provid-
ing broader utility as an interactive biomedical
search engine.

1 Introduction

One of the major challenges in developing machine
learning models for biomedical text analysis is the

scarcity of high-quality labeled data. Manual an-
notation of biomedical text is a time-consuming
process that demands specialized expertise, lead-
ing researchers to investigate alternative methods
such as weak supervision (Zhang et al., 2022a;
Yakimovich et al., 2021; Poon et al., 2021; Lang
and Poon, 2020) and active learning(Naseem et al.,
2021; Ren et al., 2020) to address this bottleneck.
Programmatic data labeling (Ratner et al., 2016,
2017b,a), a form of weak supervision in which do-
main experts develop heuristics (labeling functions)
to provide noisy labels for large datasets, has been
shown to be effective in leveraging domain exper-
tise. However, developing diverse and high-quality
labeling functions can be challenging, as it requires
knowledge of the programmatic rule specification.
Some techniques have been proposed to suggest
labeling functions to users (Boecking et al., 2021;
Zhao et al., 2021; Li et al., 2021), but they still rely
on users’ understanding of rule specifications to
evaluate or modify the labeling functions.

To address this challenge, we introduce an in-
teractive span recommendation task. Our key idea
is to train a single model and adapt it to human
feedback, enabling it to understand and treat simi-
larity at various levels of granularity. This approach
eliminates the need to train multiple models for dif-
ferent notions of similarity. Conventional entity
linking is one such notion of similarity, where a
user may want to identify all mentions of a spe-
cific concept, such as "hypertension disease" from
the Unified Medical Language System (UMLS).
However, a user may want the flexibility to iden-
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tify not only mentions of "hypertension disease"
but also those of "hypertension treatments" and
"hypertension comorbidities" simultaneously. This
task extends beyond entity linking and can be more
broadly described as interactive span recommenda-
tion.

To tackle the interactive span recommendation
task, we propose KRISS-Search, a method that en-
ables domain experts to develop span recommenda-
tion models for searching unlabeled corpora. A cru-
cial aspect of model performance in KRISS-Search
is the choice of embedding space. The UMLS on-
tology offers a comprehensive set of biomedical
concepts organized hierarchically. We adapt the
UMLS-based self-supervised training technique of
KRISSBERT to generate the embedding space used
by our method.

We evaluate two versions of KRISS-Search.
Unsupervised KRISS-Search takes a single user-
selected query span from a biomedical corpus as
input and returns semantically similar spans. How-
ever, in some cases, this single measure of simi-
larity may not adequately overcome the inherent
ambiguity in identifying spans based on one ex-
ample. To address this limitation, we introduce
supervised KRISS-Search, which employs active
learning to incorporate human feedback and refine
the concept of similarity used in the unsupervised
version. In the context of programmatic data la-
beling, we envision unsupervised KRISS-Search
recommending terms for users to incorporate into
labeling functions and supervised KRISS-Search
directly generating noisy labels, providing a more
flexible alternative to labeling functions.

Our main contributions can be summarized as
follows:

1. We demonstrate that unsupervised KRISS-
Search outperforms PubMedBERT (Gu et al.,
2020) by 51% area under the precision-recall
curve (AUPRC) in returning spans with ex-
act concept unique identifier (CUI) matches
to the CUI associated with the query span.
KRISS-search further outperforms PubMed-
BERT by 54% in returning spans with similar
associated CUIs.

2. By extending unsupervised KRISS-Search
to supervised KRISS-Search through human-
feedback and active learning, we surface spans
associated with specific concepts (CUIs) with
an F1 of 0.68, outperforming PubMedBERT
by 2 F1 points.

3. We demonstrate that supervised KRISS-
Search performs comparably or outperforms
PubMedBERT across five benchmark tasks in
the few-shot biomedical NER setting. On av-
erage, supervised KRISS-Search outperforms
PubMedBERT by 5.6 F1 points, demonstrat-
ing the flexibility of our method to handle
various levels of granularity.

2 Methods

In this paper, we compare various training strate-
gies for the BERT-base (Devlin et al., 2018) (100
million parameters) architecture in order to address
our proposed task. While the training strategies
discussed in this paper are specific to the BERT-
base architecture, they can also be applied to larger
models. The methods we evaluate can be charac-
terized as "contextual," "in-domain," "contrastive,"
and "interactive." "Contextual" methods use the sur-
rounding context to make recommendations, while
"in-domain" methods are trained on data specif-
ically related to the biomedical domain. "Con-
trastive" methods utilize semantic similarity and
dissimilarity during the training process. "Inter-
active" methods involve human participation to
guide model training. The four training strate-
gies we compare are BERT, PubMedBERT, un-
supervised KRISS-Search, and supervised KRISS-
Search. Each strategy implements an additional
descriptor in the order they were listed, with super-
vised KRISS-Search implementing all four.

To highlight the distinctions between BERT, Pub-
MedBERT, unsupervised KRISS-Search, and su-
pervised KRISS-Search, consider the following ex-
ample. In the sentence "The patient received a pt
assay," the query span "pt" refers to the concept
"prothrombin time assay". BERT, which is not
specifically tailored to the biomedical domain or
designed to employ contrastive or interactive tech-
niques, may surface a false positive "platinum,"
which shares the same abbreviation "pt" but is not
relevant to the biomedical domain. Similarly, Pub-
MedBERT, which is trained on biomedical data but
does not utilize contrastive learning, may generate
a false positive "physical therapy," which is in the
biomedical domain but semantically dissimilar to
the query span. In contrast, both unsupervised and
supervised KRISS-Search utilize contrastive learn-
ing, which makes them more likely to recommend
semantically similar spans, such as "prothrombin
time assay", as this similarity is explicitly incor-
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porated into the training process. Now consider
another example: "decrease in right lung mass com-
pared to prior imaging". Here, the user is interested
in the query span "decrease in right lung mass",
which represents a relationship between "decrease"
and "right lung mass". In this scenario, the con-
cept of similarity is complex and may require the
interactive feature of supervised KRISS-Search to
surface similar spans.

2.1 Efficiently Embedding the Corpus

We posit that KRISSBERT (Zhang et al., 2022b)
serves as an excellent foundation for our method, as
it is trained using a contrastive learning approach
based on the UMLS ontology that enables it to
effectively predict the correspondence of multi-
ple entities to the same underlying concept, a task
known as entity-linking. However, in its original
form, KRISSBERT is not computationally tractable
for our use case. The KRISSBERT model (Zhang
et al., 2022b) uses the [CLS] token to represent the
contextual embedding of a span and places entity
tokens between the span and its context to com-
municate the span of interest to the model. As
such, generating embeddings for X spans requires
X forward passes. This can prove computationally
intractable when the number of spans to embed
is large. To address this issue, the KRISS-Search
method removes the entity tokens from the men-
tion representations and instead aggregates the final
layer embeddings of the tokens in a span to gen-
erate the span’s embedding. Fig. 2a shows how
KRISSBERT uses entity tokens (corresponding em-
beddings shown in orange) to denote the entity and
[CLS] embeddings to compute the contrastive loss.
Fig. 2b shows how KRISS-Search removes the
entity tokens and aggregates the final layer embed-
dings of the entity tokens to compute the loss. The
dummy text snippets in Fig. 2 provide an example
of a positive pair where "patient discharge" and
"released" correspond to the same concept and are
thus pulled together in the embedding space dur-
ing contrastive training. The entity encoder is left
unchanged and is trained jointly with the mention
encoder, as we hypothesize that the hierarchical
UMLS ontology embedded in the entity encoder is
useful for the task. For training, we used a single
Tesla V100 16GB GPU.

These modifications increase computational effi-
ciency by reducing the number of forward passes
required for generating embeddings. If we pass 512

Figure 1: The KRISS-Search method consists of the
following steps: (a) embed the corpus using the KRISS-
BERT embedding space, which places mentions of the
same concept closer together and different concepts
further apart; (b) the user selects spans to seed super-
vised and unsupervised KRISS-Search. For unsuper-
vised KRISS-Search, the user selects a single positive
query span. For supervised KRISS-Search, the user
selects any number of positive and negative spans; (c)
in unsupervised KRISS-Search, nearest neighbors to
the positive query span are returned; (d) in supervised
KRISS-Search, active learning is used to train a light-
weight classifier to refine recommendations, with exam-
ples closest to the decision boundary being returned for
subsequent active learning; (e) the user provides feed-
back on the returned spans, which can be used to retrain
the light-weight classifier and return to step (d).
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(a) KRISSBERT mention encoder training with entity tokens.
The [CLS] token is used for computing the contrastive loss.
This is the approach used in the original KRISSBERT paper.

(b) KRISSBERT mention encoder training without entity to-
kens. Span token embeddings (blue) are agggregated to gener-
ate the span embeddings and compute the contrastive loss. This
is the strategy adopted for KRISS-Search.

Figure 2: A comparison of the mention encoder training
with and without the entity tokens.

tokens (the maximum sequence length of BERT-
base) into our model during a single forward pass,
our method reduces inference time by N × 512
where N is the maximum span length that we em-
bed. Additionally, our approach allows us to lever-
age the contrastive loss while still maintaining per-
token embeddings. We use the same hyperparame-
ters to retrain KRISSBERT and observe marginally
degraded performance on validation data for the
original KRISSBERT entity linking task. We note
that this is expected as the KRISSBERT hyperpa-
rameters optimize validation performance of the
original model. As the goal of this paper is not en-
tity linking, we leave re-selecting hyperparameters
to future work.

To further increase the efficiency of our method,
we also filter the embeddings, discarding spans
where the tokenization (Honnibal and Montani,
2017) of the span triggers a stop token, punctuation
token, or whitespace token based on the assumption
that such spans are not generally of interest.

2.2 Unsupervised KRISS-Search

The unsupervised KRISS-Search task involves re-
turning a ranked list of spans from the corpus that
are semantically similar to a query span, as deter-
mined by the L2 distance of their embedding to the
query span embedding.

Evaluation: For evaluation of unsupervised
KRISS-Search, we use the n2c2 dataset (2019
n2c2/UMass Lowell shared task 3) (Luo et al.,
2020). This dataset contains 100 discharge sum-
maries labeled with CUI annotations. We choose
this dataset as it represents a domain shift from
the PubMed abstracts used to train KRISSBERT.
Additionally, n2c2 is annotated with diverse enti-
ties, including medical problems, treatments, and
tests from established ontologies (Liu et al., 2005;
Spackman et al., 1997).

To evaluate the quality of the retrieved spans, we
assess the model’s ability to retrieve (1) spans with
associated CUIs that match the CUI associated with
the query span (same evaluation type in Tables 1, 2,
and 3) and (2) spans with associated CUIs that are
closely related to the CUI associated with the query
span (related evaluation type in Tables 1, 2, and 3).
Related CUIs are generated by sampling a parent
CUI of the query-associated CUI and returning its
children using the UMLS hierarchy (Bodenreider,
2004). The same evaluation type experiments indi-
cate how well each approach is at returning specific
concepts of interest, while the related evaluation
type experiments measure how well each approach
can return more loosely related concepts.

We adopt a relaxed evaluation measure where
spans that overlap with a concept mention are asso-
ciated with the concept. We apply relaxed evalua-
tion as we hypothesize that for our task, generating
precise span boundaries is less important than pro-
viding the user with a greater number of recommen-
dations. We represent spans with the mean of the
span token embeddings. We choose the test query
spans, used in Tables 1, 2, 3, as well as Figures 5
and 10, as follows. For 255 CUIs with more than
25 mentions in the corpus and corresponding span
embeddings, we randomly sample one span for
each of the 255 CUIs. We select CUIs that appear
more than 25 times hypothesizing the difficulty of
comparing approaches using low-prevalence CUIs.

To assess the model performance, we calculate
the average precision, recall, and F1 metrics for
a varying number of retrieved spans (Fig. 1 and
Fig. 10). Specifically, we evaluate the performance
at 1×N , 2×N , and 3×N , where N represents
the total number of mentions of a specific CUI in
the dataset. It is important to note that N varies
across different CUIs. The precision, recall, and F1
metrics are computed based on the number of cor-
rectly retrieved mentions of a specific CUI relative
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to the total number of CUI mentions present in the
dataset. The denominator of precision corresponds
to the number of nearest neighbors retrieved, while
the denominator of recall corresponds to the total
number of mentions in the corpus for each CUI.
These average values are not optimally informative
as performance across different CUIs varies widely
for all methods. As such, we also report per-query
measures (Table 1). We compute average per-query
percent recall improvement of KRISS-Search com-
pared to PubMedBERT (%∆ in Table 1) and the
frequency with which unsupervised KRISS-Search
outperforms PubMedBERT with respect to recall
("Win Rate" in Table 1). We also compute p-values
testing the null hypothesis that the means of the
recalls from unsupervised KRISS-Search and Pub-
MedBERT are the same using a two-sample t-test
("P-Val" in Table 1).

Additionally, we compute AUPRC values across
the 255 test query spans for both the same and
related experiments (AUPRC in Table 2). As with
the recall measures, we compute average per-query
percent AUPRC improvement of KRISS-Search
compared to PubMedBERT (%∆ in Table 3), the
frequency with which unsupervised KRISS-Search
outperforms PubMedBERT with respect to AUPRC
("Win Rate" in Table 3), and p-values testing the
null hypothesis that the means of the AUPRCs from
unsupervised KRISS-Search and PubMedBERT
are the same using a two-sample t-test ("P-Val" in
Table 3).

2.3 Supervised KRISS-Search

To incorporate human feedback, we train a light-
weight classifier with KRISSBERT embeddings
as input. We cache the KRISSBERT embeddings
to reduce the latency that would result from fine-
tuning KRISSBERT and embedding the corpus at
each active learning iteration. Our active learning
strategy is as follows. First, the user selects a small
number of positive and negative seed examples.
We then train the light-weight classifier on these
seed examples. Leveraging this trained model, we
generate a small number of additional examples to
be labeled and added to the training dataset. We
then retrain the classifier from scratch, repeating
this procedure until the label quality appears satis-
factory.

Concept Retrieval: To measure the performance
of supervised KRISS-Search in retrieving specific
concept mentions, we use same 2019 n2c2 entity

linking dataset that was used to evaluate unsuper-
vised KRISS-Search. We simulate human feedback
with the ground truth labels. We adopt a least con-
fidence (LC in Table 5 and Table 4) active learning
strategy where we return examples closest to the de-
cision boundary for labeling. Furthermore, we use
a logistic regression linear probe as the classifier,
5 active learning iterations, 15 seed examples, and
15 labeled examples per active learning iteration.
Furthermore, we hypothesize that the contrastive
loss makes distance to positively labeled examples
a useful feature. Thus, we append the square of the
L2 distance from the mean of the positively labeled
embeddings to the KRISSBERT embeddings as an
additional input feature, which we refer to as sum
of squares (SS in Table 5 and Table 4). For these
experiments, we use 28 concepts with greater than
100 mentions and corresponding embeddings, as
we require additional spans for active learning. For
evaluation, we compute performance on retrieving
all ground truth mentions in the corpus.

Few-Shot Biomedical Named Entity Recogni-
tion: We evaluate our method on the BLURB NER
datasets (Gu et al., 2020) to ground our method
in benchmarked tasks and demonstrate the flexi-
bility of our method to handle various notions of
similarity. Here, we adopt strict evaluation as is
conventional in NER and to be consistent with pre-
vious work evaluated on these tasks. We hypoth-
esize that mean pooling aggregation does not suf-
ficiently represent span boundaries, as it discards
spatial information about span embeddings. Thus,
we concatenate the first token embedding with the
last token embedding and append the length of
the span. To provide a fair comparison between
the traditional NER approaches and KRISS-Search,
we equalize the number of labeled words used for
training. We empirically choose the total number
of labeled words to be equal to the number of words
in 75 randomly sampled sentences that are used for
BERT and PubMedBERT training. For all meth-
ods, we use the same single layer perceptron as the
light-weight classifier. During BERT and PubMed-
BERT training, we save training checkpoints, and
for testing, we choose checkpoints with the best
performance on the validation sets. We forgo this
approach with KRISS-Search, as we assume that
the user has not labeled validation sets. We report
results (Table 4) using the random sampling base-
line (RSB), least confidence active learning (LC),
and a spatial refinement strategy (SpR).
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2.4 KRISS-Search with Spatial Refinement

Supervised KRISS-Search is different from stan-
dard active learning tasks in that the examples
(spans) are not independent, rather they have spa-
tial relationships. Specifically, since one span can
overlap with other spans in the sample set, we apply
the following spatial refinement (SpR in Table 5,
Table 4, and Fig. 7) strategies for KRISS-Search:

• When the span presented to the user overlaps
with a true positive span, the user can modify
the boundaries and label the correct span (Fig.
3).

• In NER tasks aiming for exact span recovery,
only one span from an overlapping group of
spans can be correct, in which case we predict
only the span with highest probability and
mark all the other spans as negative.

Figure 3: An example human feedback interface in Su-
pervised KRISS-Search with spatial refinement (SpR).
Yellow highlighting depicts spans presented to the user.
Red bold letters are ground truth positive spans. For
any recommended span, the user provides feedback by
choosing from the following options: 1. mark the span
as exactly correct (green button); 2. refine the bound-
aries of the span if it overlaps with a true span (cyan
button); 3. mark the span as wrong (red button).

3 Results

3.1 Unsupervised KRISS-Search

Fig. 4 demonstrates a performant example on a test
query for the “prothrombin time assay” CUI. Here,
we show recall for unsupervised KRISS-Search
(blue), PubMedBERT (red), and BERT (green) vs.
the number of nearest neighbors for the same evalu-
ation type. For this example, unsupervised KRISS-
Search has an edge in terms of recall and thus preci-
sion, requiring fewer nearest neighbors to retrieve
a similar number of positive spans. Fig. 8 in A
demonstrates a similar outcome for this example
using the related evaluation type.

Fig. 5 shows the mean recall, precision, and
F1 across the 255 test query spans for the same
evaluation type. Across the 255 corresponding
concepts, an average (standard deviation) of 47%

Figure 4: Recall using the same evaluation type (CUIs
associated with returned spans must match the query
associated CUI exactly). Query span is “PT”, corre-
sponding to the concept “prothrombin time assay”. The
vertical dotted lines indicate 1×N , 2×N , and 3×N .

(16%) of mentions are unique. We observe that on
average, unsupervised KRISS-Search has an edge
over both PubMedBERT and BERT in terms of
recall, precision, and F1. The error bars indicate ±
1 standard deviation. These error bars are large as
the performance across CUIs varies.

As in Fig. 5 with the same evaluation type, Fig.
10 in A aggregates the results across 255 test query
spans for the related evaluation type. Overall, it
appears that the benefit of unsupervised KRISS-
Search over PubMedBERT and BERT is still sub-
stantial when we make the evaluation less rigid and
allow for more diverse spans.

In, Table 1 we compare the aggregate per-
formance of unsupervised KRISS-Search and
PubMedBERT. %∆ indicates that the average
per-query percent improvement of unsupervised
KRISS-Search over PubMedBERT is substantial.
Furthermore, the win rates indicate that unsuper-
vised KRISS-Search does better than PubMed-
BERT across most of the test queries. The P-values
indicate that for number of nearest neighbors equals
1×N , 2×N , 3×N , and both evaluation types, the
benefit of unsupervised KRISS-Search over Pub-
MedBERT is statistically significant.

Fig. 6 shows the precision-recall curves for the
same performant prothrombin time assay exam-
ple previously evaluated using the same evaluation
type. We note that for this example, the benefit of
unsupervised KRISS-Search (AUPRC = 0.60) over
both PubMedBERT (AUPRC = 0.31) and BERT
(AUPRC = 0.11) is substantial. Fig. 9 in A shows
similarly beneficial results for the related evalua-
tion type.
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Figure 5: Mean recall (left), precision (center), and F1 (right) of unsupervised KRISS-Search (blue), PubMedBERT
(red), and BERT (green) in retrieving concepts with the same CUI for number of nearest neighbors equals 1×N ,
2×N , and 3×N across 255 test query spans. The error bars indicate ±1 standard deviation. The three plots are
staggered slightly to make the errors bars more visible.

Table 1: Comparison of unsupervised KRISS-Search
and PubMedBERT with respect to recall across 255
test query spans. #NN refers to the number of nearest
neighbors.

Eval Type #NN %∆ Win Rate P-Val
1xN + 24% 0.61 4.2e-3

Same 2xN + 29% 0.69 2.4e-5
3xN + 31% 0.73 7.0e-7
1xN + 26% 0.69 3.0e-4

Related 2xN + 35% 0.73 1.7e-6
3xN + 35% 0.75 4.0e-7

Figure 6: Precision-recall curves using the same evalua-
tion type on an example query span with the text “PT”,
corresponding to the concept “prothrombin time assay”.

Table 2: Average AUPRC scores from unsupervised
KRISS-Search, PubMedBERT, and BERT across 255
test query spans. Results are presented as mean ± 1
standard deviation

Eval Type Model AUPRC

Same BERT 0.14 ± 0.12
PubMedBERT 0.37 ± 0.23
KRISS-Search 0.43 ± 0.25

Related BERT 0.10 ± 0.09
PubMedBERT 0.26 ± 0.19
KRISS-Search 0.33 ± 0.23

Table 3: AUPRC comparison of unsupervised KRISS-
Search and PubMedBERT.

Eval Type %∆ Win Rate P-Val
Same + 51% 0.71 4.5E-03
Related + 54% 0.76 1.6E-04

From Table 2 we observe that unsupervised
KRISS-Search statistically significantly outper-
forms PubMedBERT ("P-Values" in Table 3). Al-
though the average AUPRC decreases when mov-
ing from the same to the related evaluation type (as
seen in Table 2), the average percentage change (as
represented by %∆) increases (as seen in Table 3).
This suggests that KRISS-Search’s performance
does not decline as steeply when transitioning from
the same to the related evaluation type. We further
assess whether this advantage persists when con-
sidering only unique mentions as positive spans.
Utilizing the same evaluation type, we observe av-
erage AUPRCs of 0.24 ± 0.14, 0.20 ± 0.13, and
0.14 ± 0.11 for KRISS-Search, PubMedBERT, and
BERT, respectively.
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3.2 Supervised KRISS-Search
In concept retrieval on the n2c2 dataset, we out-
perform PubMedBERT and achieve an average F1
score of 0.68 ± 0.14 (using least confidence active
learning, the sum of squares feature, and spatial
refinement).

Table 5 shows an ablation study which demon-
strates the utility of least confidence active learning
(LC vs. the random sampling baseline), the sum of
squares feature (SS), and spatial refinement (SpR).
Furthermore, for the most performant configura-
tions, the KRISS-Search embeddings outperform
the PubMedBERT embeddings.

Fig. 7 shows the concept retrieval performance
curves for an example "White Blood Count" span.
This figure illustrates that as the supervised KRISS-
Search iterations progress, incorporating human
feedback consistently enhances the model’s F1 per-
formance. Furthermore, utilization of least confi-
dence sampling (LC), sum of squares feature (SS)
and spatial refinement (SpR) techniques results in
less recall degradation while achieving the highest
F1 score performance.

Table 4 shows that our method significantly out-
performs BERT and also performs comparably to
or outperforms PubMedBERT by an average of 5.6
F1 points. This is significant given that our method
was not designed for NER. Our performance here
indicates that supervised KRISS-Search can gen-
eralize to coarse-grained biomedical concepts and
strict evaluation.

4 Conclusion

We demonstrate that unsupervised KRISS-Search
outperforms existing embedding methods for
biomedical interactive span recommendation. Su-
pervised KRISS-Search utilizes humans-in-the-
loop to achieve high levels of performance on
both granular and course grain span recommenda-
tion. Future work will investigate whether KRISS-
Search does indeed address the initial motivation
- aiding programmatic data labeling as part of an
interactive biomedical NLP system. Nonetheless,
we envision KRISS-Search being broadly useful
as a general purpose interactive biomedical search
engine.

5 Limitations

One drawback of our method is that given a maxi-
mum span length, we always miss longer spans.
For example, the BC2GM and JNLPBA NER

datasets contain lengthy spans so we do not do
as well on those tasks. Another drawback of our
method is that it requires embedding the full corpus.
One of our methods for making this tractable intro-
duces another limitation - span filtering based on
token types may discard spans that are useful to the
user. Additionally, although we demonstrate that
our method can be robust to training time (A.1), we
have not explored principled methods for selecting
the model checkpoint in supervised KRISS-Search,
as the user does not label a validation set. Methods
for making the process more rigorous should be
explored, especially for out of distribution tasks.

6 Ethics Statement

The authors have evaluated the potential conse-
quences of their research, including both positive
and negative effects. Furthermore, the authors have
ensured compliance with the guidelines outlined in
the ACM Code of Ethics and Professional Conduct,
and confirm that this work is in accordance with
those principles.
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A Appendix

A.1 KRISS-Search Hyperparameters

For the conventional NER methods, we choose the
following hyperparameters based on performance
on the validation set. For KRISS-Search, the task
of choosing hyperparameters for the single layer
perceptron is less straightforward as we would like
our method to generalize to settings where we do
not have a labeled validation set for hyperparame-
ter tuning. We hypothesize that we can include an
L2 regularization term and train for many epochs
without overfitting, eliminating the need for select-
ing a precise number of training iterations. We
thus increase the default regularization coefficient
from the scikit-learn MLP classifier default value
of 1e-4 to 1e-3. Furthermore, we choose the Adam
optimizer, hypothesizing that it is less sensitive
than other optimization methods to initial learning
rate. We selected an initial learning rate of 1e-4, a

train batch size of 64, and 200 training iterations
based on our hypothesis that these hyperparameters
would result in training that is not sensitive to the
number of training iterations. To validate this hy-
pothesis, we also conducted additional experiments
with only 100 training iterations, and found that
the performance differences between the two sets
of experiments were negligible. This suggests that
our chosen hyperparameters are indeed robust and
do not greatly affect the outcome of the training.

A.2 Recall of "PT" example using related
evaluation type

Fig. 8 shows results for the same prothrombin
time assay CUI example as was used in Fig. 4 but
with the related evaluation type. We note here that
the number of nearest neighbors corresponding to
1×N , 2×N , and 3×N is greater as expected.

Figure 8: Recall using the related evaluation type on an
example query span with the text “PT”, corresponding
to the concept “prothrombin time assay”.

A.3 Aggregate recall, precision, and F1 using
related evaluation type

Fig. 10 aggregates the results across 255 test query
spans for the related evaluation type. The benefit of
unsupervised KRISS-Search over PubMedBERT
and BERT is substantial when we make the evalua-
tion less rigid and allow for more diverse spans as
compared to the same evaluation type.

A.4 AUPRC of "PT" example using related
evaluation type

Fig. 9 shows the precision-recall curves for the pro-
thrombin time assay example using the related eval-
uation type. As with the same evaluation type, the
benefit of unsupervised KRISS-Search (AUPRC
= 0.77) over both PubMedBERT (AUPRC = 0.26)
and BERT (AUPRC = 0.13) is significant.
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Figure 9: Precision-recall curves using the related evalu-
ation type on an example query span with the text “PT”,
corresponding to the concept “prothrombin time assay”.
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Figure 10: Aggregate recall (left), precision (center), and F1 (right) of unsupervised KRISS-Search (blue), Pub-
MedBert (red), and BERT (green) in retrieving concepts with related CUIs for number of nearest neighbors equals
1×N , 2×N , and 3×N across 255 test query spans.
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Abstract

Social determinants of health (SDOH) docu-
mented in the electronic health record through
unstructured text are increasingly being stud-
ied to understand how SDOH impacts patient
health outcomes. In this work, we utilize the
Social History Annotation Corpus (SHAC), a
multi-institutional corpus of de-identified so-
cial history sections annotated for SDOH, in-
cluding substance use, employment, and liv-
ing status information. We explore the auto-
matic extraction of SDOH information with
SHAC in both standoff and inline annotation
formats using GPT-4 in a one-shot prompting
setting. We compare GPT-4 extraction perfor-
mance with a high-performing supervised ap-
proach and perform thorough error analyses.
Our prompt-based GPT-4 method achieved an
overall 0.652 F1 on the SHAC test set, similar
to the 7th best-performing system among all
teams in the n2c2 challenge with SHAC.

1 Introduction and related work

Social determinants of health (SDOH) are the con-
ditions in which people work and live that impact
quality of life and health (Centers for Disease Con-
trol and Prevention, 2022). Understanding SDOH
can assist in clinical decision-making (Daniel et al.,
2018; Friedman and Banegas, 2018). SDOH is
documented in the electronic health record (EHR)
through unstructured clinical narratives and struc-
tured data; however, the clinical narrative includes
a more detailed description of many SDOH events.
To utilize the text-encoded SDOH information
in secondary use applications, including clinical
decision-support systems, the SDOH information
must be automatically extracted (Daniel et al.,
2018; Singh et al., 2017).

SDOH extraction has been explored using rule-
based systems and data-driven models that use su-
pervised learning (Hatef et al., 2019; Patra et al.,

∗ Equal contribution

2021; Yu et al., 2022; Han et al., 2022) on a variety
of corpora (Uzuner et al., 2008; Stemerman et al.,
2021; Yetisgen and Vanderwende, 2017). Recent
SDOH extraction work utilizes large language mod-
els (LLMs) like BERT and T5, where models are
fine-tuned to the SDOH extraction task (Lybarger
et al., 2022; Romanowski et al., 2023). Recent ad-
vancements in LLMs, including larger models like
Generative Pretrained Transformer (GPT)-based
models (Brown et al., 2020; OpenAI, 2023), allow
for new training paradigms, including few-shot or
zero-shot learning. Recent developments in LLMs
like the GPT-4 (OpenAI, 2023) and med-PaLM
models have shown their capability to understand
the clinical text and achieve/exceed human-level
performance in US medical licensing exams (Sing-
hal et al., 2022). This high performance may be
attributed to (1) high model parameter counts, (2)
large pre-training datasets, and (3) instruction tun-
ing and optimization with Reinforcement Learning
Human Feedback (RLHF) (Ouyang et al., 2022).
Recent clinical information extraction (IE) work
(Liu et al., 2023; Hu et al., 2023) comparing BERT-
based fine-tuning approaches to zero-shot learning
indicates GPT models can extract entities and rela-
tions with reasonable performance; however, there
are many open questions related to the use of recent
LLMs, like GPT-4, in clinical IE tasks.

In this work, we explore the extraction of
SDOH using GPT-4 in a one-shot prompting set-
ting with event-based SHAC (Lybarger et al., 2021).
We compare prompt-based extraction approaches
with a high-performing supervised BERT-based
model(Lybarger et al., 2022) that has been fine-
tuned to SDOH extraction from SHAC. We inves-
tigate two different one-shot prompting strategies
for GPT-4, including prompts aimed at generating
BRAT standoff format and inline annotations. We
report an overall performance of 0.861 F1 from the
fine-tuned model, evaluated on the withheld test set.
The highest-performing one-shot GPT-4 approach
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achieved an overall 0.652 F1 for SDOH event ex-
traction. Our initial study shows that GPT-4 can
extract SDOH information from text with limited
training examples.

2 Data, Task, & Evaluation

The 2022 National NLP Clinical Challenges SDOH
extraction task (n2c2/UW SDOH Challenge) used
SHAC for model development and evaluation (Ly-
barger et al., 2023). SHAC contains 4405 de-
identified social history sections of notes from
MIMIC-III (Johnson et al., 2016) and the Univer-
sity of Washington (UW). SHAC includes training,
development, and test partitions for both sources
(MIMIC-III and UW). SHAC was annotated using
BRAT (Stenetorp et al., 2012), a web-based anno-
tation tool, to capture five SDOH event types: sub-
stance use (Alcohol, Drug, Tobacco), employment
status (Employment), and living status (LivingSta-
tus). Figure 1 (A) presents an annotated sample in
BRAT from the SHAC UW training set.

Figure 1: A. Sample note with SDOH events, visualized
in the BRAT website. B. Standoff annotations in the
BRAT format (.ann). C. Inline annotations.

The n2c2/UW SDOH Challenge evaluation cri-
teria interpret the extraction as a slot-filling task
(Lybarger et al., 2023). Each event comprises a
single trigger span and at least one required argu-
ment. Trigger any overlap equivalence requires the
predicted trigger to overlap with the true trigger of
the same event type. Arguments can be classified
into two categories: span-only (a multi-word span
and argument type) and labeled (a multi-word span,
argument type, and subtype label). Arguments can
be equivalent only when attached to equivalent trig-
gers. In addition to trigger any overlap equivalence,
span-only argument equivalence is evaluated by
exact match, and labeled arguments equivalence
requires the correct argument and subtype labels

(span agnostic) (Lybarger et al., 2023).
We evaluated performance using the n2c2/UW

SDOH Challenge criteria, as well as on more le-
nient evaluation criteria that still assess the clinical
meaning of extraction. In the lenient criteria, trig-
ger equivalence is relaxed to a minimum-distance
metric (minimum distance), where gold triggers are
paired (aligned) with the closest predicted trigger
of the same event type, and the closest predicted
trigger is counted as a true positive. In the lenient
criteria, the span-only arguments use the any over-
lap criteria and the labeled arguments are evaluated
as previously described.

3 Methods

We benchmark the SDOH extraction task us-
ing two methods: (1) multi-label variation of
the Span-based Entity and Relation Transformer
(SpERT)(Eberts and Ulges, 2020) architecture,
mSpERT (Lybarger et al., 2022) benchmarked for
SHAC as a high-performing fine-tuned baseline,
and (2) prompt-based one-shot learning with GPT-
4. Inspired by performance gains of few-shot learn-
ing, relative to zero-shot learning in prior work
(Brown et al., 2020; Liévin et al., 2022), we use
one-shot prompting with GPT-4 for the SDOH ex-
traction task in this short study. We experiment
with two distinct output formats - (1) BRAT-style
standoff annotations (GPT-standoff) and (2) Inline
annotations (GPT-inline).

We conduct the GPT-4 one-shot experiments
through OpenAI’s GPT-4 Chat Completion Appli-
cation Programming Interface (API)1, because of
GPT-4’s proprietary nature and significant hard-
ware requirements. The API allows users to pro-
vide instructions via three role variables. Our
prompts are structured in the following order:

1. system: defines the desired role, personality
traits, and task instructions for GPT-4. We use
the system variable to assign GPT-4 the role of
an annotator along with the paraphrased annota-
tion guideline.

2. user: provides an example note for one-shot
learning.

3. assistant: provides the gold annotations for the
example note in user. This is an example pre-
diction for one-shot learning.

Following the above definitions, we end with a
user message containing a note to be annotated and

1https://platform.openai.com/docs/
api-reference/chat
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indicate the assistant should respond. We randomly
sample a note from a subset of the SHAC-UW
training set containing all five SDOH event types.
Appendix A.2 contains formats and snippets of our
prompts.

3.1 GPT-standoff
To assess GPT-4’s ability to comprehend the task
and generate structured outputs, we prompt the
model to generate predictions in the BRAT standoff
format (Stenetorp et al., 2012) used by SHAC. The
BRAT standoff format includes pairs of text (*.txt)
and annotation (*.ann) files. The event annotation
is characterized by three BRAT annotation frames
in the annotation file: (1) Text bounds (T ) include a
text span (e.g. “currently unemployed”), span label
(e.g. ‘Employment’), and character indices (e.g.
“35 55”) for marking both triggers and arguments;
(2) Attributes (A) adds a subtype label to T , and (3)
Events (E) characterize an SDOH event through
linking a trigger and at least one argument. A visual
representation is provided in Figure 1 (B).

We provide the paraphrased annotation guide-
line in the system and the note via user variables
and elicit GPT-4 to output the desired annotation
file through the assistant variable. Our preliminary
experimentation indicated that though GPT-4 was
able to correctly extract relevant text spans, it had
some shortcomings: (1) some generated lines did
not conform to the BRAT standoff format, and (2)
the generated character indices did not correspond
with the identified text spans. We post-processed
the generated outputs to ensure compliance with
the BRAT standoff format and updated the charac-
ter indices to correspond with the first occurrence
of the generated text span (<3% spans occur more
than once). Please refer to Appendix A.3 for origi-
nal and post-processed examples.

3.2 GPT-inline
Prior fine-tuned IE work utilized inline markers
to infuse entity information in the body of narra-
tives (Romanowski et al., 2023; Phan et al., 2021).
In our work, we instruct GPT-4 to generate a ver-
sion of the note with inline markers that identify
the SDOH triggers and arguments. These markers
encode all spans inside double-angle brackets (“«
»”), with trigger, argument, and subtype labels ap-
pended (Figure 1, (C)). Similar to the GPT-standoff
model, the GPT-inline model elicits GPT-4 the de-
sired annotation format through the assistant vari-
able. This method does not prompt the model to

make trigger-argument connections, and we use a
heuristic search to associate each argument with
the nearest event trigger, constrained by the allow-
able trigger-argument connections defined by the
annotation guideline (See details in the Appendix.
A.4). The GPT-inline output is post-processed into
BRAT standoff format for evaluation.

4 Results and Discussion

Table 1 contains the overall performance of the
prompt-based GPT-4 models on the withheld
SHAC-UW test set, which was the evaluation data
for Subtask C of n2c2/UW SDOH Challenge (Ly-
barger et al., 2023). The GPT-standoff and GPT-
inline models achieve an overall F1 of 0.625 and
0.652, respectively. This performance is much
lower than the mSpERT model and the highest-
performing n2c2 systems, which utilized the entire
training set in supervised model fine-tuning. GPT-
inline achieved performance similar to the 7th best
n2c2 system from IBM, which utilized BERT (Ly-
barger et al., 2023). This one-shot performance
indicates that the natural language understanding
capabilities of GPT-4 allow the prompt-based meth-
ods to leverage the annotation schema and achieve
moderate performance. The results suggest that
fine-tuning at least a portion of the training set may
be needed to achieve high performance. We also
observed that a generative architecture could lead
to a new set of errors, and some of them may be
eliminated in post-processing.

Method P R F1
Fine-tuned
Microsoft (T5) 0.891 0.887 0.889
CHOP (BERT) 0.874 0.888 0.881
mSpERT 0.868 0.854 0.861
... ... ... ...
IBM (BERT) 0.538 0.788 0.640
GPT-4 one-shot + post-processing
GPT-standoff 0.621 0.628 0.625
GPT-inline 0.650 0.654 0.652

Table 1: Comparison of overall micro-averaged perfor-
mance of SDOH triggers and arguments between select
top-performing models in the n2c2 challenge, mSpERT
(fine-tuned baseline), and the GPT-4 models.

Table 2 contains trigger and argument micro-
averaged F1 scores for each event type using the
n2c2 and lenient evaluation criteria. Compar-
ing overall performances (last row in the table),
mSpERT outperforms both our GPT-4 models. But
the performance gap between the fine-tuned model
and the one-shot GPT models is smaller from the
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Field Argument # True
Labels

n2c2 Evaluation (F1) Lenient Evaluation (F1)

mSpERT GPT-
standoff

GPT-
inline mSpERT GPT-

standoff
GPT-
inline

Trigger
Alcohol - 403 0.964 0.861 0.938* 0.967 0.972* 0.952
Drug - 473 0.929 0.824 0.861* 0.942 0.935* 0.898
Tobacco - 434 0.963 0.825 0.917* 0.970 0.965* 0.939
Employment - 153 0.908 0.803* 0.709 0.915 0.921* 0.766
LivingStatus - 354 0.886 0.590 0.749* 0.903 0.844* 0.811
Labeled Argument
Alcohol StatusTime 403 0.913 0.763 0.734 0.913 0.856* 0.750
Drug StatusTime 473 0.857 0.706* 0.646 0.868 0.783* 0.673
Tobacco StatusTime 434 0.917 0.694 0.738* 0.926 0.813* 0.764
Employment StatusEmploy 153 0.868 0.657 0.627 0.875 0.759* 0.679

LivingStatus StatusTime 354 0.833 0.572 0.709* 0.850 0.787* 0.760
TypeLiving 354 0.871 0.560 0.725* 0.891 0.770* 0.774

Span-only Argument
Alcohol All types 178 0.699 0.388* 0.172 0.783 0.694* 0.354
Drug All types 418 0.625 0.219* 0.104 0.688 0.426 0.381
Tobacco All types 375 0.775 0.420* 0.322 0.830 0.714* 0.537
Employment Duration, History, Type 96 0.675 0.169 0.109 0.735 0.677* 0.500
LivingStatus Duration, History 11 0.421 0.063 0.074 0.526 0.159 0.105

Overall 5066 0.861 0.625 0.652* 0.882 0.791* 0.728

Table 2: Micro-averaged F1 comparison between mSpERT and GPT-4 one-shot models. SpERT outperforms the
GPT-4 one-shot models in all trigger and argument extraction (with the exception of Alcohol and Employment
triggers). For better readability, we only mark performance significance among GPT-4 one-shot models. * indicates
performance significance among GPT-4 one-shot methods, with 10,000 bootstrap samples and a p-value threshold
of 0.05.

n2c2 evaluation to the lenient evaluation, which can
largely be attributed to higher trigger extraction per-
formance, as argument equivalence requires trigger
equivalence in both evaluations. The GPT-standoff
model can identify the presence of SDOH events,
but the identified triggers may not overlap with the
gold trigger. The lenient evaluation only requires
the same trigger type present in the social history
text. The relatively lower performance for the GPT-
inline model in Employment trigger extraction can
be attributed to the model frequently identifying an
StatusEmploy labeled argument without predicting
an Employment trigger. The GPT-inline extractions
may capture meaningful employment information
but do not adhere to the annotation guidelines. For
both GPT models, the extraction of LivingStatus
triggers is relatively more challenging. Although
the notes contain many plausible candidate spans
for LivingStatus triggers, these spans were not an-
notated in SHAC since they did not contain infor-
mation to resolve the associated TypeLiving labeled
argument. The GPT models capture these false pos-
itive LivingStatus triggers often without TypeLiving
labeled arguments. For argument extraction, GPT-
standoff significantly outperforms GPT-inline in
four arguments under the n2c2 evaluation and eight
arguments in lenient evaluation. The GPT-inline

does not link annotated arguments to triggers, and
a distance metric (character count) is used to link
them, which contributes to the GPT-in-line’s rela-
tively lower performance. The labeled arguments
are required for each event, and we observe that
labeled argument performance is 0.1 F1 lower than
the corresponding trigger performance. When mul-
tiple substance events are present in a note with
differing StatusTime labels (e.g. current and past),
we observe the GPT-standoff model tends to output
the same StatusTime label for all substance events.
The GPT-inline model correctly captures both sub-
stance trigger and StatusTime spans with the correct
label but fails to correctly link the triggers with the
right StatusTime spans because multiple StatusTime
spans can have the same distance to a trigger span.

5 Conclusions

We investigate the efficacy of two prompt-based ap-
proaches for extracting SDOH from social history
sections using GPT-4. Although the supervised
model achieves higher performance, our findings
indicate that GPT-4’s one-shot learning capabilities
serve as a promising starting point for extracting
SDOH events without the need for annotated data.
Possible gains in future work may be achieved with
a combination of few-shot and active learning.
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6 Limitations

We only explored one-shot prompting strategies
with GPT-4. More examples (few-shot) may im-
prove performance. We prompted GPT-4 with only
a single randomly selected sample that included all
of the annotated event types. Our post-processing
included simple rules to process the generated out-
put and may be improved. The quality of the sam-
ple and the selection method may influence per-
formance. We explored two prompting styles. Fu-
ture work could explore more prompting methods
such as question & answering and chain-of-thought
(Wei et al., 2023) and fine-tuning non-proprietary
LLMs.

7 Ethics statement

Our experimentation utilized OpenAI API to ex-
tract SDOH information from SHAC with GPT-4.
SHAC is a fully de-identified corpus of social his-
tory sections. The use of such external API/models
could introduce ethical problems related to privacy,
identifiability, and other unintended consequences
if the data sets are not fully de-identified. Addition-
ally, a careful examination is needed to assess po-
tential bias in LLMs for extracting SDOH prior to
implementing real-life secondary use applications.
We received approval from the Institutional Review
Board (IRB) prior to conducting the presented re-
search. As our GPT-4 one-shot experiments are
conducted on the SHAC-UW test set, broader use
of the model may need necessary precautions.
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A Appendix

A.1 The SHAC annotation schema

Event type Argument type Argument subtypes Span examples

Alcohol, Drug,
& Tobacco

StatusTime* {none, current, past} “denies,” “no history”
Amount – “1 pack”, “3 drinks”
Duration – “since last week”
Frequency – “1-2x/week”, “daily”
History – “when he was young”
Type – “smokeless,”

“methamphetamine”

Employment

StatusEmploy*
{employed, unemployed, retired,
on disability, student, homemaker}

“works,” “unemployed”

Duration – “since last week”
History – “10 years ago”
Type – “remote office work”

LivingStatus

StatusTime* {current, past, future} “lives,” “lived”

TypeLiving*
{alone, with family, with others,
homeless}

“with husband,” “alone”

Duration – “since he was 12”
History – “until 2 years ago”

Table 3: Annotation guideline summary. *indicates the argument is required

A.2 Prompt Methods
The exact prompting messages are listed below. The annotation guideline is used for the SHAC dataset
creation. We removed all the annotation examples in the guideline, as some of the examples are from
MIMIC-III. We also remove invalid references to tables.

A.2.1 Message 1 - System
GPT-4 role definition for standoff annotation
You are an expert medical annotator and understand the BRAT standoff format very well. You are given a
document that contains the following list of entities and events:”

GPT-4 role definition for inline annotation
“You are an expert medical annotator who adds annotations as inline markers in documents. You are given
a document to annotate the following list of entities, events, and attributes:

Annotation guideline
The annotation involves the identification of SDOH events, where each SDOH event is represented by
a trigger and set of entities. The trigger consists of a multi-word span (word or phrase) and a label
indicating the type of SDOH (e.g. employment or tobacco use). All annotated phenomena are defined
in terms of the span (words associated with phenomena) and the span type (e.g. amount, status, etc.),
and some annotated phenomena, like status, will also include a span label (e.g. current or past). If an
annotated span includes a noun, the selected span should include the entire applicable noun phrase. If
an annotated span includes a verb, the selected span should include applicable adverbs. The inclusion
of entire noun phrases and relevant adverbs is applicable to all annotated phenomena. You are given a
document that contains the following list of events and entities:

[EVENTS]

• Alcohol: Alcohol event indicates the usage of alcohol. The trigger span should be a noun phrase
describing a general substance type, like “alcohol” if present. Alcohol may be abbreviated ETOH
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in chart notes. If general substance types are not present, the span should be a relevant verb (e.g.
"drink") or a noun phrase describing a specific substance type (e.g. "beer"). Examples of Alcohol
spans include: ["alcohol", "beer", "drink"]. ...

[ENTITIES]
<Span only entities>

• Amount: Linked to substance use events (Alcohol, Drug, Tobacco). Amount indicates the quantity
of the substance used by the patient (e.g. “three drinks” or “2 packs”) and do not include qualitative
descriptions (e.g. "significant" or “heavy”) . Amount spans should not include frequency information,
and frequency and amount spans should not overlap. Examples of Amount entities include: ["one
glass", "up to three drinks", "1 ppd", "half a pack", "4 packs"].

...

A.2.2 Message 2 - User
Annotation instructions for standoff annotation
Based on this annotation guideline, please annotate the following document in the BRAT standoff format.

Annotation instructions for inline annotation
Based on this annotation guideline, please annotate the following document with inline markers.

An example document
HABITS:
Tobacco Use: denies Alcohol Use: denies Drug Use: denies

SOCIAL HISTORY:
Residence: [LOCATION] with husband and kids
Job: no longer works

A.2.3 Message 3 - Assistant
Annotated example in standoff annotation
T1 LivingStatus 88 97 Residence
T2 TypeLiving 110 131 with husband and kids
T3 StatusTime 88 97 Residence
...
T11 StatusEmploy 137 152 no longer works
E1 LivingStatus:T1 Type:T2 Status:T3
E2 Tobacco:T4 Status:T6
...
A1 TypeLivingVal T2 with_family
A2 StatusTimeVal T3 current
...

Annotated example for inline annotation
HABITS:
«Tobacco Use»(Tobacco): «denies»(StatusTime-none) «Alcohol Use»(Alcoho): «denies»(StatusTime-
none) «Drug Use»(Drug): «denies»(StatusTime-none)

SOCIAL HISTORY:
«Residence»(LivingStatus, StatusTime-current): [LOCATION] «with husband and kids»(TypeLiving-
with_family)
«Job»(Employment): «no longer works»(StatusEmploy-unemployed)
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A.2.4 Message 4 - User
The annotation instructions for standoff and inline annotations are the same as in Message 2.

A.3 Examples of Post-processing
The example document before and after post-processing can be found in Table. 4

Before Post-processing After Post-processing

GPT-
standoff

T1 LivingStatus 26 35 Residence
T2 TypeLiving 43 64 with husband and kids
T3 StatusTime 75 97 Residence
...
T11 StatusEmploy 110 123 no longer works
A1 TypeLivingVal T2 with_family
A2 StatusTimeVal T3 current
...
E1 LivingStatus:T1 Type:T14 Status:T3
...

T1 LivingStatus 88 97 Residence
T2 TypeLiving 110 131 with husband and kids
T3 StatusTime 88 97 Residence
...
T11 StatusEmploy 137 152 no longer works
A1 TypeLivingVal T2 with_family
A2 StatusTimeVal T3 current
...
E1 LivingStatus:T1 Status:T3
...

GPT-
inline

...
SOCIAL HISTORY:
«Residence»(LivingStatus, StatusTime-
current): [LOCATION] «with husband and
kids»(TypeLiving-with_family)
«Job»(Employment) Status: «no longer
works»(StatusEmploy-unemployed).

...
SOCIAL HISTORY:
«Residence»(LivingStatus, StatusTime-
current): [LOCATION] «with husband and
kids »(TypeLiving-with_family)
«Job»(Employment): «no longer works
»(StatusEmploy-unemployed)

Table 4: GPT-4 responses before and after post-processing.

A.4 Heuristics for Trigger-argument Connections in the GPT-inline Outputs
We use the sample example in Table. 4 to demonstrate our heuristics for finding the trigger-arguments
from GPT-inline outputs and output to BRAT standoff format. For example, after post-processing, the T
and A arguments can be directly extracted:

T1 LivingStatus 88 97 Residence
T2 TypeLiving 110 131 with husband and kids
A1 TypeLivingVal T2 with_family
T3 StatusTime 88 97 Residence
A2 StatusTimeVal T3 current
T4 Employment 132 135 Job
T5 StatusEmploy 137 152 no longer works
A6 StatusEmployVal T5 unemployed
...

The above examples contain two trigger spans: T1 and T4. For the rest argument spans, we want to link
each of them to its closest trigger span, constrained by the annotation guideline. For example, the distance
between the argument T2 and the trigger T1 is 132 (T4 start) - 131 (T2 end) = 1 (character index), and the
distance between T2 and the trigger T4 is 131 (T2 start) - 97 (T1 end) = 34 (character index). T1 is closer
to the trigger T4. However, because the TypeLiving argument can only be attached to the LivingStatus
trigger, T1 is attached to its closet LivingStatus trigger T4. Note that it is possible that a trigger does not
contain any arguments or an argument is not attached to any trigger in GPT-inline outputs. Arguments in
the above example can be summarized into BRAT events as:

E1 LivingStatus:T1 Type:T2 Status:T3
E2 Employment:T4 Status:T5
...
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Abstract

In this paper, we introduce the design and var-
ious attempts for Task B of MEDIQA-Chat
2023. The goal of Task B in MEDIQA-Chat
2023 is to generate full clinical note from
doctor-patient consultation dialogues. This task
has several challenging issues, such as lack of
training data, handling long dialogue inputs,
and generating semi-structured clinical note
which have section heads. To address these is-
sues, we conducted various experiments and an-
alyzed their results. We utilized the DialogLED
model pre-trained on long dialogue data to han-
dle long inputs, and we pre-trained on other
dialogue datasets to address the lack of train-
ing data. We also attempted methods such as
using prompts and contrastive learning for han-
dling sections. This paper provides insights into
clinical note generation through analyzing ex-
perimental methods and results, and it suggests
future research directions.

1 Introduction

Multi-turn dialogue summarization in the medical
field is an important research area. Medical pro-
fessionals need to make crucial decisions while
consulting with various patients, so creating clini-
cal notes from doctor-patient consultations, which
record consultation details and diagnoses, is an es-
sential task for both doctors and patients. How-
ever, having doctors write entire clinical notes
is time-consuming and reduces consultation effi-
ciency. herefore, it is important to develop tech-
nologies that can automatically generate clinical
notes from conversation content, allowing doctors
to simply review and modify the results, which can
shorten consultation times. MEDIQA-Chat 2023’s
shared task(Ben Abacha et al., 2023) is a bench-
mark task for summarizing, classifying, and gener-
ating clinical dialogue data, and Task B(Yim et al.,
2023) is a problem of generating a full clinical note
from doctor-patient conversations.

This paper describes how we designed and ad-
dressed Task B in MEDIQA-Chat 2023 shared task.
Task B is a problem that takes clinical consultation
dialogues between doctors and patients as input
and generates a summarized full clinical note, as
shown in Table 1. This Task has three main chal-
lenging features that differentiate it from previous
tasks:

1. Long sequences: This task takes long con-
versations as input, with an average of 1,246
words per conversation based on the training
data, and generates long outputs with an aver-
age of 390 words.

2. Structured output: The output is semi-
structured data, divided into sections. Some
sections are composed of typical paragraph
forms, while others are briefly represented us-
ing symbols like bullet points.

3. Low-resourced: The number of training data
pairs is only 64, making it a relatively small
dataset.

To effectively address these three challenging
issues, we propose the following three methods:

1. Long sequences: Utilizing the Di-
alogLED(Zhong et al., 2021) model, which
is suitable for processing long conversation
inputs.

2. Structured output: Implementing a robust
model for specific section information by
adding a prompt feature.

3. Low-resourced: Additional pre-training with
outside knowledge using AMI(Carletta et al.,
2005) and ICSI(Janin et al., 2003) datasets.

In this study, we first attempted to train the Di-
alogLED model, which is pre-trained on long con-
versations, with the entire input and output for the
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Input Output
[doctor] hi , martha . how are you ?
[patient] i’m doing okay . how are you ?
[doctor] i’m doing okay . so , i know the nurse told
you about dax . i’d like to tell dax a little bit about
you , okay ?
[patient] okay .
[doctor] martha is a 50-year-old female with a past
medical history significant for congestive heart fail-
ure , depression and hypertension who presents for
her annual exam . so , martha , it’s been a year since
i’ve seen you . how are you doing ?
[patient] i’m doing well . i’ve been traveling a lot
recently since things have , have gotten a bit lighter
. and i got my , my vaccine , so i feel safer about
traveling . i’ve been doing a lot of hiking . uh , went to
washington last weekend to hike in northern cascades,
like around the mount baker area .
[doctor] nice . that’s great . i’m glad to hear that
you’re staying active , you know . i , i just love this
weather . i’m so happy the summer is over . i’m
definitely more of a fall person .
[patient] yes , fall foliage is the best .
...

CHIEF COMPLAINT
Annual exam.
HISTORY OF PRESENT ILLNESS
Martha Collins is a 50-year-old female with a
past medical history significant for congestive
heart failure, depression, and hypertension who
presents for her annual exam. It has been a year
since I last saw the patient.
. . .
REVIEW OF SYSTEMS
• Ears, Nose, Mouth and Throat: Endorses nasal
congestion from allergies. • Cardiovascular: De-
nies chest pain or dyspnea on exertion.
. . .
PHYSICAL EXAMINATION
• Cardiovascular: Grade 3/6 systolic ejection
murmur. 1+ pitting edema of the bilateral lower
extremities.

Table 1: Task B Input and Output example

long sequence problem. And, we pre-trained the
model with the AMI and ICSI datasets for solving
the low-resource problem before training with the
MEDIQA-chat Task B(Yim et al., 2023) dataset. As
a result, the ROUGE-1 score for the validation data
was relatively high as 0.575 compared to the pre-
vious performance. However, when analyzing the
results, there were some error cases where the nec-
essary sections did not appear well, or the section
name was incorrect, causing the subsequent context
to flow in the wrong direction. Taking inspiration
from how people create clinical notes while con-
sidering the overall section structure, we devised
a way to give the model hints about the section
that needs to be created. Like determining the ti-
tle of an article in advance, we added prompts to
the input to help the model understand which sec-
tion to create and generated summary sentences for
only that section. We then combined the summary
sentences for each section to create a complete sum-
mary note. However, this approach increased the
recall for sections but had the problem of many
sections appearing that did not need to appear. The
biggest issue was that the content discussed in other

sections was repeated. In about 70% of cases, the
content was repeated, resulting in a lower overall
note score of 0.449 based on ROUGE-1. In addi-
tion, we tried various methods such as using only
the section name as a prompt, changing the prompt
sentence, or wrapping the section name in tokens,
but these did not make a significant difference in
performance.

To address these issues, we incorporated con-
trastive learning(Chen et al., 2020). We set the sum-
mary of the section corresponding to the prompt
as the positive sample for contrastive learning and
applied the cross-entropy loss, as usual, to generate
summaries close to it. To avoid generating repeti-
tive summaries similar to other sections, we used
the summaries of other sections as negative sam-
ples and set the loss so that cosine similarity would
decrease. As a result of this contrastive learning,
the occurrence of repetitive content decreased by
nearly 60%, indicating that contrastive learning had
some influence.

This paper introduces various attempts for Task
B, such as using the DialogLED model, creating
partial summaries for each section using prompts,
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changing prompts, and employing contrastive learn-
ing to improve Task B’s performance. While we
have not yet found a perfect solution, we aim to pro-
vide valuable insights for considering approaches
to Task B through quantitative and qualitative anal-
ysis of data and experimental results. Source code
and all the trained models are available on our
GitHub repository1.

2 Related Work

Abstractive summarization of extended conversa-
tions is typically approached using generative mod-
els such as BART(Lewis et al., 2019). When the
input exceeds the model’s input length constraint,
rudimentary techniques such as truncating the end
or middle portions of the input are employed. Meth-
ods like Presumm(Liu and Lapata, 2019) address
long inputs by extracting key sentences and subse-
quently performing abstractive summarization on
them. Alternatively, models like DialogBERT(Gu
et al., 2020) process inputs at the utterance level, en-
coding and merging them to accommodate the en-
tire conversation. Recently, a trend towards models
like Longformer(Beltagy et al., 2020), DialogLM,
and DialogLED(Zhong et al., 2021) has emerged,
as these models can handle longer inputs owing
to their expanded input length capabilities. Promi-
nent datasets for summarizing long conversations
include AMI(Carletta et al., 2005) and ICSI(Janin
et al., 2003) datasets. These datasets, like Task B,
involve summarizing lengthy dialogues. However,
unlike Task B, where the domain is clinical, the
domain for these datasets is meetings, and the sum-
maries are composed of unstructured paragraphs.
And, models such as clinicalBERT(Huang et al.,
2019), which are trained in the clinical domain,
have emerged, but they have limitations in terms of
input length compared to recent models.

3 Dataset and task design

The Task B of MEDIQA-Chat 2023, as presented
in Table 1, involves generating a full clinical note
based on clinical dialogues between docker and pa-
tient. The input comprises multi-turn conversations,
with specialized terminology from the clinical do-
main such as disease names and medication names
appearing frequently. The output is organized into
distinct sections, including ’CHIEF COMPLAINT’
and ’HISTORY OF PRESENT ILLNESS.’ Notably,

1https://github.com/teddysum/MEDIQA-Chat-2023-
Teddysum

Train Valid
# of data 67 20
# of avg input Char 6443 6124
# of avg output Char 2649 2716
# of avg input Word 1246 1169
# of avg output Word 390 400
# of avg input Token 1480 1401
# of avg output Token 573 589
# of max input Token 3437 2020
# of max output Token 1192 1054
# of input over 512 tokens 67 20
# of output over 512 tokens 40 11

Table 2: Data Statistic

not all sections are required to appear, and there is
no predefined structure specifying which sections
should be included in the note. Among the sections,
’CHIEF COMPLAINT’ is the most common, ap-
pearing in 63 out of 64 training samples, whereas
’PAST MEDICAL HISTORY’ is the least common,
occurring only once. Furthermore, the same section
can be represented using different names, such as
’CC:’ (four instances) and ’CHIEF COMPLAINT’
(59 instances).

Table 2 illustrates the overall statistics of the
dataset, highlighting the limited number of train-
ing samples (67). Furthermore, the input length is
relatively long, averaging 1,246 words per training
sample, which translates to an average of 1,480 to-
kens when tokenized using the BERT(Devlin et al.,
2019) tokenizer. The longest document consists of
3,437 tokens, indicating that conventional models
such as BART(Lewis et al., 2019), with a maxi-
mum input length of approximately 1,024 tokens,
may not be suitable for directly processing inputs
for this task.

Considering these aspects, the challenges to be
addressed in this task, distinct from other summa-
rization tasks, can be summarized as handling long
dialogues, working with a small dataset, generating
semi-structured notes, and adapting to the intrica-
cies of the clinical domain.

4 Method

To address these challenges, we employed two pri-
mary approaches. The first approach involves using
the entire dialogue as input and generating the full
clinical note as output, thereby adopting an end-to-
end learning method. The second approach consists
of creating notes for each section individually, and
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Figure 1: Fine-tuning to full clinical note

subsequently merging the section-specific notes to
form a comprehensive full clinical note.

4.1 Full fine-tuning to clinical note
In the first approach, we designed a model based
on the DialogLED model, which has been pre-
trained on long conversational data, to handle the
lengthy dialogue inputs. Although the DialogLED
model is trained on dialogue data, it has not been
trained specifically for summarization tasks. To
overcome the limitations posed by the small dataset,
we conducted pre-training using the AMI and ICSI
datasets, which consist of summaries of long con-
versations. Subsequently, we fine-tuned the model
using the MEDIQA dataset as illustrated in Fig-
ure 1. During this process, we did not explicitly
handle the section structure, allowing the model to
learn in an end-to-end manner. While this approach
demonstrated the advantage of generating accurate
content for the full clinical note, it fell short in cre-
ating section headers and properly distinguishing
content between sections.

4.2 Prompt-based partial fine-tuning
The second approach involves handling the sec-
tion structure through a prompt-based method. As
the first approach struggled to generate section
headers effectively, this method aims to produce
content for each section, create section headers
through post-processing, and combine the result-
ing partial notes to form a full note. We added
a special token, <CMD>, to the prompt as in
"$conversation<CMD>Based on this conversa-
tion, make a summary of the $SectionName,"
which is appended after the dialogue. Various forms

Style Prompt
Style 1:
simple prompt

$conversation<CMD>Based
on this conversation, make a
summary of the $SectionName

Style 2:
special tokens
(before/after)

$conversation<CMD>Based
on this conversation,
make a summary of the
<SEC>$SectionName</SEC>

Style 3:
section name
only

$conversation<CMD>
$SectionName

Table 3: Prompt styles

of prompts were experimented with, as demon-
strated in Table 3.

4.3 Prompt-based contrastive learning
Prompt-based partial fine-tuning method often led
to the inclusion of content that should have ap-
peared in other sections, particularly when the
model’s understanding of the prompt was inade-
quate. To address this issue, we also conducted
experiments using a contrastive learning approach
for training. In the traditional learning approach,
the loss function computes the cross-entropy value
for the correct summary. In contrast, the contrastive
learning approach utilizes content from other sec-
tions as negative samples to prevent the genera-
tion of content from different sections. When the
model’s predicted value is y, the correct summary
for the target section is p, and the summary for
a randomly chosen section, excluding the target
section, is n, the loss can be calculated as follows.

CEloss = CrossEntropy(y, p)

CSloss = CosineSimilarity(y, n)

loss = a ∗ CEloss+ (1− a) ∗ CSloss

5 Experiments

5.1 Implementation Details
In this study, we utilized the pre-trained Di-
alogLED model2. The batch size was set to 4, with
a maximum input length of 5120 and a maximum
output length of 1024. We monitored the training
process for up to 80 epochs. The AdamW opti-
mizer was employed, with a learning rate of 2e-5,
an epsilon value of 1e-8, 50 warm-up steps, and a

2https://huggingface.co/MingZhong/DialogLED-large-
5120
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learning rate decay of 0. For the training, 4 A100
GPUs(80GB) were used with 12GB dedicated to
model uploading and 47GB used for uploading
one batch of training and evaluation data. The first
model, which fine-tuned the full note in one go,
took approximately 3 minutes per epoch, while the
second model, which generated summaries for indi-
vidual sections, took around 13 minutes per epoch.

For the pre-training of the DialogLED parame-
ters, the AMI and ICSI datasets were utilized. A
total of 170 samples, comprising 117 from the AMI
dataset and 53 from the ICSI dataset, were used as
training data, while 20 from the AMI dataset and
25 from the ICSI dataset were used as the valida-
tion set. The input data was pre-processed to match
the input format of the DialogLED model, with
speakers and utterances represented using colons,
such as "A: utterance."

During pre-processing, the MEDIQA-chat for-
mat, which presents the speaker in brackets fol-
lowed by their utterance (e.g., "[doctor] utterance"),
was transformed to match the conversation format
learned by the DialogLED model (e.g., "doctor:
utterance") using colons. In the second approach,
where summaries were generated for each sec-
tion, section names were heuristically defined and
unified, as shown in Table 4, by converting syn-
onymous section headers like ’CC:’ and ’CHIEF
COMPLAINT’ to ’CHIEF COMPLAINT’. For the
’ASSESSMENT AND PLAN’ section, instances
where the section appeared as ’ASSESSMENT
AND PLAN’ or separately as ’ASSESSMENT’
and ’PLAN’, or only one of them appeared, were
combined into a single ’ASSESSMENT AND
PLAN’ section.

5.2 Experimental Results

Since the ground truth to the test set in Task B is not
open to the public, all evaluations were conducted
on the validation set.

5.2.1 Quantitative Analysis
Table 5 presents the scores for generating full notes.
The FT to Full Note model generates full notes
given the entire conversation as input, while the
models labeled PT partially generate notes based on
prompt-based approach. As shown in Table 3, there
are three styles for the prompts. PT contrastive
refers to the model trained using a contrastive learn-
ing approach for prompt-based models. As the re-
sults indicate, the highest score for full notes is
achieved by the FT to Full Note model, while the

Original section
name

Unified Section
name

# of
ap-
pear-
ance

ASSESSMENT ASSESSMENT
AND PLAN

29

ASSESSMENT
AND PLAN

ASSESSMENT
AND PLAN

34

PLAN ASSESSMENT
AND PLAN

32

EXAM PHYSICAL EX-
AMINATION

4

PHYSICAL
EXAM

PHYSICAL EX-
AMINATION

44

PHYSICAL EX-
AMINATION

PHYSICAL EX-
AMINATION

16

HISTORY OF
PRESENT ILL-
NESS

HISTORY OF
PRESENT ILL-
NESS

45

HPI: HISTORY OF
PRESENT ILL-
NESS

4

REVIEW OF SYS-
TEMS

REVIEW OF
SYSTEMS

50

CC: CHIEF COM-
PLAINT

4

CHIEF COM-
PLAINT

CHIEF COM-
PLAINT

59

RESULTS RESULTS 52
CURRENT MEDI-
CATIONS

MEDICATIONS 8

CURRENT MEDI-
CATIONS:

MEDICATIONS 1

MEDICATIONS MEDICATIONS 19
PAST HISTORY HISTORY 9
PAST MEDICAL
HISTORY:

HISTORY 1

MEDICAL HIS-
TORY

HISTORY 18

SOCIAL HIS-
TORY

HISTORY 28

SURGICAL HIS-
TORY

HISTORY 7

FAMILY HIS-
TORY

HISTORY 10

IMPRESSION IMPRESSION 4
INSTRUCTIONS INSTRUCTIONS 32
VITALS VITALS 23
VITALS RE-
VIEWED

VITALS 3

Table 4: Section Name Definition
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Models ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT
FT to Full Note 0.575 0.288 0.315 0.692 0.405
PT Style 1 0.431 0.232 0.207 0.662 0.336
PT Style 2 0.439 0.234 0.201 0.661 0.324
PT Style 3 0.447 0.235 0.208 0.66 0.342
PT Contrastive 0.414 0.215 0.192 0.669 0.350

Table 5: Full note generation score

Models SH P SH R SH F1 Context Repetition Rate
FT to Full Note 0.91 0.47 0.62 0.08
PT Style 1 0.65 0.86 0.74 0.67
PT Style 2 0.67 0.87 0.76 0.71
PT Style 3 0.66 0.85 0.74 0.72
PT Contrastive 0.65 0.87 0.74 0.64

Table 6: Error statistic analysis. SH means Section Header.

Models ROUGE-1 BERTScore BLEURT
L to L 0.408 0.646 0.309
L to S 0.575 0.692 0.405
S to L 0.518 0.668 0.387
S to S 0.563 0.69 0.397

Table 7: Validation loss and score in fine-tuning to full
note. L signifies the point at which the validation loss
converges, and S denotes the point of validation score
convergence. The prefix L and S pertain to the training
phase on the AMI and ICSI datasets, while the suffix L
and S refer to the training on Task B data. For instance,
L to S indicates that the model was trained on Task B
using the point at which the validation loss converges
during the training on the AMI and ICSI datasets, and
the recorded score corresponds to the highest validation
score for that model.

PT models exhibit similar scores overall.
Table 6 provides statistics on the errors that oc-

curred during the generation of full notes. Section
Header P, R, and F1 represent the Precision, Re-
call, and F1 score calculated based on the pres-
ence of Section headers in both the Validation set
and the model output. Specifically, True Positive
(TP) occurs when a Section header appearing in
the Validation set also appears in the model output,
False Negative (FN) occurs when a Section header
present in the Validation set does not appear in the
model output, and False Positive (FP) occurs when
the model output generates a Section header that
does not exist in the Validation set. As shown, the
FT to Full Note model exhibits high precision but
low recall, leading to a reduced overall F1 score. In
contrast, the PT models demonstrate better genera-

tion of section headers due to their higher recall.
The Context Repetition Rate refers to the propor-

tion of summary content in a section that appears
in other sections. In the FT to Full Note approach,
the repetition rate is relatively low at 0.08, indicat-
ing that there is minimal repetition of content. In
contrast, the PT approach exhibits a repetition rate
near 0.7, suggesting that the majority of sections
contain similar content to other sections. Although
the PT method generates Section Headers more
effectively than the FT to Full Note approach, the
overall score is lower due to this repetition issue.
To address this problem, contrastive learning was
implemented; however, the PT Contrastive method
still exhibits a repetition rate of 0.64. While this is
a decrease in repetition, it still remains a relatively
high value. The criterion for determining repetition
is a cosine similarity of 0.5 or higher between the
summary sentences of two sections.

Taking these factors into account, the FT to Full
Note approach demonstrates a good ability to sum-
marize the overall context but falls short in han-
dling individual sections. As a result, it tends to
generate frequently occurring sections and fill them
with substantial content, leading to lower perfor-
mance in section header evaluation. However, since
the entire note is generated at once, content from
one section does not appear in other sections, main-
taining distinctiveness. On the other hand, while
the prompt based partial generation method yields
better evaluation results in section creation, the rep-
etition issue remains inevitable, and even methods
like contrastive learning cannot easily resolve it.
This is because the model generates summaries
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Figure 2: Training graph

separately for each section, so it does not know
the content of summaries in other sections, lead-
ing to the learning of frequently occurring content
repetition.

Additionally, during the learning process for
Task B data after initial parameter tuning with the
AMI and ICSI datasets, it was discovered that the
points at which validation loss and validation score
converge are different. As shown in Figure 2, when
training to the AMI and ICSI data, the validation
loss converged at 100 steps, but the validation score
continued to rise, converging at approximately 300
steps. To analyze this, we evaluated two models:
one trained on Task B data from the model at 100
steps and the other from the model at 300 steps.
The results are shown in Table 7. When using a
model trained on AMI and ICSI data, it can be
seen that using a model from the point where val-
idation loss converges performs better than using
a model with a higher validation score. This sug-
gests that the model may have started overfitting
from the point where the validation loss converged.
Therefore, a model from the point of validation
loss convergence is more suitable for application to
other domains like Task B, as it makes more general
predictions and generates content. The mismatch
between the timing of validation loss and valida-
tion score convergence also occurs when training
on Task B data, which seems to be due to the small
amount of data. In other words, when a large model
learns from a small dataset, it appears to perform
better when it is somewhat overfitted and depen-
dent on the dataset, rather than at the point with
the lowest validation loss, which seems to be more

generally and appropriately trained.
Futhermore, as seen in Figure 2, the validation

loss for the AMI and ICSI datasets converges and
no longer increases, while for Task B, the validation
loss increases again after converging. This more
clearly shows the issue of overfitting. To address
this issue, we can consider increasing the amount of
dataset, constructing a model that is more suitable
for semi-structured datasets to prevent overfitting,
or modifying the loss function to be more appropri-
ate for the dataset.

5.2.2 Qualitative Analysis
We also conducted a qualitative evaluation of the
model results. We evaluated the model by compar-
ing all the inferred results on the validation set. We
compared the generated summaries with the correct
summaries by section, examining whether the nec-
essary sections were created, whether unnecessary
sections were created, and what differences existed
between the content of the created sections and the
correct summary. First, we verified whether the re-
sults of the quantitative evaluation were consistent
with those of the qualitative evaluation. Addition-
ally, we qualitatively analyzed the phenomenon
where the point of convergence for the validation
score and the validation loss differed.

When evaluating the performance of the model
qualitatively, the results were similar to those of
the quantitative evaluation. The FT to Full Note
model actually performed better than the PT model.
In particular, it demonstrated high performance in
frequently occurring and easy sections, such as the
’CHIEF COMPLAINT’ section. In the FT model,
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as in the quantitative analysis, there were many
instances where the necessary sections were not
created. Upon closer inspection, it was found that
the content was often generated but not separated
by section headers and instead placed in a single,
generic section. This appears to be due to the im-
balance in the frequency of section occurrences in
the data, data scarcity, and the model’s limitations
in understanding the semi-structured structure. In
the case of the PT model, ’content repetitions’, in
which the contents of other sections appear redun-
dantly, was remarkably high, as would be evaluated
in the quantitative analysis.

Secondly, we analyzed the qualitative differ-
ences between the points where the validation loss
converged and the points where the validation score
converged. As a result, in the case of the FT to Full
Note model, when viewed qualitatively, it showed a
better ability to create sections and fewer instances
of empty content within the sections at the points
where the score converged. In the case of the PT
model, as the number of epochs increased, the over-
lap of content with other sections occurred more
frequently. This suggests that the model may con-
sider it more advantageous to create content, even
if it is incorrect, rather than not create it by mis-
take, for content that appears most generically. In
other words, it can be seen as overfitting to the
correct answers in the data. However, in sections
such as ’IMPRESSION’, ’INSTRUCTIONS’, and
’VITALS’, the model tended to produce identical
outputs at low epochs and different outputs as the
number of epochs increased. This suggests that
the model is gaining some understanding of the
prompts as it learns.

Additionally, we analyzed the learning process
for Task B after training on AMI and ICSI data.
We qualitatively compared the differences between
the models trained from the point where validation
loss converged (L to S) and the models trained from
the point with high validation scores (S to S). As
a result, the S to S models tended to overfit to the
AMI and ICSI data, causing many inappropriate
words that do not exist in the MEDIQA data to
appear. However, for patient information such as
names and ages, the S to S models performed better
than the L to S models. This suggests that the S
to S models overfit to the AMI and ICSI data and
learned to reference the original text more exten-
sively. Although the L to S models achieved higher
quantitative scores than the S to S models, the accu-

racy of information such as patient names and ages
is more important for clinical notes. Therefore, the
S to S models can be considered better suited for
this task.

6 Conclusion

In this paper, we have conducted various exper-
iments for Task B and analyzed the results. We
utilized the DialogLED model to handle long in-
puts and employed additional data, such as the AMI
and ICSI datasets, to address the limited data is-
sue. As a result, the model generating the entire
note at once achieved high scores for the full note
but low scores for section header creation. In con-
trast, the approach of creating section summaries
separately and then combining them for a com-
plete note had high scores for section headers but
low scores for the entire full note due to repeti-
tion issues. Analyzing these results, it appears that
generating the entire content at once is a more ap-
propriate approach since it is challenging to avoid
repetitive content when creating section summaries
separately. In conclusion, to learn the character-
istics of Task B, which requires the creation of a
semi-structured structure, a hybrid approach that
combines generating the entire content at once and
creating section headers separately is needed, rather
than relying on simple fine-tuning.

Limitations

In the experiments conducted by the team, several
limitations were observed. Firstly, the handling of
the semi-structured structure was not accomplished
perfectly. When generating the entire content at
once, many sections did not appear, and when cre-
ating sections separately, the content of the notes
was repetitive. Additionally, addressing the clinical
domain properly was not achieved.
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Abstract

Multi-label clinical text classification, such as
automatic ICD coding, has always been a chal-
lenging subject in Natural Language Process-
ing, due to its long, domain-specific documents
and long-tail distribution over a large label set.
Existing methods adopt different model archi-
tectures to encode the clinical notes. Whereas
without digging out the useful connections be-
tween labels, the model presents a huge gap
in predicting performances between rare and
frequent codes. In this work, we propose a
novel method for further mining the helpful
relations between different codes via a relation-
enhanced code encoder to improve the rare
code performance. Starting from the simple
code descriptions, the model reaches compa-
rable, even better performances than models
with heavy external knowledge. Our proposed
method is evaluated on MIMIC-III, a common
dataset in the medical domain. It outperforms
the previous state-of-art models on both overall
metrics and rare code performances. Moreover,
the interpretation results further prove the effec-
tiveness of our methods. Our code is publicly
available1.

1 Introduction

The International Classification of Diseases (ICD)
is a worldwide diagnostic tool published and main-
tained by the World Health Organization (WHO).
The ICD coding, a task of assigning ICD codes ac-
cording to the electronic medical records (EMRs),
facilitates a lot of activities in health care, such
as morbidity and mortality statistical analysis,
medical billing and decision support systems (W.
et al., 2020; Sutton et al., 2020). Since the tra-
ditional manual EMRs coding is time-consuming
and prone to error (O’malley et al., 2005), its au-
tomation has always been attracting attention since
1990s (de Lima et al., 1998). Most of the existing

1https://github.com/jiaminchen-1031/Rare-ICD

methods treat the automatic ICD coding as a super-
vised multi-label document classification task (Xie
and Xing, 2018; Mullenbach et al., 2018). By learn-
ing the text representations with an RNN (Vu et al.,
2020), CNN (Mullenbach et al., 2018; Liu et al.,
2021) or Transformer (Biswas et al., 2021) based
encoder, the model extracts the code-relevant fea-
tures via a trainable query matrix and predicts the
codes with multiple binary classifiers.

Rare Code Prediction. Although the introduc-
tion of deep learning methods significantly im-
proves the overall metrics for ICD coding, the ex-
tremely long-tail distribution over labels still makes
the prediction for rare diseases or procedures chal-
lenging. Taking the MIMIC-III Dataset as an ex-
ample, among all the discharge summaries, the
most frequent code appears 20,053 times while the
codes which occur less than 100 times constitute
12% of the whole dataset. In the supervised meth-
ods, learning the distinguished representation for
each code through training samples requires rich
data resources, leading to better performances on
frequent codes than less frequent ones. Collecting
sufficient documents for rare codes can be very
difficult and expensive, which makes rare code pre-
diction a critical task in automatic ICD coding.

Regarding this subject, several research direc-
tions have been explored. For example, some un-
supervised methods have been proposed (W. et al.,
2020; Song et al., 2020), but there remain clear
margins compared to the supervised ones. Most
of the previous works with supervised methods fo-
cus on the top 50 most frequent codes and extend
the model usage on infrequent codes. But their re-
sults on rare codes are far from satisfactory. A few
studies concerning the few-shot literature (Wang
et al., 2021; Yuan et al., 2022) are proposed to im-
prove the rare code performance by enriching the
code descriptions via external knowledge sources.
However, accessing heavy external sources can be
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complicated, and it is possible to introduce unex-
pected bias and noise facing immense knowledge.

In this work, we propose a more efficient method
by strengthening the inter-code relations to im-
prove the rare code performances. The existing
supervised learning methods with label-wise atten-
tion (Vu et al., 2020; Mullenbach et al., 2018; Liu
et al., 2021; Biswas et al., 2021) can hardly capture
the helpful inter-code relations for rare codes. And
we consider it as the reason for their bad perfor-
mance on rare codes. We show in Figure 1 the cor-
relations between code representations in the tradi-
tional label-wise attention method and our method.
As suggested in the left figure, for frequent codes,
the model can well learn their strong or weak corre-
lations with the other codes via sufficient training
samples. On the contrary, for rare codes, the model
fails in building the useful connections and presents
irrelevance with most of the codes. By enhancing
the relations, as shown in the right figure for our
method, the model performance on rare codes can
be effectively improved.

Figure 1: Code correlations by their embedding simi-
larities in the traditional method (Vu et al., 2020) (left)
and ours (right). The axis is arranged according to label
frequency, where 0 indicates the most frequent and a
greater value means less frequent.

Inter-code Relations. As indicated in Figure 2,
we present the inter-code relations in this work
by co-occurrence and hierarchy. Generally, code
co-occurrence is acquired by counting the co-
appearing times of two diseases in the same clinical
text from a group of data. Revealing this informa-
tion explicitly is helpful for the model to incorpo-
rate the relations between different codes. However,
for rare codes, due to the lack of related samples,
their co-occurrence relations with other codes can
be incomplete or biased. To alleviate this issue,
we propose to introduce a parent-child structure
for each code, thus being able to explore the co-
occurrence under different levels and merge them
to complement the co-occurrence for rare codes.
Here, we extend the definition of being hierarchi-

280-289: Diseases of 
the blood and blood-

forming organs

800-999: Injury and poisoning

870-879: open wound
of head, neck and trunk

860-869: injury of chest,
abdomen, and pelvis

805-809: Fracture of 
spine and trunk

996-999: Complications 
of surgical and medical 

care, not elsewhere classified

285.1

878.5

996.59
878.7

879.7

873.43

805.07
805.6

861.21

805.2

868.03

879.5

Code Label Space

Top 0.5%

10% 15%

Rare Codes

Code Frequencymax min

Level-2

Level-1

Level-0

Figure 2: The inter-code relations exploited in this work.
Taking the rare code 879.5 as an example, we build
its relations with other codes by co-occurrence and en-
hance them with the code-organ-system hierarchy and
the connections between different categories.

cal, follow the ICD-9 Official Guidelines released
by the U.S. Federal Government’s Department of
Health and Human Services, and propose a code-
organ-system hierarchical structure: level-0 (code
itself), level-1 (codes of the similar organs) and
level-2 (codes of the same system).

Our Contributions. In this work, we propose a
novel method to improve rare code prediction by
enhancing the connections between frequent and
rare codes. The inter-code relations are explored
via code descriptions, the code-organ-system hi-
erarchy, and co-occurrence, which can be easily
accessed without the necessity of bringing heavy
external knowledge. Although quite a few stud-
ies have concentrated on inter-code relations (Tsai
et al., 2021; Yan et al., 2010; Cao et al., 2020a), to
our knowledge, we are the first to bond the inter-
code relations specifically with rare code predic-
tion and propose to exploit the inter-code relations
under the code-organ-system hierarchy to tighten
the weak connections for rare codes. We evaluate
our method on the MIMIC-III-full dataset by their
metrics on all codes and rare codes, where it outper-
forms the previous state-of-art models in automatic
ICD coding.

2 Related Works

Automatic ICD Coding. Medical text catego-
rization has been an important task in medical NLP
for a quite long time. Early works adopt traditional
machine learning methods for coding (Larkey and
Croft, 1996; Pestian et al., 2007; Perotte et al.,
2014). With the rising of neural networks, the
automatic ICD coding began to be considered as
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Figure 3: The architecture of our model.

a multi-label classification task. Mullenbach et al.
(2018) propose a convolutional neural network text
encoder and an attention layer to capture the im-
portant features of each code. Vu et al. (2020) fur-
ther develop the label-wise attention layer with ran-
domly initialized label representations and propose
to use LSTM as text encoder. Various CNN (Li
and Yu, 2020; Liu et al., 2021), RNN (Vu et al.,
2020) and Transformer (Biswas et al., 2021) vari-
ants have also been used to encode the clinical
documents. Some works (Xie et al., 2019; Cao
et al., 2020a) propose to use GCN to integrate the
code hierarchy and co-occurrence into the represen-
tation learning. Yuan et al. (2022) propose to en-
rich the code semantic information by introducing
its synonyms from the United Medical Language
System (UMLS). Concerning the benchmark for
evaluation, although some ICD-10 datasets have
been collected and used in previous works (Cao
et al., 2020b; Koopman et al., 2015), MIMIC-III
for ICD-9 codes is still the only available dataset
for clinical documents up till now.

Few-shot Learning for Long-tail ICD Codes.
Few-shot learning targets at achieving good per-
formances to the classes where a few samples are
available (Medina et al., 2020). Due to the long tail
of medical document dataset, some methods con-
cerning ICD coding have also been proposed with
similar strategies of few-shot learning. Current
strategies can be divided into two types. The first
works on improving the training process to achieve
a better performance, such as proposing a novel
optimization mechanism (Li et al., 2017) and mod-
ifying the loss function (Lin et al., 2017). For ICD

coding, some works introduce different weights
to the loss terms to help rare code prediction,
such as Focal Loss (Lin et al., 2017) in Effective-
CAN (Liu et al., 2021) and label-distribution-aware
margin (Cao et al., 2019) in TransICD (Biswas
et al., 2021).

The other type aims at learning a similarity func-
tion between frequent and few-shot labels (Vinyals
et al., 2016). Matching networks (Geng et al., 2020)
give predictions by searching the few-shot labeled
support set through cosine similarities. In ICD cod-
ing, this strategy is usually achieved by introducing
external knowledge to obtain the similarities. Vu
et al. (2020) use the code formulation rules to ap-
ply a hierarchical joint learning mechanism. Some
works bring in code relations from reliable sources,
such as Wikipedia (Wang et al., 2021), code syn-
onyms from UMLS (Yuan et al., 2022) and knowl-
edge graphs (Xie et al., 2019).

3 Approach

In this section, we introduce the whole architec-
ture of our model, which is illustrated in Fig-
ure 3. First, both the medical records and code
descriptions are tokenized and embedded via a
shared Word2Vec (Mikolov et al., 2013). Then
we adopt a dual encoder architecture to encode
code descriptions and medical records respectively.
The embedding of code descriptions is put into a
Relation-enhanced Code Encoder (Section 3.1)
to strengthen the connections between codes, espe-
cially between the rare codes and frequent codes.
We exploit the co-occurrence and the hierarchical
structure of ICD codes via a series of modules in-

405



side the proposed code encoder. In parallel, the
embedding of clinical texts is fed into a Clinical
Text Encoder (Section 3.2) for contextualization.
The outputs of these two encoders interact in the
Code-Text Attention Block (Section 3.3), where
the important words are highlighted and combined
to generate a new code-specific vector with the rep-
resentation of each code served as the query. The
combination of the weighted words for each code is
finally fed into the corresponding binary classifier
in the Output Layer (Section 3.4) to calculate the
probabilities.

3.1 Relation-enhanced Code Encoder
This encoder aims to identify the useful relations
between different codes and enhance them via the
built representations. We obtain the code descrip-
tions from the World Health Organization (2016).
Through the pretrained Word2Vec, the description
for the code l is transformed into w(l) ∈ RNc×de .
We denote Nc the number of words in each code
description, L the total number of code space and
de the embedding size.

Contextual Transformation. Unlike discharge
summaries, the code descriptions are usually noun
phrases instead of sentences. During the pretrain-
ing of Word2Vec, we construct their embeddings
directly from contextual information. As the con-
texts of a word in the sentence and the noun phrase
are different, a gap exists in their embeddings be-
tween the words in code descriptions and clinical
texts. To solve the gap, we propose the follow-
ing module to align the words in them. The ma-
jor differences between the clinical texts and code
descriptions are the word order and writing style.
Therefore, we feed the word embeddings of code
descriptions into an LSTM, concatenate the output
and input, then put the concatenated results into a
self-attention layer to combine the most important
temporal features, and finally generate an overall
representation w

(l)
SA for code l:

w̃(l) = [w(l) ⊕−−−−→LSTM(w(l))] , (1)

α
(l)
SA = softmax(w̃(l) ·WAtt + bAtt) , (2)

w
(l)
SA = α

(l)
SA · w̃(l) ·WSA , (3)

where α
(l)
SA refers to the self-attention weight,

WSA ∈ R(de+uSA)×de , WAtt ∈ R(de+uSA)×1 and
bAtt ∈ R1 are shared trainable vectors for all codes
with uSA the hidden size of LSTM and softmax is
applied at the row level.

Code Hierarchy. Due to the lack of samples, the
collected co-occurrence relations for the rare codes
can be incomplete or biased. To further exploit
the inter-code relations for rare codes, we intro-
duce the code-organ-system hierarchical structure,
where three levels are defined: level-0 (itself), level-
1 (similar organs), and level-2 (same system). Ob-
served from sufficient samples, the codes concern-
ing similar organs or systems have some intrinsic
co-occurrence links. These links can be utilized
to enrich the connections for rare codes and make
them more reliable and less biased via shared em-
beddings. We define the embedding of each level as
the average of all the codes belonging to same cat-
egories. Thus, we obtain three embeddings which
describe code l from different levels:

w
(l,p)
HC =





w
(l)
SA, p = 0

1

|Cp|
∑

i∈Cp

w
(i)
SA, p ∈ {1, 2} , (4)

where p ∈ {0, 1, 2} is the level number and Cp the
category which code l belongs to.

Code Co-occurrence. After obtaining the em-
beddings at different levels for each code, we adopt
three GCNs to exploit the co-occurrence on these
three levels. The inputs of these GCNs are the cor-
responding level embedding w

(l,0)
HC , w(l,1)

HC , w(l,2)
HC

and the adjacency matrix A(1), A(2), A(3) based
on the co-appearing times for the three levels. The
co-occurring times are sampled from a group of
data, which is later analysed in Section 4.6. We
use a standard convolution computation (Kipf and
Welling, 2017):

Ei+1 = ReLU(D̃− 1
2 ÃD̃− 1

2EiWi) , (5)

where Ã = A + I , I is the identity matrix,
D̃ii =

∑
j Ãij . Thus, we have the output node

representations [w
(1,p)
CO ; ...;w

(L,p)
CO ] with w

(l,p)
CO for

code l at level p.

Code Embedding. We merge the three level rep-
resentations in this module and obtain a specific
representation e(l) for code l in the label space:

w
(l,p)
CE = LayerNorm(w

(l,p)
CO + w

(l,p)
HC ) , (6)

e(l) =
2∑

p=0

α
(l,p)
CE w

(l,p)
CE , (7)

where α
(l,p)
CE is calculated using the same self-

attention method as Eq. 2.
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3.2 Clinical Text Encoder
A sequence of words from electronic medical
records is transformed into word embedding via
the same Word2Vec with embedding size de. As-
suming the number of words Nw, the input word
embedding matrix can be written as

Xw = [x1,x2, ...,xNw ] ∈ RNw×de . (8)

Then we use a Bidirectional LSTM to capture the
contextual information of the words. Although
the Transformer-based models have taken a great
leading place in various NLP applications in recent
years, they are not that favorable for this task. We
argue this point for the following reasons and ver-
ify it with empirical evidence: Unlike other NLP
tasks, its vocabulary is domain-specific and thus
low-dimensional. Using a Transformer-based en-
coder may add difficulty and redundancy to the
training, costing more time and space. Besides, the
sentences in EMR-like documents are not necessar-
ily long and quite concentrated in their meanings.
The long dependency issue is not very phenomenal
in this case.

Finally, we compute the document representa-
tion by concatenating the output

−→
hi of

−−−−→
LSTM and←−

hi of
←−−−−
LSTM for word xi. All the representations

of words in the document formulate the document
representation H = [h1,h2, ...,hNw ] ∈ RNw×2u

with hi =
−→
hi ⊕

←−
hi and u the hidden size.

3.3 Code-Text Attention Block
After the above modules, we obtain a text represen-
tation H ∈ RNw×2u, introduced in Section 3.2, and
the code representations e = [e(1), e(2), ..., e(L)] ∈
RL×dc in Section 3.1. The traditional label-wise
attention (Vu et al., 2020; Mullenbach et al., 2018)
generate the attention weights from text encoding
H . Here we propose a more code-constrained ver-
sion, involving both text and code representations:

A = softmax(e · tanh(HWH)) , (9)

V = A ·H , (10)

where WH is a matrix ∈ R2u×dc which maps the
document representation to the code embedding
space to avoid dimension mismatch. A ∈ RL×Nw

denotes a code-specific weight, which is measured
by how similar the documents are represented with
each code. Afterwards, A is multiplied with the
document H to generate a code-specific represen-
tation V ∈ RL×2u.

3.4 Output Layer
With the code-specific representation V, we calcu-
late the probability for each code by passing each
vector Vl ∈ R2u into a fully connected layer fol-
lowing an activation function sigmoid to produce
the binary prediction score for code l. The training
objective is to minimise the binary cross entropy
between the prediction score ŷl and target yl:
∑

l∈L
−yl log (ŷl)− (1− yl) log (1− ŷl) . (11)

4 Experiments

4.1 Dataset
The Medical Information Mart for Intensive Care
III, denoted MIMIC-III, is a large open-source
dataset (Johnson et al., 2016), containing the med-
ical records of over forty thousand patients in the
Beth Israel Deaconess Medical Center between
2001 and 2012. In terms of our problem, we use
specifically the discharge summaries and their cor-
responding ICD-9 codes. Following the previous
works (Shi et al., 2017; Mullenbach et al., 2018),
we rearrange the data, where in total 52,726 dis-
charge summaries with 8,929 ICD-9 codes served
as labels are formulated. We split the dataset with
the settings of Mullenbach et al. (2018). The data
statistics are shown in Table 1.

MIMIC-III-Full
Train Dev Test

# Doc. 47,723 1631 3372
Avg words per Doc. 1484 1785 1792
Avg codes per Doc. 16.1 23.2 20.9

Table 1: Statistics of MIMIC-III-Full dataset.

4.2 Implementation Details
We follow the preprocessing schema of Vu et al.
(2020) in our experiments. The CBOW is utilized
during the pretraining stage, with the embedding
size de = 128 on the processed text. All the docu-
ments are truncated with maximum 4,000 words. A
data augmentation strategy (w/ Sentence Permuta-
tion) are applied in the experiment, where multiple
sentences in the same document are shuffled in a
random order to generate a new sample for train-
ing (Kim and Ganapathi, 2021). In our experiment,
we use the 3-fold augmentation, i.e. increasing the
training set three times. To show that our method
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Model
AUC F1 P@k

Macro Micro Macro Micro k=8 k=15
CAML (Mullenbach et al., 2018) 89.5 98.6 8.8 53.9 70.9 56.1
DR-CAML (Mullenbach et al., 2018) 89.7 98.5 8.6 52.9 69.0 54.8
TransICD (Biswas et al., 2021) 89.7 98.5 8.4 51.1 67.9 53.3
MultiResCNN (Li and Yu, 2020) 91.0 98.6 8.5 55.2 73.4 58.4
HyperCore (Cao et al., 2020a) 93.0 98.9 9.0 55.1 72.2 57.9
LAAT (Vu et al., 2020) 91.9 98.8 9.9 57.5 73.8 59.1
JointLAAT (Vu et al., 2020) 92.1 98.8 10.7 57.5 73.5 59.0
MSMN (Yuan et al., 2022) 95.0 99.2 10.3 58.4 75.2 59.9
Baseline (Label-wise attention) 89.4 98.6 9.0 56.2 73.9 58.8
Ours 95.0 99.2 10.3 58.0 75.3 59.9
Ours w/ Sentence Permutation 95.2 99.2 10.8 58.2 75.1 59.9
Ours w/ Enriched Descriptions 95.2 99.2 10.8 58.6 75.3 60.3

Table 2: Results on MIMIC-III-full, i.e. all codes. We compare our models with all the baselines by their values
reported in the original papers for overall metrics.

can be complementary with other existing meth-
ods, we conduct experiments with the synonyms
enriched descriptions (w/ Enriched Descriptions)
in MSMN (Yuan et al., 2022) as well.

For the text encoder, we set LSTM hidden size
as 256 with 2 layers. The dropout rate is 0.3. We
add an extra linear layer after LSTM output with
the dimension of 256. Our model is trained with
AdamW (Loshchilov and Hutter, 2019) at a learn-
ing rate of 1e−3 on a single NVIDIA Tesla A100
(40GB). The batch size is set as 32. The early stop-
ping mechanism is applied, in which the training
will be stopped if there is no improvement of the
micro-F1 score on the validation set in ten succes-
sive epochs. We run the experiment with 3 random
seeds and report the average.

4.3 Evaluation Metrics
To make a comparison with other previous works
on ICD-9 prediction, we evaluate the model per-
formance by F1, AUC (area under the ROC curve)
and P@k. F1 and AUC are calculated in two man-
ners: macro-averaged, i.e. a simple average of all
labels, and micro-averaged, i.e. aggregating the
contributions of all classes to compute the aver-
age. P@k denotes the precision of top-k predicted
results. K is conventionally set as the average num-
ber of labels for each document. However, it is not
applicable for this task, since the number of labels
for each document varies widely.

The macro-averaged metrics cannot thoroughly
represent the rare code performance due to the huge
gap in prediction performance between rare codes
and frequent codes. Our experiment is designed

to validate the idea that by enhancing the relations
between frequent codes and rare codes, our method
can achieve better performance on rare codes. Con-
sidering the insufficiency of distinguishing overall
results and rare code performances, we select the
codes with label frequency in the training set be-
tween 2-10 as rare codes, and report the results on
predicting them. Since the macro- and micro- av-
eraged results are very similar under this rare code
setting (due to the similarity in label frequency),
we only report their micro metrics.

4.4 Baselines
Our model is compared against the following SOTA
models, chosen by their task settings:
CAML (Mullenbach et al., 2018), i.e. the Convo-
lutional Attention network for Multi-Label classifi-
cation, utilizes CNN as text encoder and propose
a label attention for prediction. Meanwhile, they
propose a DR-CAML version, where the ICD-9
code descriptions are used for regularization to im-
prove the performance on rare codes, with a similar
purpose to ours.
TransICD (Biswas et al., 2021) adopts an Trans-
former Encoder for discharge summaries.
MultiResCNN (Li and Yu, 2020) encodes the text
with multi-filter residual CNN.
HyperCore (Cao et al., 2020a) takes also code
co-occurrence and hierarchy into consideration. It
embeds both code and text into hyperbolic space
and calculates their similarities.
LAAT (Vu et al., 2020) applies also LSTM text
encoder. A hierarchical joint structure, i.e. Joint-
LAAT, is proposed to solve the imbalance label
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distribution, thus ameliorate the performances on
rare codes.
MSMN (Yuan et al., 2022) enriches the code de-
scriptions with synonyms from UMLS and encodes
the clinical text with Bi-LSTM.
Baseline is designed by replacing the code-text
attention and the relation-enhanced code encoder
with label-wise attention (Vu et al., 2020).

4.5 Results
MIMIC-III-Full. Table 2 shows the results on
MIMIC-III for all codes, where our model outper-
forms all the other baselines. By adopting the code
descriptions with the synonyms from UMLS, our
model performs better and outperforms MSMN in
almost all metrics. With the simple code descrip-
tion, our method still produces comparable, even
better results without the necessity of bringing ex-
ternal knowledge source. Moreover, the large mar-
gin between baseline and ours validates the idea
that by enhancing the inter-code relations, model
can produce better results than traditional label-
wise attention method.

Rare Codes. We collect all the codes with an
appearing times in the training set between 2 and
10, and observe specifically the model performance
on these codes. As shown in Table 3, our model
achieves the best results among all the baselines.
With Sentence Permutation, the improvements are
more significant. It is interesting to observe that
CAML and DR-CAML mess up all the predictions
for these rare codes. Though JointLAAT is pro-
posed at the intention of improving its few-shot
performances, where the final prediction is based
on the prediction on the codes starting with the
same first three characters, the results actually de-
grade compared with LAAT. It is because of a
low recall, since excluding the first level codes
affects the prediction on its child codes as well.
Our model exploits the inter-code relations from
co-occurrence and enhances them for rare codes via
hierarchy, thus producing better results and leaving
lower margin to the overall results.

4.6 Adjacency Matrix
It is commonly recognized that more training data
can lead to a better performance. However, for clin-
ical documents, collecting them and tagging the
ICD codes can be quite difficult due to its privacy
and difficulty of processing. In our model, we apply
a GCN module with adjacency matrix (ADJ) based

Model Micro AUC Micro F1
CAML 50.0 0.00
DR-CAML 50.0 0.00
TransICD 79.9 5.54
MultiResCNN 81.7 0.65
LAAT 88.8 3.23
JointLAAT 87.2 0.79
Baseline 80.4 4.23
Ours 94.5 6.72
Ours w/ SP 94.5 7.15

Table 3: Results on rare codes, i.e. codes whose fre-
quency in training set is between 2-10. Since this metric
is not considered in the original papers for baselines, we
select the models with released codes and re-implement
their experiments.
on co-appearing relations. The above experiments
are conducted with ADJ sampled from training
set, which is denoted “Training”. We are wonder-
ing if the performances can be further ameliorated
with ADJ of more samples, or derived from some
prior medical knowledge. This idea is analysed
by proposing another two ADJs. “Full” denotes
the ADJ sampled from the full dataset, including
training, validation and testing sets. Besides, we
add the co-appearing relations in MIMIC-IV (John-
son et al., 2021) as well and denote this matrix “w/
MIMIC-IV”.

Table 4 shows the results on full codes and rare
codes with various adjacency matrices. Since the
macro AUC is not very sensitive, we just list the
macro/micro F1 and micro AUC. We notice that
having a more complete and reasonable adjacency
matrix can help the model prediction, since both of
the F1 metrics get better.

MIMIC-III-Full
F1 AUC

Macro Micro Micro
Training 10.3 58.0 99.2

Full 10.6 58.2 99.1
w/ MIMIC-IV 10.7 58.2 99.1

Rare Codes
F1 AUC

Training 6.72 94.6
Full 7.13 94.8

w/ MIMIC-IV 7.35 94.2

Table 4: Influence of different adjacency matrices.
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4.7 Model Interpretability
Being able to explain the model decision with con-
formance to human understanding is an important
criterion in healthcare. To prove the effectiveness
of our model on rare code prediction, we provide
in Figure 4 some spans from the same discharge
summaries where the tokens with high attention
scores locate for predicting Pneumonia in other
systemic mycoses (484.7), an infrequent code with
only 17 documents.

We notice that the baseline model puts high at-
tentions to the words like “discharge”, “date” and
“marrow”, whose relevance with Pneumonia in
other systemic mycoses is hard to find because al-
most all the documents contain them. Our model
can capture the closely related words like “pneumo-
nia”, “aspergillus” and “lobe”, indicating a better
code representation.

admission date discharge date date of birth sex
m service medicine allergies no known allergies
adverse drug reactions attending first name3
lf chief complaint fatigue shortness of breath
major surgical or invasive procedure right picc
placement central line placement bone marrow
biopsy left subclavian central line placement
bone marrow biopsy left picc placement left
internal jugular central line placement bone
marrow biopsy bone marrow biopsy bone
marrow biopsy bronchoscopy bone marrow
biopsy on percutaneous cholecystostomy tube
placement picc placement on history of present

upper lobe pneumonia progressed from multiple
pulmonary nodules as described on ct of as
stated on prior report these can be followed
up with a ct chest within four weeks or the
possibility of biopsy can be considered coronary
artery disease ct chest impression right apical
consolidation and two left upper lobe nodules
have not changed since the most recent scan but
right lower lobe nodules have improved overall
appearance is most consistent with an acute
infectious process either fungal e g aspergillus
or bacterial in etiology cryptogenic organizing
pneumonia may also have a similar imaigng
appearance

Figure 4: The spans with high attentions (darker means
higher) of the same text for predicting Pneumonia in
other systemic mycoses (484.7 with 17 documents). The
red shows the interpretation for the baseline and the
green for ours.

5 Ablation Study

We conduct the ablation study concerning the ef-
fectiveness of the contextual transformation, code
hierarchy and code co-occurrence modules inside

the relation-enhanced code encoder. We measure
the F1 metrics, which are more sensitive and repre-
sentative to different models, between our ordinary
version and those with a module removed. The re-
sults without the entire code encoder, which means
using only the embeddings of code descriptions as
query, are also listed.

As shown in Table 5, removing the transforma-
tion module causes a significant decrease, indicat-
ing that the gap we described between descriptions
and discharge summaries do exist. Besides, we
notice that removing the code hierarchy or the code
co-occurrence module has also degraded the model
performances, showing that the code hierarchy and
co-occurrence are useful to the model. Since the
three GCNs may bring extra training difficulties,
further tuning the training process might still be
helpful to improve the performances.

Model
F1

Macro Micro
Ours 10.3 58.0
w/o transformation 9.8 57.2
w/o hierarchy 10.2 57.9
w/o co-occurrence 10.1 57.7
w/o code encoder 7.5 51.0

Table 5: Results of ablation study on all codes.

6 Conclusions

The multi-label clinical text classification is an im-
portant task in the domains of both healthcare and
natural language processing. In this paper, we re-
veal the existing problem of traditional methods
in capturing the inter-code relations for rare codes.
Hereby, we propose to strengthen the relations, thus
improving the model performance on rare code
prediction. We exploit the inter-code relations by
encoding code descriptions and incorporating co-
occurrence under a code-organ-system hierarchi-
cal structure in order to enhance the connections
for rare codes. Our model is then evaluated on
the commonly used MIMIC-III dataset and outper-
forms the other baselines on both rare codes and
full codes. The visualisations further demonstrate
the advantage of our method on providing more
human-understandable explanations. We conduct
as well an analysis concerning the design of ad-
jacency matrices and the ablation study to better
understand the different components in our method.
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Limitations

In this work, we adopt three GCNs to exploit the
inter-code relations under different levels. How-
ever, this may bring extra training difficulty and the
risk of over-parameterization to the model. Besides,
during the preprocessing stage, we adopt a word-
level tokenizer and CBOW to obtain their embed-
dings for MIMIC-III texts and code descriptions.
However, this might not be enough to represent the
words since medical documents have some special
characteristics, but we do not take them into consid-
eration. We tried in our work with other pretraining
strategies, such as ClinicalBERT (Alsentzer et al.,
2019), BERT (Devlin et al., 2019), BioBERT (Lee
et al., 2020) and BioWordVec (Zhang et al., 2019).
We added as well the BPE tokenizer (Sennrich
et al., 2016) in order to capture the meaningful
medical sub-word units. However, the results are
all far from satisfactory.
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Abstract

This paper presents the MEDIQA-Chat 2023
shared task organized at the ACL-Clinical NLP
workshop. The shared task is motivated by the
need to develop methods to automatically gen-
erate clinical notes from doctor-patient conver-
sations. In this paper, we present our submis-
sion for MEDIQA-Chat 2023 Task A: Short Di-
alogue2Note Summarization. Manual creation
of these clinical notes requires extensive human
efforts, thus making it a time-consuming and
expensive process. To address this, we propose
an ensemble-based method over GPT-3, BART,
BERT variants, and Rule-based systems to au-
tomatically generate clinical notes from these
conversations. The proposed system achieves a
score of 0.730 and 0.544 for both the sub-tasks
on the test set (ranking 8th on the leaderboard
for both tasks) and shows better performance
compared to a baseline system using BART
variants.

1 Introduction

Telecare has experienced an exponential increase
in utilization since the onset of the COVID-19 pan-
demic, leading to the emergence of a vast network
of healthcare providers and patients Garfan et al.
(2021). We consider this to be a significant use
case within the Telecare domain, medical person-
nel often need to provide a concise summary of the
conversation they had with their patient in order
to ensure that a colleague is able to follow up on
the next consultation. Both patients and medical
professionals can use these summaries to refer back
to their interactions in the future. Unfortunately,
manually creating conversation notes after each
encounter consumes a significant amount of time,
and energy, and also poses challenges when done
at scale.

Recent advancements in Natural Language Pro-
cessing (NLP) with large language models (LLMs)
like GPT-3 have shown promising results in their
ability to generate convincing natural language and

successfully solve tasks including classification,
answering questions, and summarization even in
zero-shot and few-shot environments Brown et al.
(2020). This makes them a popular choice as op-
posed to a pre-trained model, which needs to be
adjusted separately for each downstream task. In
this paper, we propose an ensemble of rule-based
methods, traditional sequence models, large lan-
guage models, and BERT-based models to develop
an automated system for generating these notes
from doctor-patient conversations. We also show
that few-shot large language models outperform
traditional sequence-to-sequence models in the set-
ting of limited data.

2 Related Work

Summarization is a crucial task in NLP, particu-
larly for extracting key information from multi-
speaker conversations. Various approaches have
been proposed for meeting summarization, such
as DialogLM Zhong et al. (2022), a pre-trained
neural encoder-decoder model. In the context of
medical dialogues between doctors and patients,
identifying symptoms, diagnoses, and treatments is
essential for deriving a medical solution. Song et al.
(2020) introduced the hierarchical encoder-tagger
model (HET) to specifically identify important ut-
terances in medical conversations for summarizing
medical conversations. Krishna et al. (2021) intro-
duced pointer generator networks for deep summa-
rization of physician-patient dialogues. Joshi et al.
(2020) introduced a variant of the pointer gener-
ator network that handles negations and imposes
a penalty on the generator distribution and Zhang
et al. (2021) fine-tuned BART models for summa-
rizing doctor-patient interactions.

3 Task and Dataset Details

The MEDIQA-Chat 2023 Ben Abacha et al.
(2023a) shared task has been developed to fos-
ter research in the field of automatic clinical note
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Figure 1: Pipeline for conversation to clinical note generation. Here, Si, Dt, St, CSi, and SSi are section texts
generated from independent models, dialogue from training data, section text from training data, central similarity
score for Si, syntactic similarity score for Si respectively.

generation derived from doctor-patient conversa-
tions. It comprises three tasks1, namely, Short Dia-
logue2Note Summarization (Task A) Ben Abacha
et al. (2023b), Full Dialogue2Note Summarization
(Task B) wai Yim et al. (2023), and Note2Dialogue
Generation (Task C) wai Yim et al. (2023). Our
work primarily focuses on Task A. This task re-
quires us to create a section summary, encompass-
ing both the section header and text, based on a
short input of a doctor-patient conversation.

The dataset consists of 20 distinct section head-
ers for each conversation, such as Medications, Re-
view of Systems, Past Surgical History, Chief Com-
plaint, etc. The training set contains 1,201 pairs
of conversations, each accompanied by their rele-
vant section headers and text, while the validation
set is composed of 100 pairs of conversations and
their respective summaries. Table 1 shows statistics
around the train/val/test data splits. Table 3 shows
a few snippets of actual training data containing
Section Header, Section Text, and doctor-patient
conversation.

4 System Description

In this section, we give a detailed explanation of
our proposed system2. We propose two separate
pipelines - one for section header identification
and the other for section text generation. We also
discuss our ensemble strategy and related intuition.

1Task Page: https://github.com/abachaa/MEDIQA-Chat-
2023

2Code: https://github.com/prakhar21/MEDIQA-CHAT-
2023-NewAgeHealthWarriors

Data Dialogue len Sec. len # Samples
Train 105.6 40.5 1201
Val 89.9 36.0 100
Test 100.0 - 200

Table 1: Dataset Statistics. Dialogue len, and Sec. len
denotes the average number of words at the Dialogue
and section level respectively.

Category Coverage Text
Allergy Incase of no allergies, reply with

keyword ‘no known allergies’
Fam/Sochx Incase of no family medical his-

tory found, reply with keyword
‘noncontributory’

Genhx Don’t forget to mention age and
gender of the patient, if present.

Table 2: Examples of Coverage Text

Finally, we output results from both pipelines to
generate final summaries.

Section Header Identification: The task of Sec-
tion Header Identification involves categorizing a
given doctor-patient conversation to the relevant
header from a list of pre-defined headers. Table 4
lists down all the available headers along with their
expanded form which we received as a part of the
task description.

We developed a 2-step strategy for detecting the
accurate section header for a given doctor-patient
conversation. Figure 1 shows the inference flow
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section_header section_text dialogue
PASTMEDICALHX Asthma. Doctor: How’s your asthma since you

started using your inhaler again? Patient:
Much better. I don’t know why I didn’t
take it with me everywhere I went. Doc-
tor: It’s important to carry it with you,
especially during times where you’re ex-
ercising or walking more than usual. Pa-
tient: Yeah. I think I’ve learned my lesson.
Doctor: Besides asthma, do you have any
other medical problems?

CC Burn, right arm. Doctor: Hi, how are you? Patient: I
burned my hand. Doctor: Oh, I am sorry.
Wow! Patient: Yeah. Doctor: Is it only
right arm? Patient: Yes.

FAM/SOCHX His brothers had prostate
cancer. Father had brain
cancer. Heart disease in
both sides of the family.
Has diabetes in his brother
and sister.

Doctor: Can you tell me about any dis-
eases that run in your family? Patient:
Sure, my brother has a prostate cancer.
Doctor: Okay, brother. Patient: My fa-
ther had brain cancer. Doctor: Okay, dad.
Patient: Then on both sides of my family
there are many heart related issues. Doc-
tor: Okay. Patient: And my brother and
sister both have diabetes. Doctor: Okay.
Patient: Yes, that’s it.

Table 3: Sample data from training set

of the Section Header Identification pipeline. In
step-1, we categorize a given conversation to its
section header using our Keyword lookup list. We
refer to this as ‘Keyword based Categorizer’ in the
diagram. We manually curated this list by going
through many examples of section texts for every
section header from the training data. If no section
header is identified in this step, we pass the same
conversation to the Bio_ClinicalBERT Alsentzer
et al. (2019) model, variant of BERT Devlin et al.
(2018), which we had fine-tuned on our dataset
of conversation and section header pairs. Please
refer to Section 5 and 6 for more details on model
description, implementation, and results.

Section Text Generation: The task of Section
Text Generation involves generating a summary
of the given doctor-patient conversation. We pro-
pose an ensemble of 3 transformer-based mod-
els, i.e, BART-large, BioBART-large, and few-shot
GPT-3 for the same. Here, we fine-tune BART-
large Lewis et al. (2019) and BioBART-large Yuan
et al. (2022) transformer models in a sequence-
to-sequence paradigm on our training dataset. The

models were fine-tuned with input as doctor-patient
conversations and output as associated section text
with the training objective of maximizing the like-
lihood of the generated summary.

For GPT-3, we adopt a few-shot prompt
engineering-based Liu et al. (2023) approach for
generating our section text. Few-shot prompting
helps enable in-context learning for large language
models like GPT-3. Figure 2 shows a detailed an-
notation of the GPT-3 prompt that we use for our
purpose. In the figure, <Dialogue Example> is an
example dialogue from the training dataset that we
sample randomly based on the predicted section
header(<Section Header>) on the <Test Dialogue>
sequence. The intuition behind adding this extra
knowledge to our prompt was to help our model
learn the writing style of actual section text. We
also experimented by giving multiple examples of
dialogue, section header, and section text as a part
of our prompt. Please refer to Section 6 for more
details on experiments.

During our initial analysis of the training dataset,
we observed that there were certain specific writing
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Figure 2: GPT-3 prompt structure

Header Full Header
Fam/Sochx Family History/Social His-

tory
Genhx History of Present Illness

Pastmedicalhx Past Medical History
Cc Chief Complaint

Pastsurgical Past Surgical History
Allergy

Ros Review of Systems
Medications
Assessment

Exam
Diagnosis

Disposition
Plan

Edcourse Emergency Department
Course

Immunizations
Imaging
Gynhx Gynecologic History

Procedures
Other_history

Labs

Table 4: List of all section headers and their full forms

patterns present in the section text. For example
- in numerous cases, the section text for ‘History
of Present Illness’ starts with the patient’s age and
gender. There were also cases where section text
had words like ‘Noncontributory’, ‘None’, etc. To
accommodate such a writing style in the model’s
output, we added an additional text called <Cover-
age Text> for some of the selected section headers.
We have shown some examples of coverage text in
Table 2.

Figure 1 shows the inference flow of the Section
Text Generation pipeline. Once the section text
from each of the models is generated, we score all
of them and pick the one with the maximum score
as our choice of final generated section text. For
each section text, we calculate a final score based
on a weighted scoring scheme that combines both
central and syntactic similarity scores with weights
w1 and w2 respectively. We found w1 = w2 = 0.5
to work best for our use case. For calculating cen-
tral similarity for each of the generated section text,
we implement the work done in Kobayashi (2018)
and for syntactic similarity, we calculate the token-
level Jaccard similarity between the section text
and input dialogue. Jaccard similarity is defined
as the ratio between the intersection of two sets
and the union of two sets, and it is often used as
a metric of similarity. Intuitively, section text that
centrally captures the majority theme across all
the generated section texts will have a high central
similarity score, whereas, the syntactic similarity
would help ensure faithfulness. Goel et al. (2021)
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Dialogue AS GS R1
Doctor: Do you drink alcohol or smoke
cigarettes? Patient: No, I do not. Doctor:
Are you sure? Patient: Yes.

Denies the use of alco-
hol or tobacco.

Denies the use of alco-
hol or tobacco.

1.0

Doctor: Have you ever had surgery? Pa-
tient: One too many times. Doctor:
Which ones? Patient: I had my appendix
taken out and glaucoma surgery fairly re-
cently. I also had my gallbladder taken out
ten years ago and a partial colon resection
due to colon cancer in nineteen sixty one.
Doctor: Any recurring episodes of colon
cancer? Patient: No, thankfully.

Partial colon resection
of colon carcinoma in
1961 with no recur-
rence, cholecystectomy
10 years ago, appendec-
tomy, and glaucoma
surgery.

Appendectomy and
glaucoma surgery.
Cholecystectomy 10
years ago and partial
colon resection due to
colon cancer in 1961.

70.3

Doctor: Any difficulty in hearing? Pa-
tient: No. Doctor: Difficulty swallowing?
Patient: Um no. Doctor: Any double vi-
sion or blurred vision or difficulty seeing
things properly? Patient: No, no prob-
lem at all. Doctor: Okay. Doctor: How
about headaches or migraine? Patient: No
headache. Doctor: Did you notice any
change in your bowel moment? Patient:
No, it is the same. Doctor: Any pain while
urinating or change in frequency? Patient:
No. Doctor: Okay.

No headaches. No vi-
sual, hearing, or swal-
lowing difficulties. No
changes in bowel or uri-
nary habits.

NEUROLOGICAL:
No difficulty in
hearing, swallowing,
double vision, blurred
vision, headaches,
or migraines. GAS-
TROINTESTINAL:
No change in bowel
movements or diffi-
culty urinating.

48.7

Doctor: It seems like you are not feeling
very well today? Patient: Yeah. I have
had diarrhea and pain in my stomach. Doc-
tor: Have you experienced any vomiting?
Patient: Yes. I threw up this morning."

Diarrhea, vomiting,
and abdominal pain.

The patient states that
he is not feeling very
well today. He has had
diarrhea and pain in his
stomach this morning,
and he has had vomit-
ing this morning.

23.5

Doctor: I will do some examinations on
you. I will check your chest and then I
will talk to you as I move forward, okay?
Patient: I’m okay with that. Doctor: So,
let’s see what we have here. Hm, Yeah,
just looks good. I do not find anything
abnormal.

CHEST: The chest ex-
amination is unremark-
able.

Chest x-ray without
any abnormality.

16.7

Guest_clinician: I did a review of her
systems, and everything looks normal
other than what was mentioned earlier.
Doctor: Okay, thanks for your help.
Guest_clinician: No problem.

The remaining ROS is
unremarkable.

Review of Systems:
Everything appears to
be normal other than
what was mentioned
earlier.

0.0

Doctor: Are you allergic to anything, food
or medicines? Patient: No allergies that I
know of.

None. No known drug aller-
gies.

0.0

Table 5: Examples are arranged in decreasing order of R1. Here, AS, GS, and R1 refer to the actual, generated
section texts, and Rouge-1 respectively.
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defines a faithful summary to be one that contains
minimal information outside the source text. Fi-
nally, output from both pipelines is used to report
the final generated clinical note.

5 Model Background

In this section, we discuss in brief the background
of various machine learning models that we have
used in our implementation.

Bio_ClinicalBERT: The Bio_ClinicalBERT3

model is initialized from BioBERT Lee et al. (2020)
and trained on all notes from MIMIC III John-
son et al. (2016), a database containing electronic
health records from ICU patients. The model was
pre-trained on a GeForce GTX TITAN X 12 GB
GPU, on a batch size of 32, a maximum sequence
length of 128, and a learning rate of 5x10-5.

BART & BioBART: BART Lewis et al. (2019) 4

is a transformer encoder-decoder (seq2seq) model
with a bidirectional (BERT-like) encoder and an
autoregressive decoder to perform complex NLG
tasks like summarization, translation, etc. BART
is pre-trained to reconstruct the original text from
the noisy text. BioBART Yuan et al. (2022) 5, a
BART variant was pre-trained on PubMed abstracts
to achieve biomedical domain adaption.

GPT-3: GPT-3 Brown et al. (2020) is an auto-
regressive language model with 175 billion param-
eters. It achieves strong performance on many
NLP datasets, including translation, and question-
answering, as well as several tasks that require
on-the-fly reasoning or domain adaptation.

6 Experiments and Results

In this section, we discuss experiments, implemen-
tation details, and results obtained for both our
tasks.

Section Header Identification: We trained
Fasttext Joulin et al. (2016) along with mul-
tiple BERT variants like BERT-base Devlin
et al. (2018), RoBERTa Liu et al. (2019), and
Bio_ClinicalBERT Alsentzer et al. (2019) for iden-
tifying section headers from doctor-patient dia-
logues. We use simpletransformers Rajapakse

3Bio_ClinicalBERT Model:https://huggingface.
co/emilyalsentzer/Bio_ClinicalBERT

4BART Model: https://huggingface.co/
facebook/bart-large

5BioBART Model: https://huggingface.co/
GanjinZero/biobart-large

(2019) python library for fine-tuning all our
transformer models. Amongst all of them,
Bio_ClinicalBERT gave us the best score on the
validation dataset. Our final model also incorpo-
rates a Keyword-based categorizer in the pipeline
giving us the best accuracy of 77% on the valida-
tion set. We use weighted cross-entropy as our
loss function because of the skewed distribution
of headers in the training data. The corresponding
weights per header category were calculated using
sklearn’s compute_class_weight function on the
training dataset and we train our best model for 10
epochs.

Section Text Generation: We fine-tuned BART,
BioBART architectures and, also inferred GPT-3
model in a few-shot setting. Interestingly, GPT-3
in the few-shot setting outperforms all our fully
supervised models by 1.2+ Rouge-Avg points (Re-
fer Table 7). Rouge-Avg(RA) is the average score
of Rouge-1 (R1), Rouge-2 (R2), Rouge-L (RL),
and RougeLSum (RLS). We train both our BART-
large and BioBART-large models for 5 epochs, set
a beam size of 5 while decoding the sequence, and
use the cross-entropy loss as our objective func-
tion. We tuned all the hyperparameters based on
the performance of our model on the validation
set. Before coming up with the final prompt struc-
ture for few-shot GPT-3, we experimented with a
couple of things. We tested by keeping <Section
Header> in their original form (as received in train-
ing data - acronymized) and also by replacing them
to their full form, as received in the tasks descrip-
tion. Please refer to table 4 for a list of all headers
and their expanded forms.

We experimented with the number of ground
truth examples for our prompt. We tested with
a maximum of 3 examples, because, for values
higher than 3, the rate of getting the maximum to-
ken limit error from the GPT-3 API had increased
significantly. Across 0, 1, 2, and 3, we found 3 to
be giving the best results on the validation set. Fi-
nally, our ensemble of BART, BioBART, and GPT-
3 outperforms all our individual models by 0.9+
Rouge-Avg points (Refer Table 7) on the valida-
tion dataset. Some sample dialogues and generated
section text are shown in Table 5.

Table 6 and 7 show the result of our evalua-
tion for the Section Header Identification and Sec-
tion Text Generation pipeline on the validation and
test datasets respectively. The evaluators report
a few more metrics such as BERTScore Zhang
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Split Method Accuracy

Val
Fine-tuned Bio_ClinicalBERT 0.75

Fine-tuned Bio_ClinicalBERT + KW Classifier 0.77
Test Fine-tuned Bio_ClinicalBERT + KW Classifier 0.73

Table 6: Section Header classification from Dialogue on Val set. Here, KW stands for Keyword-based.

Split Method R1 R2 RL RLS RA BSF BLEURT

Val

Fine-tuned BioBART-large 38.1 14.8 31.0 31.0 28.7 - -
Fine-tuned BART-large 39.0 14.6 31.6 31.4 29.2 - -

Few-shot GPT-3 40.3 16.5 32.4 32.2 30.4 - -
Ensemble 41.6 17.2 33.1 33.3 31.3 - -

Test Ensemble 39.8 17.17 33.14 33.13 30.81 69.82 53.5

Table 7: Section text generation from Dialogue on the validation set. Here, R1, R2, RL, RLS, RA, and BSF refer to
Rouge-1, Rouge-2, Rouge-L, RougeLSum, Rouge-Avg, and BertScore-F1 respectively.

et al. (2019), a metric that focuses on comput-
ing semantic similarity between tokens of refer-
ence and hypothesis, and BLEURT Sellam et al.
(2020), a learned evaluation metric based on BERT
for evaluating the generated summaries. The de-
fault models used for calculating BERTScore and
BLEURT were ‘microsoft/deberta-xlarge-mnli’ 6

and ‘BLEURT-20’7 respectively. We report the
score for these metrics in Table 7 for the test
datasets due to computing constraints.

7 Observations

Here we discuss some observations that we made
on results as shown in Table 5.

• With reference to examples 1 and 2, our model
was able to correctly capture the year, dura-
tion, and other diagnostic details.

• With reference to example 3, our model was
able to capture more details and also at-
tempted to categorize diagnosis under relevant
categories, which was not originally present
in the ground truth summary.

• With reference to examples 4 and 5, our model
generated some made-up facts such as the du-
ration of the day, and the chest examination
being an x-ray.

• With reference to examples 6 and 7, our model
was accurately able to generate text with the

6DeBERTa Model: https://huggingface.co/
microsoft/deberta-xlarge-mnli

7BLEURT-20 Model: https://huggingface.co/
lucadiliello/BLEURT-20

same findings. However, it wrote it in an elab-
orate manner pushing R1 to 0.0.

8 Conclusion and Future Work

We have presented a novel ensemble-based ap-
proach for the task of automatic short medical
dialogue to note summarization. Our method ef-
fectively combines fully supervised transformer
models, few-shot GPT-3, and rule-based systems,
generating accurate and coherent summaries of
doctor-patient conversations. The proposed sys-
tem demonstrates competitive performance on the
MEDIQA-Chat 2023 Task A, highlighting its po-
tential to enhance telecare and healthcare services.

As part of future work, we plan to explore ad-
vanced pre-trained models and techniques to fur-
ther improve our system’s performance in the med-
ical context. Additionally, we aim to investigate
the applicability of our approach in handling more
complex dialogues. We also plan to conduct an
in-depth analysis of the generated summaries to
identify areas for further fine-tuning.
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Abstract 

Aphasia and dysarthria are both common 

symptoms of stroke, affecting around 30% 

and 50% of acute ischemic stroke patients. 

In this paper, we propose a storyline-centric 

approach to detect aphasia and dysarthria in 

acute stroke patients using transcribed 

picture descriptions alone. Our pipeline 

enriches the training set with healthy data 

to address the lack of acute stroke patient 

data and utilizes knowledge distillation to 

significantly improve upon a document 

classification baseline, achieving an AUC 

of 0.814 (aphasia) and 0.764 (dysarthria) on 

a patient-only validation set. 

1 Introduction 

Published studies reported that about 30% of acute 

ischemic stroke patients are presented with aphasia 

as an initial symptom (Engelter et al., 2006), while 

around half of these patients exhibit some form of 

dysarthria (Urban et. al., 2001), with acute 

dysarthria specifically associated with small 

lacunar stroke primarily due to small vessel 

disease. The “cookie theft” picture description task 

shown in Figure 1 is commonly used for language 

assessment in the NIH stroke scale (NIHSS) to 

score the severity of aphasia and dysarthria among 

others. Currently, the scoring is done by a certified 

healthcare worker. 

 

 

 

 

 

 

 

 

 

Recent research has demonstrated the feasibility 

of deep learning-based stroke detection, using 

facial expression and voice data gathered from the 

“cookie theft” storytelling task (Figure 1) that 

serves to differentiate mild/moderate stroke among 

stroke mimics in the emergency room (Cai et al., 

2022). However, existing approaches to AI-

enabled stroke prediction have only utilized the 

audio spectrum of patient recordings. The language 

content of these recordings is yet to be used for 

language assessment, even though the storytelling 

audio is often automatically transcribed. This 

motivates us to apply unstructured storytelling 

transcript and large-scale language model in order 

to predict the presence of aphasia or dysarthria in 

patients with stroke-like symptoms, using NIHSS 

subscores 9 and 10 as gold standard. 

In this paper, we present a new storyline-centric 

pipeline that uses transcribed patient descriptions 

alone to detect aphasia and dysarthria in patients 

with stroke-like symptoms. Although no such 

study has been done in stroke to the best of our 

knowledge, these unlabeled patient transcripts are 

proven to be highly useful for language-related 

symptoms detection by a robust body of research 

in Alzheimer’s disease (AD) prediction and 

monitoring (de la Fuente Garcia et al., 2020). 

Working with patient descriptions of the cookie 

theft picture amongst other transcripts, recent 

studies in AD discover that transformer-based 

language models that leverage a comprehensive 

language understanding (Guo et al., 2019; Qiao et 

al., 2021; Liu et al., 2021; Wang et al., 2023) tend 

to outperform models trained on syntactic, lexical, 

or pragmatic features alone (Fors et al, 2018; 

Ammar and Ayed, 2018). Moreover, models that 

depend on syntax and pre-defined lexicons are 

more prone to racial and educational biases that 
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Figure 1. Cookie theft picture commonly used in 

patient description tasks for stroke assessment and 

aphasia and dysarthria diagnosis. 
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discriminate against patients who are non-native 

speakers or dialect users of English. 

The relative lack of NLP-enabled stroke 

detection could be due to the lack of patient textual 

data, while similar studies in Alzheimer’s disease 

could benefit from publicly available corpora of 

patient narratives, both on the cookie theft picture 

and otherwise (MacWhinney 2019). To tackle this 

challenge, we are interested in exploring how data 

from cloud-sourced healthy volunteers, which is 

easier and more cost-effective to obtain, could be 

used to improve clinical NLP models. We 

experiment with two approaches to enrich our 

training set with healthy subject data, by including 

them first directly as the texts themselves and then 

indirectly as metadata representations in the form 

of knowledge graphs. By circumventing the data 

bottleneck, we believe that it is possible to improve 

NLP-enabled detection of language symptoms in 

stroke patients. 

 

Major Contributions. In this work, we present 

1) a pair of ELECTRA-based models for detecting 

aphasia and dysarthria in patient documents by 

performing data distillation with storyline-encoded 

knowledge graphs extracted from both healthy and 

patient transcripts, 2) de-noised document-level 

knowledge graphs that represent the “correct” 

storyline as a consensus between healthy 

volunteers, which provides semantic emphasis that 

enriches document classification, and 3) a 

qualitative evaluation of our models’ performance 

that examines their semantic and clinical 

limitations with error-based behavioral testing. 

2 Data Enrichment and Baselines 

2.1 Patient Data 

To build our dataset, patients with stroke-like 

symptoms from the Houston Methodist Hospital 

System are instructed to verbally describe the 

“cookie theft” image for one minute while their 

audio and facial video were recorded. Ground truth 

labels for aphasia and dysarthria are respectively 

obtained from subscores 9 and 10 of the NIH stroke 

assessment. The voice recordings of patients 

describing the image in English are automatically 

transcribed with Assembly AI, resulting in a dataset 

of 268 patient transcripts (3 patient samples are 

dropped due to poor quality). We retrieve subscores 

9 and scale 10 scores for aphasia and dysarthria 

respectively from these patient transcriptions 

(49/268 for aphasia, 74/268 for dysarthria). 

Notably, 44/49 of our aphasia patients and 60/74 of 

our dysarthria patients are diagnosed with stroke. 

2.2 Data Enrichment with Crowdsourced 

Healthy Volunteer Transcripts 

Data enrichment refers to the process of 

supplementing internal data with external data 

sources (Allen and Cervo, 2015). In the clinical 

domain, it could be applied to address the lack of 

available patient data by enlarging the training set 

with healthy subjects as negative labels. We 

leverage Amazon’s Mechanical Turk (mTurk) to 

collect healthy volunteer voice data from native 

English speakers from the United States describing 

the same cookie-jar theft story (n=988). We 

conduct manual quality control and confidence 

score evaluations to filter the mTurk dataset 

(n=675) to ensure that it only consists of high-

quality audio recordings and storylines that 

resemble that of healthy subjects.  

The healthy subject transcripts are then used 

to enrich the patient transcripts, and both healthy 

and patient transcripts were separately split at an 

80/20 ratio into an enriched training set (n=754, 

214 patients), which utilizes both healthy and 

patient data for training, and a patient-only 

validation set (n=54), with the proportion of each 

label class (aphasia or dysarthria) preserved. We 

exclude all healthy data points from the 

validation set, to make sure that measurement 

metrics in upcoming sections would represent the 

classification performance on acute stroke 

patients alone. We choose to not include a hold-

out test set due to the lack of patient data. 

2.3 Enriched Baselines for Patient 

Document Classification 

Transformer-based methods (Vaswani et al., 

2017) have been credited with most recent progress 

in the area of text classification (Minaee et al., 

2021). We experiment with fine-tuning various 

transformer-based language models, including 

BERT (Devlin et al., 2019), RoBERTa (Liu et al., 

2019), ALBERT (Lan et al., 2019), and ELECTRA 

(Clark et al., 2019), to implement binary 

classification on our patient documents for both 

aphasia and dysarthria. We choose not to 

implement any clinical NLP models because 

patient descriptions of the cookie theft picture 

themselves are not particularly relevant to the 

clinical domain. 
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We first experiment with only using patient data 

for model training, and their performance is 

evaluated with the area-under-curve (AUC) metric. 

Due to the small size of the patient training set 

(n=214), the validation performance of various 

baseline models is unsatisfactory when trained on 

patient data alone, with AUC between 0.43 to 0.46. 

To address this, an enriched training set is created 

by combining healthy and patient data, while the 

best model is selected using a patient-only 

validation set. 

Baseline models are established when a 

significant improvement in performance is 

achieved with data enrichment. ELECTRA-large is 

the best performing model overall: after 

enrichment, its AUC rises to 0.615 for aphasia and 

0.627 for either aphasia or dysarthria in the patient-

only validation set. Notably, all models’ inferences 

on aphasia outperform that of dysarthria, as shown 

in Table 1. This gap in performance could be 

attributed to the imprecise and unintelligible 

speech (Yorkston, 1996) that is common in 

dysarthria due to poor motor coordination. As a 

form of language impairment, dysarthria is more 

often manifested as difficulty articulating rather 

than semantic mismatch (Mitchell et al., 2017), 

which might not be directly visible to language 

models without domain-specific fine-tuning. 

Our proposed methods in the next section aim to 

improve upon these baseline results, as stated in the 

metrics of Table 1. 

3 Knowledge Distillation 

This section reports our experiment designs aimed 

at testing the hypothesis that knowledge distillation 

with storyline-encoded knowledge graphs, 

extracted from both healthy and patient transcripts, 

would transfer semantic knowledge to the enriched 

document classification model and improve the 

performance of detecting aphasia and dysarthria.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As shown in Figure 2, the knowledge distillation 

pipeline has two components. First, we conduct 

unsupervised knowledge graph extraction with 

BERT-based entity annotation and relation 

extraction models. Second, we leverage these 

knowledge graphs to provide semantic 

reinforcement for the baseline ELECTRA 

document classification model defined in Section 

2.3. 

3.1 Knowledge Graph Extraction from 

Healthy Volunteer Transcripts as 

Representations of Ground Truth 

Storyline 

Beyond data enrichment, we further leverage the 

mTurk dataset of healthy subjects to construct 

document-level knowledge graphs (KG) that 

represent the ground truth storyline of the “cookie 

theft” picture, which we will use to enrich the 

knowledge distillation learning in Section 3.3. The 

nodes of these KGs are key entities extracted from 

each transcript by a BERT-based annotator 

(Grootendorst, 2020), and the edges between them 

are semantic relations that describe a form of non-

sequential storyline. For relation extraction, we 

implement a BERT-based model (Soares et al., 

Model BERT-base ALBERT-large RoBERTa ELECTRA-large 

AUC (label=‘Aphasia’) 0.533 0.595 0.512 0.615 

AUC (label=‘Dysarthria’) 0.421 0.416 0.403 0.424 

AUC (label=‘Combined’) 0.558 0.596 0.52 0.627 

Table 1. Baseline patient document classification performance on aphasia, dysarthria, and combined (patients 

with either aphasia, dysarthria, or both) labels, after data enrichment.  

 

 

Figure 2. Schematic of the knowledge distillation 

pipeline. 
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2019)1 fine-tuned with the general domain relation 

labels of SemEval-2010 Task 8 (Hedrickx et al., 

2010). However, the initial outputs lack coherence 

and contain excessive noise. To address this, we 

implement the following denoising strategies 

sequentially: 

1. Entity permutation on the sentence 

level. Each transcript is tokenized into 

sentences, and key phrases (n=4) are 

extracted on a sentence level. Each key 

phrase is paired with each other’s key 

phrase and then passed into the relation 

extractor with the rest of the sentence. 

We filtered out excessively short 

sentences (n<=5) from going into the 

classifier to avoid having trivial words 

annotated as key phrases, and the 

relations classified as “Other” from 

going into the output knowledge graph. 

This results in a significant improvement 

from the initial approach to pass the 

entire paragraph into the relation 

extractor, which creates many contrived 

situations where a word at the start of the 

paragraph might be paired with a word at 

the end.  

2. Domain-specific pre-training on 

mTurk and patient transcripts. We 

include an additional pre-training step to 

the relation extractor so that the language 

model could have some exposure to our 

corpus before fine-tuning and produce 

more relevant results.  

3. Nodes and edges cleaning. Entities that 

evidently describe the same entity, i.e., 

“mother” and “woman,” are combined. 

Redundant relation labels are also 

removed from the fine-tuning stage. The 

Sem-Eval 2010 Task 8 dataset’s relation 

classification dataset contains these 

following relation labels that are not 

relevant to the cookie theft picture: 

“Component-Whole,” “Product-

Producer,” “Member-Collection,” and 

“Message-Topic.” Removing them 

significantly reduces the number of 

 
1 We could not find the official code repository for 
Soares et al. (2019). Instead, we used a popular 

community implementation available at 

misplaced nodes and edges in the output 

KGs.  

4. Updating to lighter models. We run 

relation extraction on ALBERT instead 

of BERT, since it performed better on 

both the patients and enriched set during 

the baseline testing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

An example of a typical document-level KG 

after denoising is shown in Figure 3. The nodes 

are then weighted using TF-IDF based on the 

collection of all entities extracted from the 

mTurk dataset, which indicates the relative 

importance of each entity. 

3.2 Knowledge Distillation for Semantic 

Reinforcement in Aphasia and 

Dysarthria Document Classification 

With 675 denoised KGs that represents the 

storyline as described by healthy subjects, we aim 

to conduct storyline-centric knowledge distillation 

learning to improve on the classification results of 

data enrichment alone (Section 3.1) in Table 1. 

https://github.com/plkmo/BERT-

Relation-Extraction. 

 

Figure 3. Example of a denoised knowledge graph. 

The nodes are key entities from the picture 

descriptions, with their size representing their phrase 

importance. The edges are semantic relations between 

the two nodes, including: 

1. Instrument-Agency 

2. Content-Container 

3. Entity-Origin 

4. Entity-Destination 
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To achieve this, we experiment with two types of 

knowledge distillation: 1) triple classification, 

which combines all 675 KGs into one large KG, 

and 2) triple concatenation, which leverages the 

KGs individually on the document level. 

To construct and extract more meaningful and 

accurate KGs from patient transcripts, we make the 

following adjustments to the methods described in 

Section 3.1 to increase its effectiveness in a clinical 

setting:  

• Joining sentences that are excessively 

short. 41.8% of the patients with either 

aphasia or dysarthria and 37.4% of those 

without talk in very fragmented sentences 

with minimal syntax, usually in two-or-

three-word sequences of “subject-verb,” 

“subject-verb-object,” or simply isolated 

words. To ensure the meaningfulness of 

the output entities, we join these sentences 

together to offer sufficient contexts for the 

BERT-based relation extractor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Parameter tuning. We evaluate the output 

from different key phrase counts per 

sentence and minimum sentence length, 

and qualitatively determine that four 

entities per sentence no shorter than 100 

characters generates the best tradeoff 

between noise and the number of triples 

extracted.  

A representative example of patient transcripts 

and their extracted triples is shown in Figure 4. 

While mostly accurate, the KG model is still 

limited by some inaccurate entity pairings as it 

permutates through each sentence, which we hope 

to address with further denoising steps outlined in 

Section 5. 

 

Triple Classification:  Triple classification is a KG 

completion task that identifies whether a triple 

could be a constitutive part of a certain given KG, 

as a naive approach to knowledge distillation. A 

triple is defined as a set of head, relation, and tail 

that is the basic constituting unit of a KG. We 

 

Figure 5. ROC curves of triples-distilled ELECTRA-large on aphasia (AUC=0.814), dysarthria (AUC=0.764), and 

combined (AUC=0.769) in patient only validation set 

                        Patient Passage         Extracted Triples 

 

 

 

 

 

 

 

 

Figure 4. Sample patient transcript and its extracted triples. Color scheme denotes sentence of origin, with entities bolded in the 

transcript. 

Okay. Oh, I’ve seen this before. There’s a lot of things going on, 

and some of them aren’t quite right. The sink is overflowing, and 

there getting some cookies from this cookie jar, and he’s about to 

fall, but then she’s acting like everything’s okay, and it’s not 

okay, but she must be on Prospect or something like that, because 

she does not even see that anything is happening over there. And 

he’s about to fall, and he can have a concussion or something like 

that. And it’s a nice day outside, and there’s some other things in 

the cabinet, and there’s nothing on this side of the sink or 

anything like that. And she’s drying a dish, and there’s curtains, 

and there’s a walkway, and there’s sink 

 

sink, Cause-Effect(e2,e1), overflowing; 

cookie, Cause-Effect(e1,e2), overflowing; 

sink, Cause-Effect(e2,e1), fall;           

sink, Content-Container(e1,e2), cabinet; 

concussion, Cause-Effect(e2,e1), fall; 

curtains, Entity-Origin(e2,e1), drying; 

drying, Instrument-Agency(e2,e1), dish 
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implement triple classification with LMKE (Wang 

et al., 2022), a BERT-based model that is 

representative of various highly similar recent 

triple classification models based on the same 

codebase proposed by Yao et al. (2019). We 

collapse all patient-level KGs generated in Section 

3.1 into one large KG, use it to re-train LMKE as 

the ground truth training set, and then evaluate the 

model on all patient triples as the inference set. This 

is in essence a zero-shot learning approach, as the 

training set only has positive labels. We run 

inference on each triple extracted from the patient 

transcripts to determine if they belong to the 

ground truth KG. The triples extracted from 

patients with either aphasia or dysarthria are 

expected to output a negative label (not belonging 

to the ground truth KG), since our assumption is 

that their descriptions do not semantically fit the 

“no language symptom” storyline. Unfortunately, 

LMKE does not facilitate patient-level prediction, 

while its triple-level performance (AUC=0.612, 

label= ‘combined’) does not suggest potential 

improvement from the baselines in Section 2.3. 

 

Triple Concatenation: Since LMKE does not 

perform well on the triple level, we seek to transfer 

and distill the knowledge that the model learned 

from triple classification to the patient level. One 

approach we successfully implement is to 

concatenate triples to the end of the transcript that 

they are generated from as a way of data distillation 

for semantic reinforcement. Since the triples are 

directly extracted from the transcripts and the two 

are too correlated to be considered statistically 

independent, we choose to concatenate them 

instead of training them as two separate features. 

This significantly increases the performance of 

ELECTRA on combined language symptoms 

detection (AUC=0.769), and the feature 

dependency that motivates the concatenation is 

further validated by an ablation that shows using 

the concatenated triples alone would perform 

poorly (AUC=0.427). Notably, the triples-enriched 

model demonstrates a significant improvement on 

dysarthria detection (AUC=0.764), which makes 

its performance more balanced between different 

language conditions (Figure 5). Excessive 

repetition (Mitchell et al., 2017) is a prominent sign 

of dysarthria, as recent studies (Mitchell et al., 

2021; Kirshner, 2022) find a repetition test to be an 

effective metric for dysarthria diagnosis and 

examination. Our use of triples in aphasia and 

dysarthria detection could be considered as an AI-

enabled automation of the repetition test. It puts 

semantic emphasis on key entities that dysarthria 

patients struggle to articulate, which would 

otherwise not be visible to ELECTRA or other 

language models from the word embedding space 

alone. 

4 Behavioral Testing and Discussion 

We conduct further qualitative testing to 

thoroughly evaluate the sensitivity of our aphasia 

and dysarthria models to different types of 

language errors and generalizability to external 

data. This is motivated by a recent surge in the 

behavioral testing of NLP models that challenge 

the effectiveness of common quantitative testing 

metrics (Ribeiro et al., 2020). For NLP models in 

the clinical domain, van Aken et al. (2022) 

highlight the need to simulate plausible real-life 

patient inputs to analyze model sensitivity directly.  

Our main goals thus are to 1) verify that our 

models are in fact learning semantically, as 

expected by our methodology, 2) simulate 

“external” data to assess potential model 

overfitting to the specific clinical settings of the 

patient data, and 3) better understand the semantic 

limitations and boundary conditions of our models 

in order to make more accurate, informed, and 

measured claims about their clinical outcomes. For 

each patient transcript, we generate 9 versions of 

the original text that amplify types of language 

errors in both semantic and syntactic categories. 

Table 2 compares the aphasia and dysarthria 

models’ performance on all categories of error-

infused transcripts, with F1 as the evaluation 

metric. 

4.1 Syntax Testing 

On the word level, we manually saturate each 

patient description with subject-verb disagreement, 

verb tense, and pronoun errors. The dysarthria 

model’s huge drop in F1, in particular, shows that 

it is particularly sensitive to word-level syntax 

errors.  

On the sentence level, we experiment with 

sentence structures that could cause grammatical 

confusion: 1) run-on sentences with too few 

punctuations, and 2) overly fragmented sentences 

with too many punctuations. 1) has been directly 

identified as a symptom of aphasia by the NIH’s  
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Error Type Example Aphasia (F1) Dysarthria (F1) 

Original “There’s a kid falling off a chair, trying to get 

a cookie. His sisters trying to take the cookie 

away from him. And moms washing dishes. 

The sinking is overflowing. She's looking out 

the window and the water is going all over the 

floor…” 

0.86 0.72 

Random Noise “There’s a kidh fallibng off a chair, trying 

touket a cookie.qHis sisters tryingh to take the 

cookie iway fromq him. jAnd mems wauhing 

dishes. Thepslinhking is overlflowing. Shme's 

lokking omt thg window and the watewr gis 

ghing all nver the floor…” 

0.62 0.33 

Excessive 

Grammatical 

Errors 

“There have a kid falled off a chair, tryed to 

get a cookie. Her sisters tries take the cookie 

away from her. And moms wash dishes. The 

sinking are overflowing. Him’s looked out the 

window and the water is going all over the 

floor…” 

0.69 0.4 

Run-on Sentences “There’s a kid falling off a chair trying to get a 

cookie his sister’s trying to take the cookie 

away from him and moms washing dishes the 

sinking is overflowing she’s looking out the 

window and the water is going all over the 

floor…” 

0.73 0.62 

Fragmented 

Sentences 

“There’s a. kid falling. off a chair trying. to 

get. a cookie. His. sisters trying. to. take. the. 

cookie away from him. And moms. washing 

dishes. The sinking is overflowing. She’s 

looking out. the window. and the water. is 

going. all over the floor…” 

0.67 0.64 

Additional 

Object(s) 

“There’s radio a kid falling radio off a chair, 

trying radio to get radio a cookie. His sisters 

trying to take the cookie away from him. And 

moms washing dishes. The sinking is 

overflowing. She's looking out the window 

and the water is going all over the floor…” 

0.7 0.6 

Removed Key 

Object(s) 

“There’s a kid falling off a chair, trying to get. 

His sisters trying to take away from him. And 

moms washing dishes. The sinking is 

overflowing. She’s looking out the window 

and the water is going all over the floor…” 

0.67 0.54 

Keeping First 

Sentence Only 

“There's a kid falling off a chair, trying to get a 

cookie.” 

0.7 0.25 

Randomly 

Deleting 

“to His take from dishes. The sinking window 

and is pretty that's about getting soaking wet. a 

and the boy's cookie in his right grab another 

one. to” 

0.56 0.37 

Reversed 

Sentence Order 

“Is that no. And the sisters reaching up, trying 

to get one of the cookies from me. The boy’s 

holding cookie in his left hand as he's falling 

off the chair, and he's got his right hand in the 

cookie jar trying to grab another one. That's 

about all I see… There's a kid falling off a 

chair, trying to get a cookie.” 

0.68 0.56 

Table 2. Examples of cookie theft picture descriptions infused with each category of language errors for 

behavioral testing 
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most up-to-date definition 2 , while 2) has been 

linked to dysarthria as many studies find that 

dysarthria patients tend to be more effective at 

processing shorter sentences (Allison et al., 2019), 

especially when aided with pauses and verbal 

stress-making (Kuschmann and Lowit, 2021). Both 

observations are supported by our results: out of all 

error types, the aphasia model achieves the highest 

F1 on 1), validating it as a prominent feature of 

aphasia, and the dysarthria model performs the best 

on 2), which validates it as a prominent feature of 

dysarthria. 

4.2 Semantics Testing 

The aim of semantic pressure testing is to 

evaluate the extent that our models are making 

predictions based on semantic features, through 

observing their reaction to altered input 

descriptions with external or missing information. 

• Semantic Mismatching: Objects in the 

patient descriptions are mismatched by 

both deleting key objects in the cookie 

theft picture or adding ones that are not in 

it. The key objects are selected from the 

TF-IDF ranking of knowledge graph 

entities extracted in Section 3.1. The 

performance of both models is a lot more 

affected by the removal of key objects that 

have been semantically reinforced by 

knowledge graphs, than the addition of 

external objects. This higher sensitivity 

verifies the effectiveness of knowledge 

distillation and triple concatenation. 

• Deleting: The input text is experimented 

with two different degrees of deleting: 1) 

only keeping the first sentence, and 2) 

randomly deleting up to 70% of the text. 

The aphasia model is more affected by 2) 

and the dysarthria model is more affected 

by 1). The results are consistent with our 

findings in Section 4.1, as the aphasia 

model’s strength with run-on sentences 

would be negated by random deleting’s 

disruption of sentence structures, while the 

dysarthria model’s strength with 

fragmented sentences would be irrelevant 

when there is only one sentence in the 

input. In addition, the dysarthria model is 

 
2 
https://www.nidcd.nih.gov/health/aph

asia 

in general significantly more sensitive to 

missing texts. 

• Sentence reversal: We also find that our 

models could be significantly impacted by 

reversing the sentence order alone, 

confirming numerous recent studies that 

demonstrate BERT-based models’ 

sensitivity to the word or sentence order of 

the input (Hessel and Schofield, 2021; 

Pham et al., 2021). 

5 Conclusion and Future Work 

This work explores the under-researched area of 

applying NLP to unlabeled patient transcripts for 

supporting the triage and detection of stroke and 

stroke mimics. We introduce a storyline-centric 

approach that leverages data enrichment and 

knowledge distillation to overcome the lack of big 

clinical training datasets for automating aphasia 

and dysarthria detection. Our experiments show 

that our approach to knowledge distillation has the 

potential to significantly improve the performance 

of patient document classification. Nonetheless, we 

believe that it is possible to further enhance the 

results in Figure 5 by designing more robust and 

effective knowledge distillation techniques to 

integrate transcripts, triples, and graph-theoretic 

aspects of KGs.  

Our ongoing work include: 1) using Sentence 

Transformers (Reimers and Gurevych, 2019) to 

further denoise the output of KG extraction, 2) 

developing solutions to incorporate both semantic 

knowledge embeddings and graph embeddings in 

clinical document classification, and 3) recruiting 

Spanish-speaking patients and healthy volunteers 

and expanding our storyline-centric pipeline to 

Spanish language models (Gutierrez-Fandino et al., 

2021), to better serve the clinical needs of the 

Hispanic community in stroke triage and detection. 

Limitations 

Due to clinical and financial constraints, both the 

patient and the mTurk sample sizes of our study are 

still relatively small. This means that we cannot 

afford to set aside patient data as a hold-out test set, 

and have to use the validation set for model 

evaluation. As we work towards enrolling more 

patients and recruiting more healthy volunteers to 
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improve model generalizability, we hope to expand 

the scope of our pipeline beyond English to serve 

non-native speaker patients. 

One major limitation of the cookie theft picture 

description task is its lack of equitable assessment 

for an increasingly diverse patient population. 

Steinberg et al. (2022) identify gender as a 

particularly fraught aspect of the picture’s expected 

response, as the rubrics of the initial NIHSS were 

established from a male-only corpus. Although 

there is no alternative picture or stroke patient 

corpus available to our study, we try to ensure the 

equity of our models by maintaining a gender 

balance in our patient set, with 136 female patients 

and 132 male patients. On our patient-only 

evaluation set, our aphasia model performs 

significantly better on female patients 

(AUC=0.909) compared to male patients 

(AUC=0.702), while the dysarthria model exhibits 

better performance on male patients (AUC=0.778) 

than female patients (AUC=0.719). At present, we 

are unable to draw any definitive conclusions about 

model equity due to the scale of our data. However, 

it will be a key area of focus for our future research. 
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Abstract

The field of clinical natural language pro-
cessing (NLP) can extract useful information
from clinical text. Since 2017, the NLP field
has shifted towards using pre-trained language
models (PLMs), improving performance in sev-
eral tasks. Most of the research in this field
has focused on English text, but there are some
available PLMs in Spanish. In this work, we
use clinical PLMs to analyze text from admis-
sion and medical reports in Spanish for an insur-
ance and health provider to give a probability
of no coverage in a labor insurance process.
Our results show that fine-tuning a PLM pre-
trained with the provider’s data leads to bet-
ter results, but this process is time-consuming
and computationally expensive. At least for
this task, fine-tuning publicly available clinical
PLM leads to comparable results to a custom
PLM, but in less time and with fewer resources.
Analyzing large volumes of insurance requests
is burdensome for employers, and models can
ease this task by pre-classifying reports that are
likely not to have coverage. Our approach of
entirely using clinical-related text improves the
current models while reinforcing the idea of
clinical support systems that simplify human
labor but do not replace it. To our knowledge,
the clinical corpus collected for this study is the
largest one reported for the Spanish language.

1 Introduction

Clinical text is one of the most comprehensive data
types in electronic health records. Therefore, clini-
cal natural language processing (NLP) has become
relevant to extracting helpful information from clin-
ical writing and supporting decision-making. The
complexity of human languages makes it difficult
to analyze unstructured text. Additionally, the clin-
ical text is complicated because of the heavy use of
jargon, unusual spellings, and abbreviations (Dalia-
nis, 2018).

In this complex scenario, there are various tasks
that clinical NLP aims to handle. These tasks might

be anything from language-related ones like text
categorization, relation extraction, and entity ex-
traction to prediction-related ones like estimating
patient mortality, length of hospital stay, unplanned
readmissions, etc. Several publications have ad-
dressed these tasks that have produced specialized
models (Dalianis, 2018).

However, since 2017, the NLP field has worked
towards creating pre-trained language models
(PLMs) that can be fine-tuned for any specific
downstream task. These language models are built
for a much simpler task, such as next-word or
masked-word prediction in a massive amount of
text. This process, known as pre-training, allows
the language model to acquire language understand-
ing that can be used for any text-related task (Tun-
stall et al., 2022).

As soon as the NLP field started to work in
PLMs, clinical NLP introduced this type of model
into its set of techniques to improve performance.
Some examples of clinical PLMs are two different
versions of ClinicalBERT (Alsentzer et al., 2019;
Huang et al., 2020). These models show a signifi-
cant improvement in language tasks and a moderate
improvement in prediction tasks.

Most of the research in clinical NLP has been
done for text written in English, but not so much for
other languages (Névéol et al., 2018). In Spanish,
some publicly available PLMs relevant to clini-
cal NLP are bsc-bio-ehr-es (Carrino et al., 2022)
and Spanish Clinical Flair (Rojas et al., 2022).
These PLMs were pre-trained heavily in general
and biomedical text with minor additions of clin-
ical text. Despite this drawback, they outperform
general and biomedical PLMs in language tasks.

In this context, an insurance and health provider
aims to analyze their clinical text to apply in a labor
insurance coverage process. This provider receives
patients who have suffered from a labor-related ac-
cident. When a patient is admitted to one of their
clinics, admitting staff writes a report detailing the
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Figure 1: Flow diagram of patients and insurance coverage decisions.

accident. This report includes rich contextual in-
formation about what happened in the accident.
After admission, a physician checks the patient and
writes medical information. Every clinic’s medical
and administrative board decides a final coverage
rating for each accident the next business day, con-
sidering both reports.

Currently, the provider has a model that gives a
probability of not covering a patient given a spe-
cific diagnosis. This model serves as a ranking tool
for the medical board to review cases with a high
likelihood of no coverage. However, not all diag-
noses are included in this model (considered as a
categorical variable), and admission and medical
reports are not considered to calculate the proba-
bility. Additionally, the model can calculate the
probability of no coverage just after a physician
diagnoses a patient.

This work aims to analyze clinical text from ad-
mission and medical reports to give a probability of
no coverage. We try three approaches that use clin-
ical PLMs in Spanish to carry out this goal. First,
we use a clinical PLM. Second, we do continual
pre-training of the previous PLM with text data
from admission and medical reports. Finally, we
pre-trained a LM from scratch using admission and
medical reports. All outcomes will be compared to
the current model performance.

2 Problem statement

In Chile, employers must hire an insurance and
health provider specialized in labor accidents.
These providers should cover all labor accidents.
To decide if the insurance will cover a worker, the
providers have clinics where they admit and check
the workers to make a decision.

In this work, we use data from one of these
providers. As this provider is specialized in la-
bor accidents, the data that collects has some fea-
tures. First, it has a high level of detail because
that admission and medical reports are used to jus-

tify insurance coverage decisions. Second, many
physicians can treat the same patient, requiring in-
formation in clinical records to be as complete as
possible so that any medical staff can give better
continuity to patient care over time. These features
make the data cleaner compared to general health
provider records.

The Asociación Chilena de Seguridad (ACHS),
Chilean Safety Association in English, is a pre-
eminent non-profit insurance and health provider.
Its principal objective is to conceptualize and ad-
minister risk prevention programs alongside pro-
viding comprehensive coverage for occupational
accidents. As evidence of its influence, ACHS ac-
commodates more than 2.6 million affiliated work-
ers and over 73,000 affiliated employing entities
nationwide. Moreover, with a record of the lowest
average accident rate, ACHS unequivocally oper-
ates as the largest mutual association in Chile.

The stringent regulations under Law No. 16,744
mandate that all Chilean employing entities, regard-
less of their operational scale, must be affiliated
with a Social Security Administration agency. This
agency is responsible for safeguarding against the
risks of Occupational Accidents and Diseases. As
one of three private administrative bodies, ACHS is
tasked with formulating risk prevention programs.
It also offers health coverage and compensation
for occupational accidents, transport mishaps, and
professional illnesses.

The type of labor accidents can be of two types,
work-related and commuting accidents. Work-
related accidents happen at the workplace or as
a result of work. Commuting accidents happen on
the way to or from work with no stops in between
(direct trips). The staff writes an admission report
when the patient is admitted in both cases. Later,
when a physician receives the patient, a medical
report is written.

The medical report is based on three sources.
The first includes the patient’s anamnesis. The sec-
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ond information is from the physical examination
performed on the patient. The third is the medical
indication for treatment. Each time a new or old
patient passes through this healthcare provider and
needs to be seen by a doctor, a new medical report
entry is generated.

The admitting staff and the physician give a label
(covered or uncovered) classification on the reports.
The final classification is made the next business
day after the patient is seen by the medic. A board
of physicians and administrative heads from each
clinic determines a final coverage rating for each
case. This final rating takes into account the medi-
cal and admitting staff reports.

Most admitting staff’s labels will state that pa-
tients will be covered, and medics, after clinical ex-
amination, have a more robust filter to say whether
a patient will be covered or not. The committee
of physicians and administrative heads has a re-
viewer role, and some decisions are finally changed.
Figure 1 shows the flow diagram of the described
process.

The current model employed by the healthcare
provider only makes predictions in 72.1% of cases,
basing its predictions on structured diagnoses alone.
Unfortunately, this approach results in a lack of
predictions for less frequently observed diagnoses.
However, the majority of cases come with either
admission records or medical reports, making it
possible to improve coverage by utilizing these
additional resources.

We expect that the use of admission and medical
reports can help to take better coverage classifi-
cation compared to the current model that only
uses diagnosis as a categorical variable with the
most common ones. Moreover, the classification
prediction with the admission report can help the
physician consider more information that may have
been overlooked.

3 Datasets

For this study, three different types of datasets were
built, for fine-tuning, continual pre-training, and
pre-training from scratch. Here we list the details
of these datasets:

1. For the fine-tuning process, three datasets
were created. An admission dataset, which
only contains text from admission reports, and
a label with the final decision if that case was
covered (coverage decision). A medical re-
port, which only contains text from medical

reports, and coverage decision labels. Finally,
an admission and medical dataset, which con-
catenate text from admission and medical re-
ports, and coverage decision labels.

2. For the continual pre-training process, also
three datasets were created (admission, medi-
cal, and admission-medical datasets) similar
to the fine-tuning datasets. We do not need a
label in this case since these datasets are only
used to continue pre-training a pre-existing
PLM.

3. For the pre-training process from scratch, only
one dataset was created, combining all ad-
mission and medical reports available. This
dataset does not include a coverage decision
label, as it is used for pre-training. However,
it is bigger than previous datasets because it is
used to pre-trained a PLM from scratch. Ac-
cording to our knowledge, this is the biggest
corpus containing only clinical-related text in
Spanish.

Table 1 shows details for every dataset.

Datasets documents tokens
Fine-tuning
Admission 300 k 22.5 M
Medical 300 k 26.3 M
Admision+Medical 300 k 57.2 M
Continual Pre-training
Admission 1.5 M 112.6 M
Medical 1.2 M 154.0 M
Admision+Medical 855 k 164.6 M
Pre-training
Admision+Medical 7.1 M 1.03 B

Table 1: Number of documents and tokens in every
dataset.

4 Methods

This section described the processes of pre-training
and fine-tuning using the datasets described in the
previous section.

4.1 Fine-tuninig of bsc-bio-ehr-es

Bsc-bio-es and bsc-bio-ehr-es are the first PLMs
trained with exclusively biomedical and clinical
text in Spanish (Carrino et al., 2022). These PLMs
have a RoBERTa architecture and contain around
130 million parameters. Two corpora were built for
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Model bsc-bio-ehr-es continual PLM custom PLM
Admission 93.2 ± 0.9 93.5 ± 0.9 92.8 ± 0.7
Medical 94.4 ± 0.6 94.9 ± 0.6 94.9 ± 0.7
Admission+medical 95.9 ± 0 96.1 ± 0.1 96.3 ± 0.2

Table 2: Results in the test set (AUC) for all fine-tuned models.

this purpose, biomedical and clinical. The biomed-
ical corpus consists of 2.5 million documents and
1.1 billion tokens, and the clinical corpus consists
of 514k documents and 95 million tokens.

A biomedical corpus refers to medical text from
academic sources, such as scientific publications or
clinical trials. On the contrary, a clinical corpus is a
collection of documents collected from the medical
practice. In other words, it is what clinicians write
during and/or after the examination of a patient.

Bsc-bio-es was pre-trained only with the biomed-
ical corpus and bsc-bio-ehr-es with the biomedical
and clinical corpora. The reason behind this design
decision is two-fold; the clinical corpus is too small
to create a functional PLM by itself, and to assess if
adding a small clinical corpus to a large biomedical
corpus positively impacts clinical NLP tasks.

As a first step, fine-tuning processes were carried
out with the three fine-tuning datasets using bsc-
bio-ehr-es as PLM. As a result, three fine-tuned
models were built.

4.2 Fine-tuninig of a continual pre-training of
bsc-bio-ehr-es

As a second step, continual pre-training processes
were implemented using bsc-bio-ehr-es as a base
PLM. For continuing the pre-training, the second
type of datasets were used. One T4 GPU (16 GB)
was used, and the processes lasted 42 hours for
each. After this step, three PLM were built (ad-
mission, medical, admission+medical). Then, like
the previous step, fine-tuning processes were car-
ried out, and three more fine-tuned models were
obtained.

4.3 Fine-tuninig of a PLM pre-trained from
scratch

Finally, a pre-training process from scratch was
implemented. This process used the same con-
figuration as bsc-bio-ehr-es (RoBERTa) and our
clinical-related corpus. Four T4 GPU (16GB) were
used, and pre-training lasted 96 hours in 2 epochs.
After this process, a new custom PLM was built.

With this new PLM, similar to the previous steps,

fine-tuning processes were carried out, and three
more fine-tuned models were obtained.

5 Results

Table 2 shows test results for every fine-tuned
model. The test set only contains data not included
in the fine-tuning or pre-training datasets.

We can notice that the continual PLMs and the
custom PLMs are the best performers, but all the
models are close performance-wise. Also, as ex-
pected, medical models are better than admission
models, given that medical models capture more
clinical information than admission models. The
admission+medical models are the best performers
since they combine admission and medical infor-
mation.

As the metrics of all admission+medical mod-
els are close, we could select the least expensive
and time-consuming when implementing it. In the
case of this task, this process is the fine-tuning of
the publicly available PLM, bsc-bio-ehr-es. How-
ever, this evidence should not be generalized for
other types of tasks like named entity recognition
or question answering, which are more complex
and may benefit from lexical specificity. In those
tasks, a PLM pre-trained with more clinical-related
text could be better than a PLM trained with a mix
of biomedical and clinical text.

Interestingly, admission models perform 1 to 2%
worse than medical models. Therefore, there is an
opportunity to make a coverage prediction before
physicians check patients, helping the physicians
review more medical details when their coverage
decision does not match the predictions. Moreover,
the admitting staff can have a stronger opinion on
a coverage decision. Another benefit of providing
a coverage prediction prior to the medical checkup
is the possibility that the patient can manage his or
her case more effectively. Depending on the likeli-
hood of coverage the model provides, the patient
may seek resources to help better justify his or her
accident.

Finally, implementing a pre-trained language
model could help the healthcare provider increase
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Model AUC coverage
Current model 95.8 72.7
Custom PLM: admission+medical 97.7 96.1

Table 3: Results calculated on the accidents that both models have in common in January 2023 (AUC-Coverage).

savings from the correct classification of accidents.
Table 3 shows the results of a shadow deployment
(a method for simulating the new model’s perfor-
mance in the production environment) comparing
the performance of the custom PLM with both ad-
ministrative and medical reports against the current
model in January of 2023. We estimated that with
the implementation of this new model into produc-
tion, more cases would be covered by a model,
increasing between 20 to 24%. Considering the
increase in coverage and in addition to the increase
in the predictive metrics of the continual model, it
is estimated that the health care provider could save
between 1.5 to 2.5MM US annually. The saving
will come from correctly classified cases where the
administrative and medical cases were classified as
covered, but in reality, they should not be covered.

6 Related work

NLP has been used in applications of the insur-
ance industry in recent years. NLP techniques can
be used to analyze vast amounts of unstructured
data, such as customer interactions and policy doc-
uments, to gain insights and make informed deci-
sions. In several areas within the insurance indus-
try, NLP is being used, including customer service,
claims processing, and fraud detection (Ly et al.,
2020).

One of the most significant uses of NLP in the
insurance sector is customer service (Quarteroni,
2018). To ascertain a client’s wants and prefer-
ences, NLP techniques can be utilized to evaluate
customer interactions such as phone calls and chat
chats. Customers may receive more individualized
help and recommendations thanks to the utiliza-
tion of this data. Additionally, regular customer
support operations like responding to frequently
requested queries, have been automated using NLP
algorithms.

Another area where NLP is employed in the
insurance sector is claims processing (Popowich,
2005). By automating the analysis and classifica-
tion of claims, NLP approaches can cut down on
the time and resources needed to process claims.
To make more educated judgments about claims,

NLP algorithms have been employed, for instance,
to extract information from claim documents, such
as the type of injury and the reason for the accident.

Fraud detection is another area where NLP is
being used in the insurance industry (Wang and
Xu, 2018). Huge amounts of unstructured data,
including policy documents and customer interac-
tions, can be analyzed using NLP approaches to
spot probable fraud cases.

7 Conclusion

This work studied the performance of clinical
PLMs in a coverage prediction task. Three ap-
proaches were implemented, and the best model
was compared to the current model used by the
health provider. A PLM from scratch was the best-
performing model but the most expensive and time-
consuming.

Clinical natural language processing has great
potential to impact the insurance industry, not only
because of the great predictive power they offer
but also because it is unnecessary to implement
expensive training in the models. As there are
no significant differences in performance between
the pre-trained model and the fine-tuning with the
admission+medical data, by just fine-tuning a PLM
we can obtain good results at a lower cost for this
downstream task. However, the situation might
differ in other NLP tasks that benefit from lexical
specificity.

8 Limitations

Some limitations of this work are listed below:

• The architecture and configuration for the cus-
tom PLM are the same as bsc-bio-ehr-es. An-
other architecture and configuration could ob-
tain better results.

• The textual data come from just one provider.
Using data from several providers could help
with generalization.

• The custom PLM has not been compared with
other PLMs in language tasks such as named
entity recognition or question answering. This
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comparison can help to understand if the cus-
tom PLM can outperform available PLMs in
other types of tasks.

Ethics Statement

The ethical considerations of this work are re-
lated to the data that we used and the models we
built. The data was extracted from administrative
and clinical records from an insurance and health
provider that specialized in labor accidents. Within
this data, it is possible to find personal and sensitive
information such as personal and company names,
addresses, health information, pre-existing condi-
tions, and diagnoses, among others. An anonymiza-
tion process was not carried out since the model
will be used for internal purposes and will not be
released. As a process of memorization can occur
in the PLM, we believe it is best to keep the model
private because privacy attacks can extract personal
and sensitive information.

We did not test the models for any bias under any
protected field. Therefore, the trained models could
benefit certain patients or accidents over others
in the insurance decision. If a biased model is
deployed in this provider’s systems, it could harm
patients with their insurance coverage decisions.
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Abstract

In response to the global challenge of mental
health problems, we proposes a Logical Neu-
ral Network (LNN) based Neuro-Symbolic AI
method for the diagnosis of mental disorders.
Due to the lack of effective therapy coverage for
mental disorders, there is a need for an AI solu-
tion that can assist therapists with the diagnosis.
However, current Neural Network models lack
explainability and may not be trusted by thera-
pists. The LNN is a Recurrent Neural Network
architecture that combines the learning capabil-
ities of neural networks with the reasoning ca-
pabilities of classical logic-based AI. The pro-
posed system uses input predicates from clini-
cal interviews to output a mental disorder class,
and different predicate pruning techniques are
used to achieve scalability and higher scores.
In addition, we provide an insight extraction
method to aid therapists with their diagnosis.
The proposed system addresses the lack of ex-
plainability of current Neural Network models
and provides a more trustworthy solution for
mental disorder diagnosis.

1 Introduction

A mental disorder is a significant deterioration of
human thinking, emotional control, or behavior,
which is diagnosed clinically and can affect key
areas of life. Due to the COVID-19 pandemic,
the number of people who suffer from anxiety and
depressive illnesses greatly increased in 2020. Ini-
tial projections indicate a 26% and 28% increase in
anxiety and major depressive disorders respectively
during the first year of the pandemic (who). More-
over, every year, 703 000 people commit suicide,
with many more attempting to do so. Although peo-
ple of all ages commit suicides, it is alarming that
in 2019 suicide was one of the leading causes of
death among young people worldwide (Sui). Fur-
thermore, around 24 million people, or 1 in 300
persons (0.32%), globally suffer from schizophre-
nia. Although it is not common as other mental

disorders, schizophrenia produces psychosis, is as-
sociated with significant disability, and may have
an impact on all aspects of life, including personal,
family, social, educational, and occupational func-
tioning (Sch).

Diagnosis of mental disorders is accomplished
through a clinical interview, where a therapist eval-
uates the mental health of the patient and identifies
possible disorders based on symptoms. However,
although many mental health issues may be prop-
erly treated at low cost, there is still a wide gap
between those who need care and those who have
access to it. Despite the progress in some countries,
there is still a severe lack of effective therapy cov-
erage. Therefore, there is a need for an AI solution
that can assist therapists with a diagnosis of mental
disorders.

Although current Neural Network (NN) models
are powerful and can operate in a wide range of
tasks, their effectiveness in mental disorder classifi-
cation is questionable due to their black-box nature.
In this regard, the model explainability is a vital
property, which is required to make a diagnosis of
mental disorders. While Neural Network models
can achieve high scores, therapists may be hesitant
to trust such tools and accept classification results
if proper explanations are not provided. Because
of NN nature, it is impossible to tell whether their
predictions are the result of robust features or some
spurious clues (Ribeiro et al., 2020). There are at-
tempts to provide interpretable insights in mental
disorder diagnosis, such as using topic modeling
to extract concepts (Lin et al., 2023a) or inferring
psychological properties such as working alliance
(Lin et al., 2023b). Although such approaches can
enable explainable AI systems for passive assis-
tance (Lin et al., 2023c; Lin, 2022b) or interven-
tional recommendations (Lin et al., 2023e,d) to
the therapists, applying these insights directly to
the classification problem yields suboptimal per-
formance (Lin et al., 2022). Furthermore, despite
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being able to provide global explanations for the
prediction (Mowery et al., 2017), traditional ML
models lack scalability and they are not generaliz-
able for broader tasks.

In this regard, Logical Neural Network (Riegel
et al., 2020) might be a good solution to the prob-
lem. It is a Neuro-Symbolic AI method (NSAI),
that combines the learning capabilities of neural
networks with the reasoning capabilities of classi-
cal logic-based AI. The LNN is a Recurrent neural
network architecture in which neurons represent a
precisely defined notion of weighted real-valued
logic. It has a 1-to-1 relationship to a system of
logical formulae. The main problem related to
this approach is that it has not been implemented
for the supervised learning utterance classification
task. Therefore, this work proposes an LNN-based
explainable NSAI utterance classification method
for mental disorder diagnosis. The model was
trained with different predicate pruning techniques
to achieve scalability and higher scores. The advan-
tages of the proposed system can be summarized
via the following points:

• We propose design of the supervised NSAI
method for utterance classification task, where
input to the model is predicates from clini-
cal interviews and output is a mental disorder
class. After the training the system outputs
weighted logical rule to make classifications.

• We propose a predicate pruning methods to
improve scalability and generalizability of the
model.

• We propose an insight extraction methods
which can aid therapists with their mental dis-
order diagnosis.

1) This paper is organized as follows: Section II
details the proposed system, Section III contains
experiment results , Section IV provides discus-
sions and future work, and the paper ends with a
Conclusion.

2 Supervised learning with LNN

Although NSAI supports data driven training of the
network, it encodes knowledge into logic rules with
predicates as inputs, where predicates represents
a property or a relation. Therefore, NSAI method
requires special preprocessing of the dataset to gen-
erate predicates and data samples for training and
testing purposes. The proposed system consists of

two parts Abstract Meaning Representation (AMR)
(Zhou et al., 2021) semantic parser and LNN. Fig.
1 shows overall pipeline of the system, first part
containing AMR parser is used to convert raw text
into classifier input data, and second part is an LNN
model which performs rule-based classification.

2.1 Dataset preperation and preprocessing

Counseling and Psychotherapy Transcripts (ale)
is a unique and fully anonymized online series
of clinical interviews that allows students and re-
searchers to dive deeply into the patient-therapist
relationship and track the progress and setback of
patients over multiple therapy sessions. These ma-
terials bring the mental disorder diagnosis process
to life and provide unprecedented levels of access
to the widest possible range of clients. There-
fore, transcripts of 4 types of mental disorders,
which are anxiety, depression, suicidal thoughts,
and schizophrenia, from this dataset are used in our
training and evaluation of the model. Table 1 shows
the details of the dataset; in our simulations, only
12 sessions of clinical interviews have been used
due to the computational constraints of semantic
parsing. An example from the transcript has shown
in Fig 2. In our experiments, a transcript is a full
clinical interview between a patient and a therapist,
while an utterance represents a full response of the
patient to a specific question from the therapist.

Class Number of
total sessions

Number of
used session

Anxiety 498 12
Depression 377 12
Suicidal 12 12
Schizophrenia 71 12

Table 1: Details of the dataset.

As mentioned before, LNN requires a special
data structure to function. AMR parser is used for
generation of predicates by extracting the seman-
tics of the utterance and converting semantics into
a graph, where nodes (keys) represent concepts and
edges (values) represent relations to concepts. Ex-
ample of AMR Representation is shown in Fig 1.
AMR Representation keys and values are combined
to generate predicates as shown in Table 2.

Moreover, a training and a testing sample is input
to the model and is obtained by using AMR parser
over an utterance. Furthermore, a sample contains
all predicates that has been mined from dataset and
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Figure 1: The overview of the proposed system.

Figure 2: Examples of a dataset transcript.

the corresponding output of parser as groundings.
The values of the groundings are assigned accord-
ing to the presence of the particular predicates in
the parsed utterance, which means only predicates
that results from that particular utterance assigned
with TRUE grounding for that particular sample.
In this regard, certain combinations of predicates
might repeat over multiple classes and the proposed
design takes into account this issue.

2.2 Proposed system details

LNN is a core of the model, which has only few
differences from regular neural network. The main
difference of LNN is that its neural parameters are
limited such that the truth functions of the relevant
logical gates govern the behavior of the neurons.
Moreover, LNN neuron has more parameters com-
pared to dense neuron, since it keeps both upper
and lower bounds to the corresponding subformula
or predicate.

The proposed LNN architecture has 4 AND logic
gates that act as binary classifiers for each mental
disorder class. Predicates are inputs to the logic
gates, while model is trained by samples generated
from utterances. Those samples show truth values
for formulae. After the training model outputs set
of weight for each predicate and outputs a tensor

Figure 3: Proposed LNN architecture for mental disor-
der diagnosis.

of lower and upper bounds as a score for a par-
ticular input. In our experiments the each logic
gate is evaluated as a binary classifier that classifies
according to some threshold, thus the upper and
lower bounds are averaged to obtain a single score.
The score S for each class is obtained via following
equation:

S = w1 P1 (x1)+w2 P2 (x2)+ ..+wN PN (xN )
(1)

where P is a predicate, w is a weight obtained
from training and xi is a grounding for each predi-
cate in a sample.

The proposed system will be evaluated as a sep-
arate binary classification models for each gate by
True Positive Rate (TPR) and False Positive Rate
(FPR) metrics. The TPR indicates the proportion of
all available positive samples that contain correct
positive results. In contrast, FPR quantifies the pro-
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Input Predicates Output
AMR Representation

Keys Values
Output of

Parser
Class

sample0

HAS_POSSESSION your medication TRUE

Depression

HAS_POSSESSION any details FALSE
HAS_POSSESSION downs FALSE
HAS_POSSESSION just awkward thing FALSE
have your medications FALSE
have any details FALSE
have downs TRUE
have just awkward thing FALSE
talk your medication FALSE
talk any details FALSE
talk downs FALSE
talk just awkward thing FALSE

sample1

HAS_POSSESSION your medications TRUE

Anxiety

HAS_POSSESSION any details TRUE
HAS_POSSESSION downs FALSE
HAS_POSSESSION just awkward thing TRUE
have your medications FALSE
have any details FALSE
have downs FALSE
have just awkward thing FALSE
talk your medications FALSE
talk any details TRUE
talk downs FALSE
talk just awkward thing FALSE

Table 2: LNN for supervised learning inputs and outputs – predicates, data samples and class

portion of available negative samples that contain
incorrectly positive results. Moreover, the receiver
operating characteristic (ROC) curve is created by
plotting the TPR against the FPR at various thresh-
old values.

TPR =
True Positives

True Positives + False Negatives
(2)

FPR =
False Positives

True Negatives + False Positives
(3)

2.3 Predicate pruning methods
Predicates play a crucial role in LNN training and
can greatly affect the accuracy of the model. Ta-
ble 4 shows that 48 transcripts result in more than
19000 predicates. However, according to Table 3 a
preliminary simulation results show that for a linear

# of predicates Training time
(s)

710 4.49
1415 16.54

Table 3: Results of training time with different number
of predicates for an LNN model with 2 Logic gates.

increase in number of predicates, LNN requires ex-
ponential increase in training time. Therefore, there
is a need for predicate pruning methods, which will
help to chose predicates that contribute the most
towards the correct diagnosis. Thus, similarity, ex-
clusivity and frequency based predicate pruning
methods has been proposed to reduce number of
predicates.

Similarity pruning. Simulations has shown that
AMR Parser returns multiple variants of values
per one key. Often, those values contain repeat-
ing phrases. Thus, it is possible to group all those
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Class Original
predicates

Similarity
pruning

Exclusive
Pruning F=1 F=2 2<F<10 F>9

Anxiety 5529 2773 245 3152 216 150 14
Depression 7227 3532 472 2174 454 133 12
Suicidal 6067 3213 230 2839 197 160 17
Schizophrenia 3746 1914 96 1718 102 87 7

Table 4: Number of original predicates and number of predicates after similarity, exclusive and frequency pruning
methods.

lookalike predicates by taking a predicate that con-
tains possible repetitions, e.g. instead of taking
both “HAS_POSSESSION_my sister’s birthday”
and “HAS_POSSESSION_sister’s birthday”, one
can take only the first one.

Frequency pruning. In traditional ML word
count can show the importance of some features
for a specific class. Using the same logic, it was
assumed that predicates that are encountered fre-
quently in sessions will have higher impact on
model training. Thus, predicates has been ana-
lyzed in terms of repetitions across sessions and
have been grouped according to the specified fre-
quencies.

Exclusive pruning. Since transcripts are conver-
sations between patients and therapists, there are
many repeating predicates between classes. Thus,
it was suggested that predicates belonging only to a
class will avoid contradictions in the model as well
as will have higher correlation to a specific class.
Therefore, predicates repeating between classes
predicates that are repeated only once have been
removed.

3 Experiment results

In this section experiment results for predicate prun-
ing and LNN model evaluation will be provided.
Table 4 shows number of predicates for a particular
pruning method. Similarity pruning method prunes
almost half of the original predicates. Further-
more, Exclusive and Frequency pruning methods
have been applied on top of the similarity pruning
method. Results for the Exclusive pruning shows
that Depression class has twice of Anxiety and
Suicidal predicates and 5-times of Schizophrenia
predicates. Moreover, results for the different fre-
quencies show that majority of the predicates (43%)
repeat just once, while the higher frequency rates
have fewer predicates.

The LNN models have been trained using differ-
ent pruning methods and have been compared with

Deep Learning (DL) and LNN baselines. The num-
ber of predicates and training samples are shown
in the Table 5. The LNN models have been trained
with supervised loss, which targets the labels with
learning rate of 0.05, for 50 epochs. The main dif-
ference between LNN models is in the predicates.
The details of each model are summarized below:

• DL baseline. As a DL baseline pre-trained
BERT (Devlin et al., 2018) model and Bert
tokenizer with a maximum sequence length of
256 inputs have been selected for finetuning.
The model has been trained for 10 epochs
using Adam optimizer with a learning rate of
10−5.

• LNN baseline. The predicates for the LNN
baseline have been selected randomly from
Similarity predicates. The number of predi-
cates for each class varies from 340 to 380
predicates.

• Frequency pruning models. Several models
with different frequencies have been trained
to examine the effectiveness of the frequency
pruning methods. F > Threshold stands
for the model with predicates repeating with
a frequency higher than the threshold value.
The F > 5 balanced ensures that classes are
balanced in terms of predicates. The remain-
ing predicates have been chosen from a lower
frequency.

• Exclusive pruning models. The exclusive
pruning method is used in combination with
similarity and frequency pruning methods. In
the simulations, Frequency pruning prunes
predicates that repeat only once. Then the
exclusive pruning removes all the repeating
predicates between classes.

According to the Table 5, Frequency predicates
does not have a significant effect on model perfor-
mance when they are applied alone, since the are
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Figure 4: AUC ROC curves for each class in testing.

under (AUC) the ROC curve is around 0.5, which
is close to the random classifier. Moreover, LNN
baseline with 1000 predicates and 10000 training
samples performed surprisingly well for the Anx-
iety class, achieving AUC of 0.76. Baseline DL
model has AUC scores higher than 0.72 for all
classes when treated as a binary classifier for each
class. However, since therapist cannot use this data
explicitly, the accuracy for the multi-class classi-
fication has higher importance for this case and
DL model can provide only 58% accuracy in such
setting. Exclusive predicates model have shown a
good performance overall. It reached AUC of 0.79
for the depression class and 0.57 for schizophrenia.

4 Discussions and Future Work

Scaling of the LNN is a significant issue which
requires selection of the right predicates. Pruning
of the predicates essentially limits the knowledge
base of the LNN, thus it is important to understand
the effect of the predicates on model performance.
Frequency predicate models have not shown great
results, the possible explanation for that behavior
can be found in predicate analysis. The analysis
shows that predicates with higher frequencies also
tend to be inclusive for several classes. Such pred-
icates might be extracted from common dialogue
phrases, that are common to regular conversations.
Thus, it is more difficult to learn for LNN in such
circumstances and it might lead to a behavior simi-
lar to the random classifiers’. Moreover, variation
in the frequency thresholds did not affect the over-
all performance of the LNN model. Thus, it can be
concluded that frequency predicates cannot provide
a quality selection of the predicates when they are

applied alone. Furthermore, in the case of exclusive
predicates, the model has learned depression class
better than others. It can be explained by the de-
pression class possessing more exclusive predicates
compared to other classes. Interestingly, the model
has learned to identify non-schizophrenia samples
better than schizophrenia samples. Possible rea-
soning for that is fewer predicates for schizophre-
nia compared to other classes. Furthermore, some
mental disorders have the same symptoms, and
exclusive pruning eliminate such predicates from
the training, which might lead to limited diagnos-
tic abilities. Thus, exclusive predicates should be
combined with other methods to provide trade-off
between generalization and exclusivity of predi-
cates.

Another challenge of this line of work is the us-
age of AI for mental disorder diagnosis. As pointed
out in (Lin, 2022a), one significant challenge is re-
lated to the privacy and security of patient data. To
train the model, the system requires access to sen-
sitive patient data, which must be protected from
unauthorized access or misuse. There is also a
concern that the use of AI in mental health diag-
nosis may lead to the stigmatization of individuals
with mental disorders. In this work, we have dei-
dentified all the sessions and all the transcripts are
obtained under proper license and consent. We
would also like to point out that the system may not
work for all individuals, which could lead to mis-
diagnosis or lack of diagnosis, leading to harm to
the patient. Therefore, the ethical challenge lies in
ensuring the system’s reliability, fairness, and trans-
parency and balancing the use of AI with the need
for human involvement in mental health diagnosis
and treatment, as part of the future work.

The main advantage of the LNN over DL is in
its explainability. It is possible to extract predicates
with high weights for the each class and to examine
which predicates contribute to the result signifi-
cantly. Table 6 shows the predicate semantics anal-
ysis for each class after the training. Predicates of
depression and anxiety suicidal classes are mostly
related to the first-person and third-person actions
respectively, while people with anxiety tend to talk
about feelings more. In addition, predicates of the
schizophrenia class tend to relate to the medical
terms. This overlaps with overall content of the
transcripts and predicates that posses high weights
can be used to give insights to therapist during the
diagnosis of the patients.
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# of training
samples

# of
predicates

Suicidal
(AUC)

Depression
(AUC)

Anxiety
(AUC)

Schizophrenia
(AUC)

BaselineLNN 10000 1000 0.50 0.50 0.76 0.52

BaselineDL 10000 N/A
0.73 0.83 0.81 0.72

Accuracy for multiclass = 0.58
F >5 3947 87 0.55 0.58 0.55 0.52
F>5. Balanced 3947 141 0.55 0.59 0.52 0.55
F >3 3605 349 0.54 0.56 0.53 0.52
F>6 3947 81 0.55 0.53 0.56 0.50
Exclusive
predicates
and F>1

3947 981 0.51 0.79 0.50 0.43

Table 5: AUC ROC scores for DL baseline, LNN baseline and proposed pruning methods .

Grouping of
predicates

Top 1
weight

Top 2
weight

Top 3
weight

Depression
Related to
first-person
actions

Do_i
Come
_they

Resemble
_what

Anxiety Related to
feelings

get_it look_it
have-rel-
role_my
mom

Schizophrenia
Related to
medical
terms

give_me
resemble
_things

do_it

Suicidal
Related to
third-person
actions

have-manner
_sense

put_it
do_
everything

Table 6: Analysis of the semantics of the predicates for the each class.

4.1 Future work

Overall, it is evident that predicates are too specific
from the number of predicates with a frequency of
1, which might be a possible explanation for the
poor performance of the model overall. Therefore,
they might require some generalization of the pred-
icates. One of the promising methods for that is to
use synonym-based predicates. By using thesaurus
dictionaries, it is possible to cluster all the keys and
values of the AMR representations and use only
one variants for the synonyms. That way, it might
be possible to reduce the number of predicates sig-
nificantly and achieve their generalization.

Another possible way to enhance the model is
the explore LNN and DL hybrid approach. By us-
ing LNN scores it is possible to train some dense
layers with SoftMax to predict classes in the mul-
ticlass setting. In a such way it will be more con-
venient to compare LNN results with DL solutions

while keeping the explainability of the LNN.

5 Conclusion

Mental disorders are a significant issue that is af-
fecting more people every year. Therefore, explain-
able AI mental disorder diagnosis through utter-
ance classification can aid the therapist in their
practice. In this work, a supervised learning setting
for the LNN has been proposed to address this is-
sue. Moreover, predicate pruning methods based
on the similarity, frequency, and exclusivity of the
predicates are analyzed in terms of training perfor-
mance. Overall, the model trained with exclusive
predicates shows the best results among the prun-
ing methods, and acheived AUC ROC of 0.79 for
the depression disorder. Finally, explainability of
the LNN diagnosis has been shown by analyzing
significant predicates for each class and extracting
the predicates with high weights.
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Abstract

Medical Report Generation (MRG) is a sub-
task of Natural Language Generation (NLG)
and aims to present information from various
sources in textual form and synthesize salient
information, with the goal of reducing the time
spent by domain experts in writing medical
reports and providing support information for
decision-making. Given the specificity of the
medical domain, the evaluation of automati-
cally generated medical reports is of paramount
importance to the validity of these systems.
Therefore, in this paper, we focus on the eval-
uation of automatically generated medical re-
ports from the perspective of automatic and
human evaluation. We present evaluation meth-
ods for general NLG evaluation and how they
have been applied to domain-specific medical
tasks. The study shows that MRG evaluation
methods are very diverse, and that further work
is needed to build shared evaluation methods.
The state of the art also emphasizes that such an
evaluation must be task specific and include hu-
man assessments, requesting the participation
of experts in the field.

1 Introduction

Medical Report Generation (MRG)1 (Chen et al.,
2022) is a subfield of Natural Language Generation
(NLG) and aims to present information from var-
ious sources in textual form to synthesize salient
information, with the goal of reducing the time
spent by domain experts in writing medical reports
and providing supporting information for decision-
making.

MRG includes all systems used to generate med-
ical documentation, such as the generation of radi-
ology reports (Chen et al., 2021), discharge sum-
maries or SOAP notes (Krishna et al., 2021), etc.

The evaluation of automatically generated texts
is important for the validity of the systems, es-
pecially in the era of ChatGPT and its increased

1It is also called ‘Clinical Note Generation’.

usage in medical domain (Ma et al., 2023). How-
ever, it has often been reported that the two main
approaches of NLG evaluation – human-based and
automatic-based – need to be improved (Reiter and
Belz, 2009; van der Lee et al., 2019). On the one
hand, the use of automatic metrics for system qual-
ity assessment has been criticized for two main
points: they are uninterpretable and do not cor-
relate well with human evaluations (Qader et al.,
2018; van der Lee et al., 2019). On the other hand,
the deployment of human evaluation is sometimes
too complex. Indeed, crowdsourcing solutions are
not always reliable or adequate while using experts,
when available, can lead to high costs. Further-
more, there is a lack of unified framework/criteria
(van der Lee et al., 2019).

Although there have been many surveys on NLG
evaluation (Gkatzia and Mahamood, 2015; Amidei
et al., 2018; van der Lee et al., 2019; Sai et al.,
2022), there is no systematic study on report gener-
ation evaluation in the medical domain. It is worth
mentioning Messina et al. (2021), which has done
survey work in the area of automatic report genera-
tion from medical images, including an analysis of
evaluation methods.

In this paper, we focus on MRG tasks and their
evaluations. We include more than 20 papers in this
study, classified into two broad categories: text-to-
text and data-to-text. We summarize the evaluation
methods currently in use and make recommenda-
tions for future evaluation of MRG systems.

2 Medical Report Generation

2.1 Paper Search and Selection
To perform a literature review of MRG evaluation,
we first followed the paper list introduced in a sur-
vey paper on dialogue summarization (Feng et al.,
2022). We then extended our search to search en-
gine such as Google Scholar. Papers reviewed in
this study were primarily from the major NLP con-
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ferences, including ACL, EMNLP, NAACL, etc.
In addition, we also included some articles from
journal and domain-specific workshops, including
NLPMC, ClinicalNLP, etc. 2

2.2 MRG Systems and Applications
Since the seminal work of Kukich (1983), there
have been several kinds of medical report systems
and applications, such as the generation of psychi-
atric case notes (Kazi and Kahanda, 2019), the gen-
eration of consultation notes from transcripts (Pa-
padopoulos Korfiatis et al., 2022), the generation of
radiology reports (Chen et al., 2021), nurse-patient
summaries (Liu et al., 2019), counseling (conversa-
tion) summarization (Srivastava et al., 2022), dis-
charge summaries or clinical notes (Krishna et al.,
2021), and even data augmentation for other medi-
cal tasks (Kocabiyikoglu et al., 2021).

Joshi et al. (2020) provided a general definition
of a medical report in the case of medical dialogue
summarization: “the medical report captures and
summarizes the important parts of the medical con-
versation necessary for clinical decision-making
and subsequent follow-ups.”

Despite the diversity of their tasks, structures and
audiences, the main characteristics of MRG remain
similar, namely the use of the documentation and
the subsequent use of the diagnosis, which can
also be used for administration and by institutions,
subsequently referenced by clinicians and retained
by patients. The main objectives of such systems
in clinical practice are to reduce the time spent by
clinicians on manual writing and facilitate medical
decision-making.

2.3 Main NLG approaches to MRG
According to the different types of input sources,
MRG can be divided into two categories: 1) Text-
to-text, e.g. summarizing medical dialogues; 2)
Data-to-text, e.g. automatically generating reports
from medical images or other data. After classify-
ing the different approaches according to the input,
we then further categorized different works in the
literature according to their tasks, with examples in
Table 1.

2.3.1 Text-to-text
There are three main tasks in the Text-to-
Text category: 1) summarizing medical dia-

2The list of papers about MRG is avail-
able at https://github.com/yongxin2020/
Medical-Report-Generation-Papers

logues/conversations, including spoken conversa-
tions and online medical conversations; 2) summa-
rizing hospital stays/hospitalizations; and 3) sum-
marizing medical reports, where the original re-
ports may come from different domains, such as
radiology reports or general clinical reports.

The most common work in text-based MRG
is that of summarizing medical conversations,
where the input source can be either transcripts of
clinician-patient spoken conversations (Kazi and
Kahanda, 2019; Enarvi et al., 2020; Liu et al., 2019;
Krishna et al., 2021; Zhang et al., 2021; Molenaar
et al., 2020; Srivastava et al., 2022; Lacson et al.,
2006; Moramarco et al., 2022; Yim and Yetisgen,
2021); or online medical conversations (Chinta-
gunta et al., 2021; Nair et al., 2021; Joshi et al.,
2020; Song et al., 2020; Chen et al., 2022).

Regarding the summarization of hospital stays,
some work (Di Eugenio et al., 2014; Acharya et al.,
2016) used both physician discharge notes (free
text) and the structured nursing documentation
(such as nursing plans of care) to generate a unique
summary. Others generated summaries from long-
form hospital admissions (Adams et al., 2023).

Moreover, work has also been carried out on
summarizing medical reports. For example,
Moramarco et al. (2021) used the MTSamples
dataset to fill automatically the ‘description field’
of a medical report based on the information
present in the overall report. In addition, radi-
ology report summarization (Zhang et al., 2020;
Karn et al., 2022) is intended to produce a concise
and easily comprehensible ‘IMPRESSIONS’ sec-
tion from the rest of the radiology report. The ‘IM-
PRESSIONS’ section of a radiology report is con-
sidered a summary of the radiologist’s reasoning
and conclusions, which helps the referring physi-
cian confirm or exclude certain diagnoses (Karn
et al., 2022).

2.3.2 Data-to-text
As presented in Table 1, there are different tasks in
the Data-to-Text category: 1) generation of reports
from medical images, such as radiology images,
brain image data.; 2) generation of text summaries
from intensive care data; and 3) generation of med-
ical reports from multimodal inputs; 4) other appli-
cations such as the generation of tailored smoking
cessation letters based on responses to a smoking
questionnaire (Reiter et al., 2003).

In order to meet the growing demand of image-
based diagnosis from patients using artificial in-
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Category Task Description Examples
Text-to-text Medical dialogue/conversation

summarization
Transcribed conversations Srivastava et al. (2022); Molenaar

et al. (2020); Zhang et al. (2021); Kr-
ishna et al. (2021); Liu et al. (2019);
Enarvi et al. (2020); Kazi and Ka-
handa (2019); Lacson et al. (2006);
Moramarco et al. (2022); Yim and
Yetisgen (2021)

Online medical conversations Nair et al. (2021); Chintagunta et al.
(2021); Song et al. (2020); Joshi
et al. (2020); Chen et al. (2022)

Summarization of hospital
stays/hospitalizations

Sources from physician dis-
charge notes and nursing plans
of care

Acharya et al. (2016); Di Eugenio
et al. (2014)

Long-form hospital admissions Adams et al. (2023)
Medical report summarization Radiology report Zhang et al. (2020); Karn et al.

(2022)
Clinical reports Moramarco et al. (2021)

Data-to-text Report Generation from medical
images

Radiology Miura et al. (2021); Chen et al.
(2021); Yan et al. (2021); Chen
et al. (2020); Lovelace and Mor-
tazavi (2020); Nooralahzadeh et al.
(2021); Qin and Song (2022)

Brain imaging data Jordan et al. (2014)
Clinical Data Summarization Intensive care data Portet et al. (2009); Reiter et al.

(2008)
Automated Medical Reporting Sources from multimodal inputs:

audio, video and sensor data
from medical consultations

Maas et al. (2021)

Other applications Generation of tailored smoking
cessation letters

Reiter et al. (2003)

Table 1: Categorization of MRG according to system inputs and tasks.

telligence and applying image captioning to the
medical field, radiology report generation is the
subject of continuous work and growing interest
from researchers, which aims to describe radiol-
ogy images with professional quality reports (Chen
et al., 2020, 2021; Lovelace and Mortazavi, 2020;
Nooralahzadeh et al., 2021; Yan et al., 2021; Qin
and Song, 2022; Miura et al., 2021; Liu et al., 2021).
Such research has also been applied to generation
of clinician reports from brain imaging data (Jordan
et al., 2014).

Besides images, the summarization of physiolog-
ical data as also been the subject of research. In the
BabyTalk project, Portet et al. (2009) presented a
prototype that generates textual summaries of about
45 minutes of continuous physiological signals and
discrete events. Their evaluation with physicians
showed that text summaries could be an effective
decision-support aids for clinicians.

To cope with the high workload due to the time
required for proper documentation, Maas et al.
(2021) presented a real-time automated report of
the interaction between care provider and patient,
taking multimodal inputs that include audio, video,
and sensor data from medical consultations, and in-

troducing knowledge graphs – the Patient Medical
Graph. They used speech and action recognition
technology to first transform multimodal inputs
into text before formally representing them and
generating reports.

3 Evaluation in NLG

In this section, we will briefly introduce automatic
evaluation in NLG and then will look at human
evaluation with some current practices.

3.1 Automatic Evaluation
Automatic evaluation is popular because it is cheap
and fast and it is widely used in benchmarking
activity and for system development.

There is a wide range of automatic evaluation
metrics used in NLG (Sai et al., 2022) and we will
restrict to the two most popular: 1) the corpus-
based metrics and 2) the trainable metrics. The
corpus-based metrics rely on a set of reference
texts (i.e. gold standard outputs) to which system
outputs are compared. For instance, it can be based
on n-grams, such as BLEU (Papineni et al., 2002)
and ROUGE (Lin, 2004); or on edit distance: WER
(Woodard and Nelson, 1982), TER (Snover et al.,
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2006), etc.
Most automatic metrics require gold references,

but these are not always available. Reference-less
metrics, where neural models are trained to predict
human ratings from texts (e.g. regression models
trained on ratings data), are getting more and more
attention recently. For example, BLEURT (Sel-
lam et al., 2020) is a learned evaluation metric for
English to predict human judgments. It relies on
the BERT model using unsupervised techniques
with millions of synthetic examples. There are also
metrics based on question-answer pairs on a given
source document (Scialom et al., 2021; Rebuffel
et al., 2021), for example QuestEval (Scialom et al.,
2021) uses pre-trained models to assess if two dif-
ferent inputs contain the same information. Note
that QuestEval can also be used with references.

To summarize, ROUGE scores assess the similar-
ity between candidates and references based on the
overlap of unigrams, bigrams, and the longest com-
mon sequence, likewise for BLEU; while BLEU
focuses on precision, ROUGE focuses on recall.
BERTScore evaluates the similarity between candi-
dates and references at token level, using contextual
embeddings from BERT, while QuestEval assesses
whether a summary contains all the relevant infor-
mation from its source document and BLEURT
attempts to model human judgments.

However, automatic evaluation metrics have
their limitations and do not sufficiently reflect hu-
man judgments of system performance (Novikova
et al., 2017).

3.2 Human Evaluation
Human evaluation is considered the most informa-
tive form of evaluation of NLG systems, but it can
be expensive and time-consuming since qualified
human evaluators have to be recruited. Hence, hu-
man evaluation is difficult to scale up unless using
crowd sourcing approaches but these are difficult
to apply in medicine for expertise and privacy rea-
sons.

There are several commonly used methods for
human evaluation, including the Likert scale scor-
ing and pairwise comparison for general text gen-
eration, as well as Pyramid and binary factuality
evaluation specifically designed for summarization
(Gao et al., 2023). Some other methods consist in
evaluating how much information can be extracted
back from the text in a formal form (A. Baez Mi-
randa et al., 2015).

It has been argued that human evaluation ap-
proaches are difficult to compare (van der Lee et al.,
2019; Belz et al., 2020) since different tasks and cri-
teria are used (with different names). Furthermore,
only a small number of papers provide full details
of human evaluation experiments (Belz et al., 2020).
Howcroft et al. (2020) concluded that due to a per-
vasive lack of clarity in reports and extreme di-
versity in approaches, human evaluation in NLG
presents as extremely confused in 2020, and that
the field is in urgent need of standard methods and
terminology.

In addition, van der Lee et al. (2019) provided an
overview of best practices in human evaluation of
automatically generated text based on papers pub-
lished at INLG (N=51) and ACL (N=38) in 2018,
and released a list of best practices on 7 different
topics: general, criteria, sampling, annotation, mea-
surement, design and statistics.

4 Evaluation for Text-based Medical
Report Generation Systems

In the following subsections, we summarize the
automatic measures and human evaluation used in
the literature in Table 2.

4.1 Automatic Metrics
We divide automatic metrics into two categories:
text quality and medical concept correctness, for
medical correctness there are two subcategories:
those based on reports and those for auxiliary or
intermediate tasks.

4.1.1 Text Quality
For automatic text quality assessment, there
are word-overlap-based metrics like ROUGE
(Lin, 2004) and BLEU (Papineni et al., 2002),
embedding-based metrics such as BERTScore
(Zhang* et al., 2020); learned evaluation metrics
like BLEURT (Sellam et al., 2020); and evalua-
tion metrics which rely on question answering like
QuestEval (Scialom et al., 2021).

ROUGE (Lin, 2004) has been widely used in
MRG tasks: some papers reported only ROUGE-L
F1 score (Joshi et al., 2020; Enarvi et al., 2020; Nair
et al., 2021), while some others reported ROUGE-
1, ROUGE-2, and ROUGE-L scores (Song et al.,
2020; Yim and Yetisgen, 2021). Yim and Yetisgen
(2021) reported BLEU (Papineni et al., 2002) in
addition to ROUGE performances across different
note sections.
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Category Subcategory Metric or evaluation Used by papers
Automated
Metrics

Text quality ROUGE (-1, -2, -L) Srivastava et al. (2022);
Zhang et al. (2021); Chin-
tagunta et al. (2021); Kr-
ishna et al. (2021); Song
et al. (2020); Joshi et al.
(2020); Enarvi et al. (2020);
Liu et al. (2019); Nair et al.
(2021); Yim and Yetisgen
(2021); Chen et al. (2022);
Ben Abacha et al. (2023)

BLEU Yim and Yetisgen (2021)
BERTScore Ben Abacha et al. (2023)
QuestEval (QAE) score Srivastava et al. (2022)
Bleurt Score (BS) Srivastava et al. (2022);

Ben Abacha et al. (2023)
Medical correctness
(report based)

Medical Concept Coverage - Joshi et al. (2020); Chin-
tagunta et al. (2021); Nair
et al. (2021); Chen et al.
(2022)

Factual correctness (F1) Enarvi et al. (2020)
Concept-based (F1/R/P) Zhang et al. (2021)
Items included (P, R, false positives) Molenaar et al. (2020)
Fact-based (Fact-Core + Fact-Full) Ben Abacha et al. (2023)

Negation Correctness Negex (Harkema et al., 2009) is used
to determine negated concepts

Joshi et al. (2020); Chin-
tagunta et al. (2021); Nair
et al. (2021)

Disease diagnosis Regex-based Diagnostic Accuracy
(RD-Acc)

Chen et al. (2022)

Medical correctness
(auxiliary tasks)

Classification of electronic
health record (EHR) cate-
gories

AUROC (Area Under the ROC
Curve) scale

Kazi and Kahanda (2019)

Utterances classification Multilabel classification of notewor-
thy utterances (Accuracy, Ma-AUC,
Ma-F1, Mi-AUC, Mi-F1)

Krishna et al. (2021)

Utterance tags classification
(PD/DT/OT labels) (precision,
recall, and F scores)

Song et al. (2020)

Dialogue turns classification (preci-
sion, recall, and F measure)

Lacson et al. (2006)

Human
Evaluation

Intrinsic (Text qual-
ity)

Relevance Srivastava et al. (2022);
Zhang et al. (2021)

Consistency Srivastava et al. (2022)
Fluency Srivastava et al. (2022);

Zhang et al. (2021);
Ben Abacha et al. (2023)

Coherence Srivastava et al. (2022)
Missing Zhang et al. (2021)
Hallucination Zhang et al. (2021)
Repetition / Non-redundancy Zhang et al. (2021);

Ben Abacha et al. (2023)
Contradiction Zhang et al. (2021)
Extent of verbatim copying from conversation Krishna et al. (2021)
Comprehensiveness Krishna et al. (2021)
Sentence-level (factually correct, incoherent, irrelevant, redun-
dant, or placed under an inappropriate section)

Krishna et al. (2021)

Categories relevancy, factual accuracy, writing-style, complete-
ness, and overall

Yim and Yetisgen (2021)

Intrinsic (Medical
Correctness)

Factually correct and medically relevant information Joshi et al. (2020); Chinta-
gunta et al. (2021)

Critical Omissions, Hallucinations, Correct Facts, Incorrect Facts
based on fact extraction

Ben Abacha et al. (2023)

Extrinsic Clinical acceptability framework (Sekhon et al., 2017) Srivastava et al. (2022)
List of key questions based on topics that commonly arise be-
tween hemodialysis patients and caregivers

Lacson et al. (2006)

Post-editing (Post-edit times, errors into "incorrect statements"
and "omissions")

Moramarco et al. (2022)

Table 2: Summary of evaluation methods used in the articles reviewed.

Commonly used automated metrics, such as
ROUGE and BLEU, have their limitations and are
known to correlate poorly with human evaluations

(van der Lee et al., 2019). Therefore, other mea-
sures such as QuestEval (Scialom et al., 2021) and
BLEURT (Sellam et al., 2020) which can correlate
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better with human judgements are used, Srivas-
tava et al. (2022) used these two scores in addition
to ROUGE. In addition to ROUGE and BLEURT,
Ben Abacha et al. (2023) also reported BERTScore.

4.1.2 Medical Correctness: Report-based
In the study by Joshi et al. (2020) two measures are
defined: Medical Concept Coverage and Negation
Correctness. The former captures the coverage
of medical terms in the predicted summaries to
the gold standard reference, while the latter iden-
tifies the negated status of medical concepts. In
the healthcare domain, it is crucial to ensure high-
quality results in terms of accurate usage of medical
terms and capturing negation.

The evaluation of Concept involves using spe-
cific and in-house extractors and Named Entity
Recognition (NER) models. They refer to domain-
specific knowledge and compare the match of ex-
tracted concepts to standardized health and biomed-
ical vocabularies, such as the Unified Medical Lan-
guage Systems (UMLS). Several studies have uti-
lized concept correctness measures, such as F1-
score, precision, recall, and false positives, at vari-
ous levels of granularity, including the report level
and section level.

For instance, Joshi et al. (2020) used an in-
house medical entity extractor to match concepts
in the summary to UMLS, and they used Negex
(Harkema et al., 2009) to determine negated con-
cepts. Medical concepts in the predicted summary
that were not present in the original conversation
would be false positives, and vice versa for false
negatives. Among the concepts present in the pre-
dicted summary, they assessed precision and recall
to see whether the predicted negation was accurate
for the decoded concepts and computed a Nega-
tion F1. The set of automatic metrics proposed
was then used in several works (Chintagunta et al.,
2021; Nair et al., 2021).

If in-house entity extractor to match concepts in
the summary to UMLS have been frequent (Sol-
daini and Goharian, 2016; Joshi et al., 2020; Zhang
et al., 2021), entity extraction using machine learn-
ing has appeared recently, which is even more spe-
cific to the task. For instance, Enarvi et al. (2020)
employed a machine learning-based clinical fact
extractor to measure factual correctness by extract-
ing medical facts from both the predicted reports
and the ground-truth reports, such as conditions
and medications, as well as their attributes such
as body part, severity, or dosage, then calculat-

ing the F1 score from these two sets. To compute
Concept-F1, Chen et al. (2022) used the medical
entity extractor – BERT-CRF (Devlin et al., 2019)
trained on their NER task to match entities in the
predicted summary to the reference summary.

Similarly, Ben Abacha et al. (2023) used "fact-
based metrics (Fact Scores)", which is a machine
learning-based medical fact extraction system. The
Fact Score metric measures the F1-score of medi-
cally relevant facts extraction, is used to assess the
factual consistency of the generated summaries.
The Fact-based metrics consist of two variants:
Fact-Core, which relies on the extraction of seven
core fact attributes, and Fact-Full, which combines
these core facts and five additional attributes.

In addition, there is also work combining the
two approaches to extract concepts: Zhang et al.
(2021) extracted medical relevant concepts via one
of two systems: their in-house rule-based system
and quickUMLS (Soldaini and Goharian, 2016)
– a Python implementation of UMLS. Their rule-
based system was found to be effective in capturing
symptom-related findings in clinical reports, and
quickUMLS is capable of extracting a wide scope
of medical findings such as symptoms, diseases,
medication and procedures.

Moreover, Molenaar et al. (2020) measured the
quality of the dialogue summarization pipeline for
healthcare reporting by establishing the number of
items included in the generated and gold standards,
using precision, recall and false positives (FPs) as
metrics. They followed the SOEP/SOAP format
– Subjective (S), Objective (O), Evaluation (E) /
Assessment (A) and Plan (P) – commonly used by
general practitioners in the Netherlands. It appears
that they manually calculated the number of items
included in each section of the SOEP format for
the eight reports generated.

However, concept-based evaluation can have its
own limitations, particularly with regard to false
positives errors, Zhang et al. (2021) employed fil-
tering rules to attempt to mitigate this issue.

Additionally, Chen et al. (2022) reported Regex-
based Diagnostic Accuracy (RD-Acc), which mea-
sures the model’s ability to diagnose the disease.
Their reference reports written by annotators con-
tain six parts, RD-Acc is calculated using the regex-
based approach based on the diagnosis part. They
calculated for what percentage of the generated re-
ports, the content of their diagnosis part contains
the actual disease text or key concepts.

452



4.1.3 Medical Correctness: Auxiliary or
Intermediate Tasks

Another subcategory of automatic measures of con-
cept correctness is those that evaluate auxiliary or
intermediate tasks, there are two types: classifica-
tion of electronic health record (EHR) categories
and utterances classification.

To generate case notes from digital transcripts
of doctor-patient conversations, Kazi and Kahanda
(2019) divided the task into two subtasks: (1) pre-
dict semantic topics for segments of the transcripts
(EHR categories) and then (2) generate a more
formal version of the text that goes into the cor-
responding section of the EHR form. They used
the AUROC (Area Under the ROC Curve) scale
(Bewick et al., 2005) to assess their first task of pre-
dicting EHR categories, which could be any of the
following: Client Details, Chief Complaint, Family
History, Social History, Medical History and Oth-
ers. Correct prediction of EHR categories could be
useful for subsequent formal text generation.

For utterances classification, there are different
types of classification such as classifying notewor-
thy utterance (Krishna et al., 2021), label prediction
for medical conversation utterances (Song et al.,
2020), and dialogue turn classification (Lacson
et al., 2006).

In detail, Krishna et al. (2021) evaluated the
multi-label classification of noteworthy utterances
that are relevant to each summary section before
clustering related utterances and generating one
summary sentence per cluster. Their modular sum-
marization technique outperforms its purely ab-
stractive counterpart, producing much more factual
and coherent sentences. Besides, Song et al. (2020)
first identified two types of utterances (problem
statements and treatment recommendations) and
then generated summaries, they showed that for
the particular dataset used, high-quality summaries
can be generated by extracting these two types of
utterances. Thus, in addition to reporting ROUGE
scores, they also reported the precision, recall, and
F scores of the predicted labels for utterances of
medical conversations, compared to the standard
labels. In addition, Lacson et al. (2006) also mea-
sured precision, recall, and F measure of dialogue
turns classification.

4.2 Human Evaluation
The differences between intrinsic and extrinsic eval-
uation lie in the fact that the former aims to evaluate

the properties of the system’s output (Graham et al.,
2018; Ji et al., 2022), while the latter aims to ex-
amine the extent to which the system accomplishes
the overarching task for which it was developed.
Of the 19 articles reviewed on text-based MRG, 9
included human evaluation (47%), and only 3 of
them (16%) included extrinsic evaluation.

4.2.1 Intrinsic Approaches
The intrinsic human evaluation of generated reports
comprises two categories as for automated metrics:
text quality and medical correctness.

Text quality is important in MRG as in general
NLG output. For text quality, a wide variety of
properties can be considered and various linguistic
parameters can be used, e.g. relevance, consistency,
fluency, coherence, missing, hallucination, repeti-
tion and contraction. As an example, Srivastava
et al. (2022) used four standard linguistic parame-
ters: relevance (selection of relevant content), con-
sistency (factual alignment between the summary
and the source), fluency (linguistic quality of each
sentence), and coherence (structure and organiza-
tion of summary). In addition to these commonly
used and well-studied criteria, the evaluation of
MRG also concludes other medical correctness cri-
teria, such as factually correct and medically rele-
vant information (Joshi et al., 2020; Chintagunta
et al., 2021), which are specific to MRG tasks. As
another example, Ben Abacha et al. (2023) per-
formed expert-based manual evaluation using NLG
criteria such as Fluency and Non-redundancy, and
medical criteria such as Critical Omissions, Hallu-
cinations, Correct Facts, Incorrect Facts based on
fact extraction.

Furthermore, depending on whether evaluators
assess the output directly or by comparing different
texts, intrinsic human evaluation can be classified
into direct and relative evaluation. As for the arti-
cles involving human evaluation, they all used at
least direct evaluation, i.e. the evaluators judged the
generated texts directly on a defined scale. Some
authors also performed relative evaluation in ad-
dition to direct evaluation: Joshi et al. (2020) and
Chintagunta et al. (2021) performed a comparison
task in which, given two summaries generated by
different models and the associated dialogue, an-
notators had to choose which summary was better,
they could also choose "both" and "none". Yim and
Yetisgen (2021) ranked the four systems against
each other, with 1 being the best, in addition to
evaluating each system independently with a score
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from 1 to 5 for the categories relevancy, factual
accuracy, writing-style, completeness, and overall.

In general, MRG outputs are evaluated at the
report level, however, depending on the design of
the model, some are additionally evaluated at the
sentence/section/part level. For example, Krishna
et al. (2021) divided SOAP notes into several sub-
sections: Family Medical History, Past Surgical
History, Chief Complaint, etc. Therefore, they eval-
uated the generated SOAP notes in two ways: 1)
SOAP note sentence level and 2) SOAP note level.

4.2.2 Extrinsic Approaches
As for extrinsic human evaluation: to evaluate gen-
erated summaries, a team of mental health experts
used clinical acceptability framework (Sekhon
et al., 2017), which includes six parameters: af-
fective attitude, burden, ethicality, coherence, op-
portunity costs, and perceived effectiveness (Sri-
vastava et al., 2022). In addition, to perform a
task-based evaluation and measure the usefulness
of summaries for preserving important informa-
tion in the medical setting, Lacson et al. (2006)
asked physicians and nurses to create a list of key
questions based on topics that commonly arise be-
tween hemodialysis patients and caregivers, and
then asked five physicians to answer each of the
six "yes/no" questions using each of 40 dialogues.
Furthermore, in a study evaluating the correlation
between human evaluation and automatic metrics
in consultation note generation, Moramarco et al.
(2022) asked 5 clinicians to post-edit generated
notes and extract all errors.

4.2.3 Presence of Domain Experts
Most of the articles we reviewed that included a
human evaluation involved domain experts, such as
doctors serving patients on their telehealth platform
(Chintagunta et al., 2021; Joshi et al., 2020), five
licensed physicians (Lacson et al., 2006), three gen-
eral practice physicians (Moramarco et al., 2021),
an annotator with a medical degree (Yim and Yetis-
gen, 2021), etc. Sometimes, the expertise of the
annotators is not specified, e.g. "trained human
annotators" (Krishna et al., 2021).

We also note that of the 9 articles including hu-
man evaluation, 5 of them reported Inter-Evaluator
Agreement: three of the medical dialogue summa-
rization articles (Zhang et al., 2021; Moramarco
et al., 2022; Ben Abacha et al., 2023), and two med-
ical (report) summarization articles (Moramarco
et al., 2021; Karn et al., 2022). It would be prefer-

able to indicate Inter-Evaluator Agreement in the
presence of several annotators.

5 Conclusion

Automating medical report generation can save
time for experts and provide crucial information for
decision-making. However, the evaluation process
is necessary for validation and adoption of MRG
systems in the real world. Due to the specificity of
domain-specific NLG tasks like MRG, their evalu-
ation requires more investigation and subtlety.

MRG evaluation shares similarities with general
NLG evaluation, but it differs in its focus on do-
main knowledge and task-specific concerns, espe-
cially in the assessment of conceptual accuracy of
medical concepts. However, the question of which
medical facts to pay attention to (correlation, con-
sensus, etc) is an open question, requiring close
collaboration with experts in the field.

In addition, the evaluation of MRG systems re-
quires both intrinsic and extrinsic evaluation. Intrin-
sic evaluation focuses on properties of the system’s
output, while extrinsic evaluation involves profes-
sional experts in the design acceptability process,
developing a list of key questions, and post-editing.
Future research should prioritize extrinsic evalu-
ation, particularly in scenarios where references
are unavailable, and developing efficient, medical
task-specific automated measures.

Limitations

In this work, we studied only the evaluation of tex-
tual medical report generation from both automatic
and human evaluation perspectives, but we did not
study the evaluation of data-to-text medical report
generation, which has its own specificities.
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A Appendix

A.1 Review Structure
We reviewed the MRG articles following the cri-
teria described in van der Lee et al. (2019), the
attributes examined are presented in Table 3.

A.2 Resources for Text-based MRG
We identified six datasets used in text-based MRG
and summarized them in Table 4. Song et al. (2020)
collected medical conversations from online plat-
forms. MTSamples (Moramarco et al., 2021) were
also collected from a community platform web-
site. Srivastava et al. (2022) extended data from the
publicly available counseling conversation dataset -
HOPE (Malhotra et al., 2022), which takes place be-
tween therapist and patient. We observed that mock
conversations were mentioned several times: Kazi
et al. (2020) used transcripts from two different
sources to generate audio recordings of simulated
doctor-patient conversations, Papadopoulos Korfi-
atis et al. (2022) simulated primary care consulta-
tions. Recently, Ben Abacha et al. (2023) intro-
duced a new collection of simulated doctor-patient
conversations from publicly available clinical notes
and corresponding clinical summaries.
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Criteria
Task Sub-task(s) of MRG
Uses Automated Metrics YES/NO
What kind of Automated Metrics NLP metrics and/or other specific metrics
Uses Intrinsic (Human) Evaluation YES/NO
What kind of Intrinsic (Human) Evaluation Fluency, naturalness, quality, meaning preservation, etc.
Scale Likert (5-point), preference, rank-based magnitude estimation,

etc.
Number of participants Number of annotators for the Human Evaluation task (including

details on annotators)
Uses Extrinsic (Human) Evaluation YES/NO
What kind of Extrinsic (Human) Evaluation Task success, etc.
Number of examples Number of samples evaluated for each system
Examples per participant Number of examples that each participant is asked to evaluate
Details about design (order, groups) Methods for selecting human evaluation samples from the origi-

nal test set and how they are distributed to each annotator
Inter-Annotator Agreement (IAA) Presence of inter-annotator agreement statistics

Table 3: Attributes studied and their descriptions in our structured review, adapted from van der Lee et al. (2019).
MRG means Medical Report Generation.

Dataset Language Description Domain Size
Medical Conver-
sation (ChiCCo)
(Song et al., 2020)

Chinese The summary has two parts: SUM1
describes the patient’s medical problem;
SUM2 summarizes the doctor’s diagnosis
or treatment recommendations.

Medical (online
platforms con-
versation)

44,983 cases,
855,403 utter-
ances

Automated Medical
Transcription (Kazi
et al., 2020)

English Used transcripts from two different sources
to generate audio recordings of enacted
doctor-patient conversations

Medical,
psychiatric
consultations

71 recordings
with transcripts
and case notes

MTSamples (Mora-
marco et al., 2021)

English From a community platform website, 40
medical specialties. Reports are free text
with headings –> to generate the description
field of a report

Medical sum-
maries

5,000 sam-
ple medical
transcription
reports

MEMO (Srivastava
et al., 2022)

English Extend data collected from the publicly
available counseling conversation (between
therapist and patient) dataset - HOPE (Mal-
hotra et al., 2022) to annotate psychotherapy
elements and counseling summary

Mental health,
Counseling

12.9K utter-
ances, 212
conversations

PriMock57 (Pa-
padopoulos Korfi-
atis et al., 2022)

English Mocked primary care consultations, includ-
ing audio recordings, their manual utterance
level transcriptions, and the associated con-
sultation notes

Medical, Pri-
mary Care
Mock Consulta-
tions

57

MTS-Dialog
(Ben Abacha et al.,
2023)

English A collection of 1.7k doctor-patient con-
versations and corresponding clinical
notes/summaries.

Doctor-Patient
Encounters

1.7k

Table 4: Text-based Medical Report Generation related datasets.
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Abstract

This paper presents UMASS_BioNLP team
participation in the MEDIQA-Chat 2023 shared
task for Task-A and Task-C. We focus espe-
cially on Task-C and propose a novel LLMs co-
operation system named a doctor-patient loop
to generate high-quality conversation data sets.
The experiment results demonstrate that our ap-
proaches yield reasonable performance as eval-
uated by automatic metrics such as ROUGE,
medical concept recall, BLEU, and Self-BLEU.
Furthermore, we conducted a comparative anal-
ysis between our proposed method and Chat-
GPT and GPT-4. This analysis also investigates
the potential of utilizing cooperation LLMs to
generate high-quality datasets. 1

1 Introduction

The issue of the growing burden of clinical docu-
mentation has become a critical concern in health-
care, resulting in increased job dissatisfaction and
burnout rates among clinicians and adversely af-
fecting patient experiences. Nevertheless, timely
and accurate documentation of patient encounters
is crucial for safe, effective care and communi-
cation between specialists. Consequently, there
is a growing interest in automating assisting doc-
tors in diagnosis based on Large Language Models
(LLMs) due to its remarkable advancement in the
field of artificial intelligence (AI), being highly
sophisticated systems that have been extensively
trained on massive amounts of textual data. (Brown
et al., 2020; Sanh et al., 2021; Chowdhery et al.,
2022; Longpre et al., 2023; OpenAI, 2023)

The swift progress of AI and its extensive influ-
ence on various fields have garnered considerable
attention from the research community. One no-
table area is the creation of instruction-following
LLMs (Touvron et al., 2023; Taori et al., 2023; Chi-

∗* indicates equal contribution
1Our codes are released at https://github.com/

believewhat/Dr.NoteAid

ang et al., 2023; Zhu et al., 2023), which demon-
strate extraordinary ability in understanding instruc-
tions and producing human-like responses. These
auto-regressive LLMs undergo a two-step process:
they are initially pre-trained on web-scale natural
languages through next-token prediction and subse-
quently fine-tuned to comply with extensive human
instructions (Dale, 2021). This method leads to
impressive performances across a broad range of
natural language processing (NLP) tasks and gener-
alizes to unseen tasks, underscoring their potential
as a comprehensive solution for diverse challenges,
including natural language understanding, text gen-
eration, and conversational AI (Floridi and Chiri-
atti, 2020). Many auto-regressive LLMs, such as
ChatGPT, have further training with RLHF to align
with human preference and finally allow these mod-
els to generate content that most people prefer. In
the biomedical domain, many researchers have at-
tempted to apply auto-regressive models to medical
tasks such as patient triage (Levine et al., 2023),
automatic disease coding (Yang et al., 2022), and
doctor-chatbot (Yunxiang et al., 2023; Xu et al.,
2023).

However high-quality dialogue datasets featur-
ing doctor-patient interactions are a task that is
inherently complex. One major difficulty in con-
structing such a dataset is the sensitive nature of the
content, as healthcare conversations often involve
private and confidential patient information (Kelly
et al., 2019; Rindfleisch, 1997; Annas, 2003). En-
suring privacy protection and adhering to strict data
regulations, such as HIPAA, becomes crucial in the
development process. Consequently, the compila-
tion of authentic doctor-patient dialogues requires
careful consideration of privacy and data protec-
tion measures to prevent potential ethical and legal
concerns. Recent work (Ben Abacha et al., 2023;
Yim et al., 2023) attempts to synthesize data by
letting humans play the roles of doctor and pa-
tient in a conversation, but the huge cost makes
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the research community seek the help of LLMs
or Chatbot models to simulate such role-playing
game (doctor and patient) for data augmentation.
However, recent Chatbot models (Yunxiang et al.,
2023; Zeng et al., 2020b) are only based on single-
turn or multi-turn question-and-answer repositories
rather than real conversations between patients and
doctors. Question-and-answer datasets lack logi-
cal coherence, whereas real conversations can help
the model understand the proper order of ques-
tions (Drew et al., 2001), thereby guiding patients
to describe their symptoms accordingly and ulti-
mately aiding in disease diagnosis. So we cannot
simply use the recent medical chatbot models to
generate high-quality note-oriented doctor-patient
conversations. On the other hand, the success of
these LLM models remains heavily reliant on hu-
man input to guide conversations in the right di-
rection. This dependence necessitates users to pro-
vide relevant and precise prompts based on their
intentions and the chat agent’s feedback, which
can be challenging, time-consuming, and occasion-
ally unfeasible. In healthcare contexts, individuals
without medical expertise may struggle to generate
appropriate prompts for directing communicative
agents to deliver accurate medical advice or diag-
noses (Tang et al., 2023; Liao et al., 2023).

All of this raises a crucial question: How can we
try role-playing games to guide conversations to-
ward clinical note completion in healthcare settings
without a large number of human annotations? To
address these issues, we propose a cutting-edge
cooperative agent framework, Doctor-Patient Loop.
This approach involves two main ChatGPT agents
taking on the roles of doctor and patient in dia-
logue, with additional ChatGPT agents responsible
for fact-checking, ensuring conversations remain
focused on the provided notes, determining when
the dialogue should be terminated, and refining the
conversation to enhance its coherence and fluency.
The collaboration among multiple ChatGPT agents
leads to the creation of more realistic doctor-patient
dialogue datasets, which in turn can be utilized for
training models that better mimic genuine health-
care communication scenarios.

In this paper, we conducted a series of experi-
ments with the help of the data set of the MEDIQA-
Chat competition shared task. Specially, we present
our entry for Task-A and Task-C. We explored a
new approach to solve For Task-A. We trained

BioMedLM 2 on the dataset of Task-A and de-
signed prompts for different section headers. For
Task-c, we explored the potential for creating scal-
able methods that promote autonomous coopera-
tion among communicative agents in medical set-
tings. We construct a doctor-patient loop to gen-
erate high-quality clinical dialogue. Our paper’s
contributions can be summarized as follows:

1) We propose innovative approaches to foster
autonomous cooperation among communica-
tive agents in medical settings, highlighting
their cognitive processes and collaborative ca-
pabilities.

2) We concentrate on the generation and uti-
lization of continuous doctor-patient dialogue
datasets, which serve as valuable resources for
developing AI systems that can better under-
stand and address context-sensitive inquiries
in healthcare communication.

3) We finetuned BioMedLM on a collection of
data sources to obtain the FLAN-BioMedLM
model and then finetuned this model on the
Task-A dataset on the classification task. It
achieved good performance in the task of sec-
tion header classification and was used to as-
sist ChatGPT in generating clinical notes.

2 Related Work

The MEDIQA-Chat 2023 tasks 3 (Abacha et al.,
2023a; Ben Abacha et al., 2023; Ben Abacha
et al., 2023; Yim et al., 2023) focused on both Di-
alogue2Note Summarization and Note2Dialogue
Generation tasks. The researchers constructed a
novel dataset comprising 1,700 doctor-patient con-
versations (16k turns and 18k sentences) and their
summarized clinical notes (6k sentences). They
also proposed an investigation of standard evalua-
tion metrics, domain-specific metrics, and expert
judgments for the task, including the calculation of
the correlation between the automatic and manual
scores for the evaluation of the generated clinical
notes. In this paper, we use a cooperative agent
framework to generate the conversation data sets.

For the section header and content classifica-
tion (Task-A), the SOAP (Subjective, Objective,
Assessment, and Plan) structure is commonly used

2https://github.com/stanford-crfm/BioMedLM
3https://sites.google.com/view/mediqa2023
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by providers (Podder et al., 2021). The Subjec-
tive section is a detailed report of the patient’s cur-
rent conditions, such as source, onset, and duration
of symptoms, mainly based on the patient’s self-
report. This section usually includes a history of
present illness and symptoms, current medications,
and allergies. The Objective section documents
the results of physical exam findings, laboratory
data, vital signs, and descriptions of imaging re-
sults. The Assessment section typically contains
medical diagnoses and reasons that lead to medical
diagnoses. The assessment is typically based on
the content from the subjective and objective sec-
tions. The Plan section addresses treatment plans
based on the assessment. Previous work focused
on identifying these four general SOAP sections
(Kwon et al., 2022a). In this paper, we focused on
predicting the specific subsections.

For the Dialogue2Note Summarization task
(Task-A&B), there are many solutions already in
the industry (Krishna et al., 2021; Song et al., 2020;
Yim and Yetisgen-Yildiz, 2021; Krishna et al.,
2021; Schloss and Konam, 2020). This process gen-
erally follows a similar pipeline. Clinical conver-
sations are initially recorded and then transcribed.
Subsequently, the utterances are classified into var-
ious medical sections, and clusters of utterances
containing medically relevant information for each
section are predicted from the transcript. Finally,
a section-conditioned summarization model is em-
ployed to generate concise summaries for each clus-
ter of utterances associated with their respective
sections. However, the size of their private training
data is larger than the training data of this com-
petition. Thus, we applied LLM for this competi-
tion. Instruction finetuning helps LLM generalize
into unseen tasks where training data is limited
(Longpre et al., 2023). For example, an instruction-
finetuned 11B-param model outperforms the 60B-
param model without instruction-finetuning in the
BIG-Bench dataset (Chung et al., 2022). Thus, we
instructed finetuned BioMedLM model for Task-A
Dialogue2Note Summarization task.

For the Note2Dialogue Generation task (Task-
C), MEDIQA-Chat 2023 treats it as a data aug-
mentation task. Recent investigations into utiliz-
ing LLMs for data augmentation have produced
notable results. Li et al. (2023) explored the pos-
sibility of using LLMs to generate training data
for tasks such as code summarization, code trans-
lation, and code generation. In a similar vein, Dai

et al. (2023) suggested employing LLMs to tackle
low-resource scenario model training by augment-
ing data to enhance performance. Moreover, Gi-
lardi et al. (2023) and Ding et al. (2022) studied
the effectiveness and accuracy of LLMs for data
annotation, respectively, achieving promising out-
comes even when compared with Crowd-Workers.
Bonifacio et al. (2022) utilized LLMs to create pos-
itive sample pairs for training downstream models.
At the same time, Zhou et al. (2022) focused on
generating appropriate prompts with LLMs to im-
prove performance further. Lastly, Dai et al. (2022)
mainly targeted few-shot retrieval tasks, combining
LLMs with a limited number of samples to produce
additional training data for retrieval models. In the
biomedical field, Tang et al. (2023) investigated the
potential of LLMs in clinical text mining and in-
troduced a novel training paradigm to address sub-
optimal performance and privacy concerns. Liao
et al. (2023) examined responsible and ethical Ar-
tificial Intelligence Generated Content (AIGC) in
medicine, analyzing differences between human-
authored and LLM-generated medical texts and
developing machine learning workflows for effi-
cient detection and differentiation. In this paper,
we explored our cooperative agent framework’s
performance in Task-C.

3 Methods

3.1 MEDIQA-Chat Tasks
The competition proposed two new shared tasks,
namely Dialogue2Note and Note2Dialogue, which
aim to facilitate clinical note creation through the
summarization of medical conversations and the
generation of synthetic doctor-patient dialogues for
data augmentation purposes, respectively.

1) Dialogue2Note Summarization: This task en-
tails generating a clinical note that succinctly
summarizes a conversation between a doctor
and a patient. The resulting clinical note may
contain one or multiple sections, such as As-
sessment, Past Medical History, and Past Sur-
gical History. Task-A focuses on generating
specific note sections from the doctor-patient
conversation: first, predicting the section head-
ing and then generating the content of the spe-
cific section.

2) Note2Dialogue Generation: This task in-
volves creating a synthetic doctor-patient con-
versation based on the information provided
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Domain Dataset Reference

Medical

MeQSum (Ben Abacha and Demner-Fushman, 2019)
Primock57 (Papadopoulos Korfiatis et al., 2022)

EmrQA (Pampari et al., 2018)
DiSCQ (Lehman et al., 2022)

MEDIQA-AnS (Savery et al., 2020)
Pubmed-ccdv (Cohan et al., 2018)

Medal (Wen et al., 2020)
Diagnoise-me (Zeng et al., 2020a)

Medmcqa (Pal et al., 2022)
Ebm_pico (Nye et al., 2018)
Pubhealth (Kotonya and Toni, 2020)

Pmc_patients (Zhao et al., 2022)

General

Multiwoz (Zang et al., 2020)
Taskmasters (Byrne et al., 2019)

Dart (Nan et al., 2021)
WebNLG (Shimorina and Gardent, 2018)

Table 1: Datasets used to train FLAN-BioMedLM

in a full clinical note. Participants are required
to generate a dialogue that effectively captures
the context and content of the original clini-
cal note, thereby contributing to relevant data
creation and augmentation.

These shared tasks, as presented at the ACL con-
ference, are expected to significantly contribute
to the development of cutting-edge methodologies
and techniques in the realm of automatic clinical
note generation, ultimately improving the overall
efficiency and quality of healthcare documentation.

3.2 Conversation to Clinical Note

Similar to the general training pipeline of FLAN,
we first instruction-finetuned BioMedLM (2.7 bil-
lion parameters model pre-trained on PubMed ar-
ticles) on a collection of data sources to obtain
the FLAN-BioMedLM model and then finetuned
this model on Task-A dataset. Our approach dif-
fered from FLAN in the specific model and the
data collection tailored for Task-A. Since this is
a medical-domain conversation task, we selected
related data sources including 12 medical-domain
generation datasets and 4 general-domain conver-
sation/controlled generation datasets as shown in
table 1. Medical-domain generation tasks include
long-form question answering between doctors
and patients, squad-like question answering from
medical notes, medical notes summarization, re-
search article summarization, and abbreviation dis-
ambiguation. This task collection contains 110
prompt templates and 400 million tokens.

We then finetuned FLAN-BioMedLM on Task-
A. Specifically, we built a pipeline to classify sec-
tion heading first, and then used this heading to gen-
erate section content. When the generated heading
string did not match to the ground truth class name,
we used fuzzy string matching to find its nearest
valid header. We finetuned FLAN-BioMedLM on
these two subtasks separately. Our prompts are
shown in table 2.

We also explored this task using ChatGPT. We
found that ChatGPT has a lower accuracy in classi-
fying section headings, and its performance in gen-
erating notes is highly dependent on the given ex-
amples. Therefore, we first use FLAN-BioMedLM
for headings classification and then provide Chat-
GPT with corresponding examples based on the
section headings.

3.3 Clinical Note to Conversation
3.3.1 Segmentation
In MEDIQA-Chat Task-C, the training set con-
sists of comprehensive and extensive clinical notes.
There are 20 validation samples and 40 test sam-
ples. We try to apply GPT3.5-turbo to generate
the dialogue. However, due to the maximum token
limitation imposed by the GPT3.5-turbo API, it is
infeasible to input the entire dialogue when provid-
ing a prompt. Consequently, we dissect the clinical
note into several section headings as shown in the
heading subtask of Table 2. For each section head-
ing, we leverage the dataset from Task-A to con-
struct a prompt that assists the model in generating
a dialogue segment. Ultimately, the conversation
fragments corresponding to different section head-
ings are concatenated to form a complete dialogue.

3.3.2 Doctor-Patient Loop
Language models often lack sufficient medical
knowledge to help them accomplish the target
tasks (Sung et al., 2021; Yao et al., 2022a,b). So
we employed the MedSpaCy library to extract rel-
evant CUI codes from clinical notes, aiming to
guide subsequent conversations around these key
terms. Such a checklist can help our pipeline im-
prove factuality (Tang et al., 2022; Abacha et al.,
2023b; Chang et al., 2023), and can be changed
very flexibly for other purposes, like information
retrieval (Khattab et al., 2022), entity linking (Yao
et al., 2020), medical jargon extraction (Kwon et al.,
2022b), causulity (Yuan et al., 2023), and rules
or knowledge injection (Fei et al., 2021; Yao and
Yu, 2021; Yao et al., 2023). Upon extraction, we
initiated a doctor-patient loop involving multiple
rounds of dialogue to generate comprehensive con-
versations. In each round, one ChatGPT instance
played the role of a doctor while the other acted as
a patient. The doctor, incorporating the case details
and identified keywords, would select and focus on
up to four key terms to pose questions to the pa-
tient. The ChatGPT representing the patient would
then respond to the inquiries based on the clinical
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Heading subtask

Dialogue: dialogue.
Given the dialogue above, select a section of the medical note from
the options below.
Options: history of present illness; review of systems; past medical history;
medications; chief complaint; past surgical history; disposition;
diagnosis; emergency department course; plan; labs; assessment;
allergy; gynecologic history; exam; other history; procedures; imaging;
immunizations; family history social history.

Content subtask Dialogue: dialogue.
Generate section heading of the medical note from dialogue.

Table 2: FLAN-BioMedLM prompt template for Task-A, where colored words will be replaced with actual content.

Model R-1 R-2 R-L R-L-Sum bertscore_f1 bleurt
FLAN-BioMedLM 0.3283 0.1351 0.2743 0.2743 0.6699 0.4757

ChatGPT 0.3828 0.1828 0.3158 0.3166 0.7015 0.5405

Table 3: Synthetic data quality evaluation on Task-A.

notes. In each dialogue round, the conversation
history from previous rounds was incorporated as
a prompt input to ensure context continuity and
coherence throughout the interaction, finally com-
pleting a loop in the process. Furthermore, we also
construct a factuality-checking module to ensure
the comprehensiveness of our conversation. We
employed a ChatGPT-based approach to monitor-
ing whether the dialogue encompasses all essential
information.

3.4 Evaluation
All methods are evaluated with Rouge-1, Rouge-2,
Rouge-L, Rouge-Lsum (Lin, 2004) on both Task-A
and Task-C. For Task-A, we also apply BERTScore-
F1 (Zhang et al., 2019) and BLEURT (Sellam et al.,
2020) to test our result. For Task-C, we also use
BLEU score (Post, 2018). For Task-C, to measure
the generated text including all the important infor-
mation such as symptoms or medication from the
clinical domain, we used another metric named
Concept-Recall, which evaluates the overlap of
clinical keywords present in the two texts. We
first extracted all Unified Medical Language Sys-
tem (UMLS) (Bodenreider, 2004) entities from text
using MedSpaCy (Eyre et al., 2021). We further
refined this list of entities by selecting only those
that were clinically important. Specifically, we in-
cluded entities whose semantic groups are diseases,
drugs, devices, and procedures as defined in (Bo-
denreider and McCray, 2003), and exclude other
semantic types such as fish, bird, and other concep-
tual entities. Finally, we calculated the overlap of
entities from generated text and reference text by

recall scores. We also evaluated the text diversity
in Task-C. Zhu et al. (2018) proposed a benchmark-
ing platform for text generation models that is fully
open-sourced. We followed their work and eval-
uated the diversity of the generated conversation
based on their proposed Self-BLEU score.

4 Experiment

In this section, we discuss our proposed methods’
performance on MEDIQA-Chat 2023 Task-A and
Task-C. All the detailed experiment settings can be
found on our GitHub.

4.1 Task-A

We compared FLAN-BioMedLM and ChatGPT in
the two subtasks. In the heading classification task,
FLAN-BioMedLM achieved an accuracy of 0.705,
and ChatGPT scored an accuracy of 0.355. How-
ever, ChatGPT outperformed FLAN-BioMedLM
in the content generation task, as shown in Table
3.

4.2 Task-C

As of the end of the competition, the results of
our method in the competition ROUGE family are
shown in Table 4. After the end of the competition,
we further did follow-up prompt engineering and
saw a significant improvement in the results. In
this and the next section, our discussions are all
based on new results. In order to be fair, we can’t
compare the new results with other teams in the
competition, so our baseline is mainly ChatGPT
and GPT4.
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R-1 R-2 R-L R-L-Sum C-R BLEU SBLEU ↓ Len
MEDIQA-CHAT-2023-RESULTS Task-C

1. Cadence 54.36 23.81 20.64 47.45 - - - -
2. UMass_BioNLP 42.36 11.96 15.96 40.46 - - - -
3. NUSIDS 40.63 14.18 17.24 39.45 - - - -

Additional Experiments and Results (done after competition)
ChatGPT-short 48.31 17.43 19.33 50.74 35.42 4.00 0.018 46.5
GPT-4-short 53.16 19.49 23.10 50.39 44.95 6.13 0.016 42.0
Ours-short 54.18 17.43 19.33 50.74 47.19 6.62 0.013 45.1
ChatGPT-long 48.56 16.74 22.41 46.36 35.75 4.93 0.017 62.8
GPT-4-long 53.29 20.20 24.06 50.81 45.69 5.92 0.019 58.1
Ours-long 56.48 19.74 20.03 53.41 51.23 6.12 0.017 62.5

Table 4: Synthetic data quality evaluation on MEDIQA-Chat using auto-metrics.

In our study, we found that ChatGPT and GPT-4
are highly sensitive to the choice of the prompt.
To achieve optimal performance, we experimented
with various prompts and categorized them into
two groups: one for generating short-length con-
versations with an average length of around 40
utterances and the other for generating long conver-
sations exceeding 50 utterances. We also observed
that the length of the conversation has a significant
impact on the Rouge score and concept score, as
shown in the table 4.

Due to the API’s maximum token limit, Chat-
GPT and our method (based on ChatGPT) could
not generate long conversations. We found that the
length of the conversation has a significant impact
on the score, and scores tend to improve when the
conversation length approaches that of human con-
versations. Therefore, we optimized the combined
prompt to only concatenate the next conversation
segment with the one generated from the previous
topic. This allowed us to generate longer conversa-
tions within the maximum token limit. As a result,
our Rouge total scores have further improved.

In addition, we found that ChatGPT and GPT-4
are suitable for generating conversations of mod-
erate length. When we forced them to generate
very long conversations, GPT4 will generate highly
repetitive sentences and diverge significantly from
real conversations. ChatGPT will divide long ut-
terances into several short utterances. Hence, both
ChatGPT and GPT-4 struggle to cover all the es-
sential information even if we force them to gen-
erate longer conversations, and their concept re-
call scores were lower than our model’s. Even in
their longer versions of conversations, the amount
of information covered was less than that of our
shorter version because in the experiment result our

shorter version model’s concept is 47.19 indicating
that our model can include most information and
the Self-BLEU score is 0.013 which demonstrate
the diversity of our model. For the longer version,
our model sacrificed a small amount of diversity
but gained a significant improvement in concept
recall (51.23) and Rouge score. Therefore, the ex-
periment result can demonstrate that segmentation
can guide ChatGPT to cover all the essential medi-
cal information. In the segmentation module, we
provide separate prompts for each different section
header to guide the model’s attention to the corre-
sponding important information. Furthermore, the
doctor-patient loop can make the generated conver-
sations more logical, and the maximum turn setting
ensures that the model covers all the key phrases.

4.3 Case Study

In this section, we provide examples of conversa-
tions in Table 7 generated by our model and some
prompts (Table 5) to demonstrate that our approach
can produce more human-like conversations. Our
system mainly consists of the following prompts:

Doctor Prompt is utilized to instruct the model
to assume the role of a physician, asking logically
coherent questions based on the patient’s clinical
note and previous dialogue for the purpose of gen-
erating dialogue datasets.

Patient Prompt is designed to guide the model
to play the role of a patient, answering the doctor’s
questions based on their own medical history. We
set the patient’s level of education to be low to en-
sure that ChatGPT’s language style is more similar
to that of an actual patient in daily conversation.

465



Doctor Prompt
Clinical Note: Note

Please role-play as a doctor and further ask a question based
on the above dialogue to follow up the history conversation.
The treatment plan, medication, and dosage you give to the
patient must also be consistent with the clinical note. Your
question should be around these keywords, and you cannot
modify these keywords or use synonyms.

Key Words:key1, key2, ...

Patient Prompt
Clinical Note: Note

Please act as a patient and answer my question or follow
up on the conversation. Your answer must be consistent
with the clinical note and cannot include information that
is not in the clinical note. Your responses should be more
colloquial.

Polish Prompt
Please rewrite all the conversations based on the notes to
become fluence and more colloquial, like a normal conver-
sation between the doctor and patient based on the clinical
notes. Now you should rewrite the following conversations,
and your conversation should include all the information
and all the keywords. The keywords must be used directly
instead of using synonyms when using them in the conver-
sation

Key Words: key1, key2, ...

The conversation:" Conversation

Clinical Note: Note

The conversation between the doctor and the patient should
involve multiple rounds, with each question and answer
being relatively short. You should try to ensure that the
dialogue is smooth.

Hallucination Prompt
Check whether the information of the conversation is con-
sistent with the clinical note. If there is some information
that you cannot find on the clinical note, please eliminate it.
You also should delete the duplicate part. The conversation
should include all the key words:key1, key2, ...

Clinical Note: Note

Conversation: Note

Postediting Prompt
The above two paragraphs were extracted from a complete
conversation. Please concatenate the two dialogues together.
It means that your generation should include all the in-
formation such as the dosage of the medication which is
mentioned in the clinical note. You should try to ensure that
the dialogue is smooth. The conversation must include these
key words:key1, key2, ... and you should also eliminate the
repeat parts.

History Conversation: Conversation 1

Generated Conversation: Conversation 2

Table 5: Prompts for Task-C.

Polish Prompt is utilized to modify previously
generated conversations, enhancing their coherence
and naturalness to resemble real-life conversations
between doctors and patients. It also ensures that
no important information is omitted during the con-
versation.

Hallucination Prompt is used to remove infor-
mation generated by the model that is inconsistent
with the clinical note. This ensures that the content
generated by the model is more aligned with the
clinical note.

Postediting Prompt is utilized to merge conver-
sations from two different sections into a single
smooth dialogue, ensuring that the conversation
occurs at the same time and place.

By comparing our model to the conversations
generated by GPT-4 (Table 8), we observed that
our generated conversations are more logical and
resemble human-to-human conversations more
closely. For instance, in the GPT-4 generated con-
versation, the doctor did not ask any questions re-
garding symptoms such as fevers, chills, dizziness,
nausea, vomiting, or diarrhea, as highlighted in the
red utterance, but the patient answered that they did
not have those symptoms. Regarding the conversa-
tions generated by ChatGPT (Table 6), we observed
that the sentence structure of the questions posed
by the doctor was highly uniform and the patient re-
sponses were quite mechanical, failing to resemble
human-to-human conversations. Although GPT-4
somewhat addresses this issue, it still exhibits simi-
lar limitations. By contrast, our proposed method
generates non-repetitive questions and replies, re-
sulting in a more realistic dialogue dataset.

5 Conclusion

In conclusion, our work proposes innovative ap-
proaches to promote autonomous cooperation
among communicative agents in medical settings
to generate the doctor-patient dialogue datasets as
valuable resources for developing AI systems that
can better understand and address context-sensitive
inquiries in healthcare communication. To validate
the quality of our generated datasets, we establish a
hybrid evaluation system consists of Rouge scores,
concept recall, Sarebleurt and Self-bleurt. We
use our evaluation system to compare our model
with GPT4 and ChatGPT. We demonstrate that our
method contributes to advancing the development
of AI systems in healthcare communication and
paves the way for more effective doctor-patient
interactions.

6 Limitation

Although our method delivers optimal results, it
doesn’t comply with data protection regulations
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ChatGPT
Doctor: Good morning, Brian. How have you been feeling lately?

Patient: I have been feeling out of sorts lately, not sure if it is due to the change in seasons
or due to performing lots of projects and some construction on my home.

Doctor: That sounds exhausting. Have you been experiencing any symptoms?

Patient: Yes, I have been feeling fatigued and lightheaded for about five weeks now.

Doctor: Have you noticed any shortness of breath or chest discomfort while exerting
energy?

Patient: Yes, I have experienced some shortness of breath and chest cramps.

Doctor: Have you been coughing lately?

Patient: Yes, I have a slight cough, but I am not sure if it’s due to the change in seasons.

Doctor: How has your diet been lately?

Patient: My diet has been a little bit of a struggle. We have been eating less healthy food
due to the construction work in the kitchen.

Doctor: How have you been doing with your salt intake?

Patient: I have been pretty good with my salt intake.

Doctor: How has your heart failure been? Patient: I have been pretty good with my diet
since last year and have been staying on top of that as much as possible. I have continued
to utilize Lasix daily.

Doctor: How has your hypertension been?

Patient: It has been well controlled with lisinopril 20 mg a day. I have been monitoring
my blood pressure regularly.

...

Table 6: ChatGPT data sample for Task-C.

like HIPAA, even though Azure offers a HIPAA-
compliant option. From a privacy standpoint, de-
ploying a local model such as LED might be prefer-
able, but our findings indicate that further work
is needed for this method to achieve satisfactory
performance. Regardless, when creating auto-
mated conversation-generation systems, healthcare
providers and developers must ensure that the entire
system—including text-to-dialogue, data transmis-
sion and storage, and model inference—complies
with privacy and security standards to maintain
trust and avoid privacy breaches in clinical environ-
ments. Hence, developing an automated conversa-
tion generation system from clinical note entails
several ethical considerations.

Firstly, obtaining informed consent is vital: pa-
tients should be informed about their recordings,
and data ownership must be emphasized. Equitable
access is also crucial; the system must accommo-
date patients from various backgrounds, including
those with disabilities, limited technical literacy,
or language barriers. Lastly, continuous evalua-
tions are required to ensure that the system’s per-
formance does not deteriorate and adversely affect
the quality of care.

Our:
Doctor: Good morning, Brian. How are you feeling today?

Patient: Good morning, Doctor. I’m feeling a little out of sorts lately. I’m not sure if it’s
because of the change in seasons or because I’ve been doing a lot of projects around the
house.

Patient: Sure. I’ve been feeling fatigued and lightheaded for about five weeks now. And
when I’m active, I’ve been experiencing some shortness of breath and chest cramps. I’ve
also had a slight cough, but I’m not sure if it’s just because of the change in seasons.

Doctor: Have you noticed any bloating or changes in your diet?

Patient: Yeah, I’ve been feeling bloated every once in a while. And my diet has been a
little bit of a struggle because we’ve had construction going on in our kitchen, so we’ve
been eating less healthy food.

Doctor: Okay, let’s talk about your medical history. You have a history of congestive heart
failure, correct?

Patient: Yes, that’s correct.

Doctor: And how have you been managing that?

Patient: I’ve been pretty good with my salt intake, and I’ve been keeping up with my diet
since the last year. And I’ve been taking Lasix daily.

Doctor: Okay, good to know that. And what about your hypertension?

Patient: That’s been well controlled with lisinopril 20 mg a day. I’ve been monitoring my
blood pressure regularly.

Doctor: Great. Did you experience any other symptoms that you haven’t mentioned yet,
such as swelling in the lower extremities, fever, chills, dizziness, nausea, vomiting, weight
gain, or diarrhea?

Patient: No, I didn’t.

Doctor: Okay, thanks for letting me know. Based on what you’ve told me, I’m going to
order some tests, and we’ll follow up after those come back. In the meantime, try to get
some rest and eat healthier if possible.

Patient: Alright, thank you.

...

Table 7: Our pipeline sample for Task-C.

GPT4
Doctor: Good morning, Mr. White. How have you been feeling since your last visit?

Patient: Good morning, doctor. I’ve been feeling a bit out of sorts lately. I’m not sure if it’s
due to the change in seasons or because I’ve been doing a lot of projects and construction
on my home. Doctor: Can you be more specific about how you’ve been feeling?

Patient: Sure, I’ve been experiencing fatigue and lightheadedness for about 5 weeks now.
When I exert energy, I sometimes get short of breath and have chest cramps.

Doctor: That’s concerning. Have you noticed any other symptoms, like a cough or fever?

Patient: I’ve had a slight cough, but I’m not sure if it’s just the change in seasons. No
fever though.

Doctor: Have you experienced any changes in your diet or eating habits recently?

Patient: Yes, actually. We started doing construction on our kitchen over Labor Day
weekend, and since then we’ve been eating less healthy food.

Doctor: And how have you been managing your heart failure and hypertension? Have you
been monitoring your salt intake and taking your medications regularly?

Patient: I’ve been pretty good with my salt intake and have been watching my diet for the
past year. I take Lasix daily for my heart failure, and my hypertension is controlled with
lisinopril 20 mg a day. I monitor my blood pressure regularly.

Doctor: That’s good to hear. You mentioned earlier that you filled out a review of the
systems sheet when you checked in. Did you experience any weight gain, swelling in the
lower extremities, or other symptoms?

Patient: No, I didn’t experience any weight gain or swelling in my lower extremities.
Also, no fevers, chills, dizziness, nausea, vomiting, or diarrhea.

Doctor: Alright, let’s move on to the physical examination. I’m going to check your neck
for any jugular venous distention.

Patient: Sure, go ahead.

...

Table 8: GPT4 data sample for Task-C.
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Abstract

In recent years, we have seen many Trans-
former based models being created to address
Dialog Summarization problem. While there
has been a lot of work on understanding how
these models stack against each other in sum-
marizing regular conversations such as the ones
found in DialogSum dataset, there haven’t been
many analysis of these models on Clinical Dia-
log Summarization. In this article, we describe
our solution to MEDIQA-Chat 2023 Shared
Tasks as part of ACL-ClinicalNLP 2023 work-
shop which benchmarks some of the popu-
lar Transformer Architectures such as BioBart,
Flan-T5, DialogLED, and OpenAI GPT3 on the
problem of Clinical Dialog Summarization. We
analyse their performance on two tasks - sum-
marizing short conversations and long conver-
sations. In addition to this, we also benchmark
two popular summarization ensemble methods
and report their performance.

1 Introduction

It is essential to summarise the conversation be-
tween a doctor and a patient or another doctor to
maintain records for compliance, training and eval-
uation. However this process, at the moment, is
done manually which is time consuming and ex-
pensive. This paper presents the experimental re-
sults of our explorations with state-of-the-art deep-
learning techniques to summarise such conversa-
tions to accomplish both SubTask A (Ben Abacha
et al., 2023b) and B (wai Yim et al., 2023) of Di-
alogue2Note Summarization task from MEDIQA-
Chat 2023 (Ben Abacha et al., 2023a). The solution
of SubTask B presented in this paper was ranked
fifth among all the submissions for SubTask B. The
source code for the submission can be found in
GitHub1.

The paper uses Transformer based models for
both assigning conversations into a pre-defined set

1https://github.com/suri-kunal/
acl-medi-chat-summarization

of clinical notes sections and summarization of
conversations. Through this work, the paper also
compares the performance of Transformer based
models for summarization tasks. This paper bench-
marks performance of several Transformer based
model for summarization task on medical conversa-
tion documents. In addition to this comparison,
we also evaluate performance of two ensemble
techniques namely (Kobayashi, 2018) and (Chen
et al., 2021). Our simulations show that finetun-
ing of Transformer-based models works as well
as in-context prompt-based finetuning of OpenAI
GPT3 which has usage-based costs and the risk
of compromising your internal data to an external
organization.

This paper is organized as follows. Section 3
presents a brief overview of the Dialogue2Note
Summarization task, including the labeled data
available and the evaluation metrics. Then the pa-
per describes current state-of-the-art for clinical
note summarization in Section 2 that this paper
build upon. This is followed by the description
of the approach used to solve the SubTask A of
Dialogue2Note Summarization task in Section 4
and SubTask B in Section 5. Then the results of
our solutions for Dialogue2Note Summarization
tasks are presented. Finally, the paper ends with
a conclusion on the work. The paper includes an
appendix containing exploratory data analysis and
material that will help to better understand the so-
lution presented in the paper.

2 Related Work

In (Zhang et al., 2021) the authors have used both
a single-stage and a two-stage approach for sum-
marization. In the single-stage approach, the au-
thors have truncated the input sentence length to
match the BART transformer model input length
constraints. In the multi-stage approach, the au-
thors summarize the input conversation and then
pass these summaries through a secondary model to
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generate the final summary. The authors have only
focused on summarizing the History of Present Ill-
ness (HPI) section. The current work presented in
this paper extends it beyond one section. It uses
a two-step approach to generate the summary but
does not focus on any special processing of the data
in each section to generate the summaries.

In (Krishna et al., 2021) the authors combine ex-
tractive and abstractive summarization. They have
presented a wide range of algorithms. Cluster2Sent,
the most elaborate among these algorithms, first
identifies the noteworthy utterances in each section
and then clusters them before sending them to a
summarization model. The present work presented
in this paper is similar to this approach in that it
does a Section level summarization. The current
work depends on the power of more powerful mod-
els to summarise instead of processing the text in
the Sections.

In (Chintagunta et al., 2021), the authors use
GPT3 for medical summarization to achieve sum-
maries that match human annotator-generated sum-
maries using 30x lesser data. The authors generate
k-candidate summaries for an input dialogue in this
work. For each candidate summary generation, the
authors sample N random examples from a small
labelled data set. The examples, along with the in-
put dialogue, are sent to GPT3 for summarization.
In this work, the authors select N examples for each
Section. The authors have yet to identify the medi-
cal terms in the generated summary to measure its
effectiveness, which could be future work.

3 Dialogue2Note Summarization Task
Description

This Section provides a high-level overview of
the Dialogue2Note Summarization task (includ-
ing both SubTask A and B) from MEDIQA-Chat
20232. The Section starts with a description of
the SubTask task goals, followed by basic counts
of the available labelled data. The metric used to
evaluate this task is arithmetic mean of ROUGE-1
(Lin, 2004), Bertscore F1 (Zhang et al., 2019), and
BLEURT (Sellam et al., 2020).

3.1 Task Definition

Given a short conversation between a Doctor and
a patient or another Doctor (Dialogue), the goal
of SubTask A is to create a system that automat-

2https://sites.google.com/view/
mediqa2023/clinicalnlp-mediqa-chat-2023

ically predicts the Section to which the conver-
sation belongs to which is denoted by Section
Header. There are twenty Sections Headers in
this dataset. Some examples of Section Headers
are FAM/SOCHX, GENHX, PASTMEDICALHX,
CC. All of these Section Headers and their descrip-
tions (Section Description) can be found in Table
A2. Another part of this SubTask is to generate a
summary which matches the human generated sum-
mary (Section Text) as closely as possible while
optimizing the metric for evaluation.

The aim of SubTask B is to summarize a given
Doctor-Patient conversation (Dialogue) in a way
that the generated summary matches the clinical
note written by the physician (Note) as closely as
possible. Unlike SubTask A, this task is a lot harder
to solve because average length of a conversation
is significantly longer than the dialogue of SubTask
A. Please refer to Figure A1 for data distribution
of SubTask A and Figure A2 for Dialogue data of
SubTask B to understand the difference in distribu-
tion. A clinical note consists of the following high
level sections called First Level Sections in this pa-
per - Subjective, Objective Exam, Objective Result,
Assessment and Plan. A clinical note comprises
of several Section Headers each of which can be
allocated to one of the First Level sections. Given
a conversation between a Doctor and a patient, we
create a system that automatically generates com-
plete clinical note with all necessary First Level
Sections.

3.2 Labelled Data

In this paper we have used the labelled data pro-
vided by MEDIQA-Chat 2023 organizers for train-
ing the models. A sample data point from the la-
belled data set for SubTask A can be found in Table
A1. An example of a Doctor-Patient Conversation
and corresponding Clinical Notes generated by a
human from the labelled data set for SubTask B
is also shown in Figure A2. The official data con-
sists of a training and validation split. For SubTask
A, the training data contains 1201 and validation
data contains 180 <dialogue, section-text, section-
header> triplets. For SubTask B, the training data
contains 67 and validation data contains 20 <dia-
logue, note> pairs.

4 SubTask A Methodology

Given a short conversation between a doctor and a
patient, the goal of SubTask A is to predict its Sec-
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Figure 1: SubTask A - Overall Architecture

tion Header and summarize it while ensuring that
the generated summary is as fluent and as close
to Section Text as possible. This Section starts
with a description of the approach used to predict
the Section Header. This is followed by a descrip-
tion of the methodology used to summarize the
conversation. For Dialogue Summarization, we
have fine-tuned Transformer-based large language
models. We have done an in-context fine-tuning
of OpenAI GPT3 (Brown et al., 2020) and have
fine-tuned four popular Transformer Sequence-to-
Sequence (Seq2Seq) models. The Section describes
the processed labelled data used for fine-tuning the
Transformer based models, followed by the actual
training steps. Then this Section looks at the steps
used to generate the summary from the decoder.
Finally, we discuss the two approaches used for en-
sembling the output of the four Transformer based
models.

We achieved success using Bio-ClinicalBERT
(Alsentzer et al., 2019) for classification in the
healthcare domain and hence have fine-tuned this
model for the classification of Dialogue to a Sec-
tion Header in SubTask A. Since the target variable
is highly imbalanced (see Figure A1a), we use Fo-
cal Loss (Lin et al., 2017) so that the algorithm
focuses more on classes with fewer samples. We
limit the number of input tokens to 300 tokens be-
cause that is the length of majority of dialogues, as
shown in Figure A1. As the number of data sam-
ples available for training and validation is less, we
use a 5 Fold Cross Validation approach for mod-
elling purposes to ensure that we can capture all

the information in the data. The hyper-parameters
used for training and performance for all folds can
be found in Table A3. During inference, we pass
a given Dialogue through all five models, take an
average of the logits for all the classes and output
the class with the highest logit score.

We fine-tune Seq2Seq models using the labelled
data (Dialogue,Section Text) for SubTask A as the
(Input,Output) pair. Section Text is a part of the
labelled data and is a human subject matter expert-
created summary of Dialogue. As a pre-processing
step, we replace all new line characters with whites-
paces. The Dialogue is concatenated with the sec-
tion description of its Section Header with the SEP
token of the Seq2Seq architecture. While training,
we use the actual section description for the actual
Section Header and at inference, we use the section
description corresponding to the predicted Section
Header for the given Dialogue. No changes are
made to Section Text.

We use a 5-fold cross validation scheme and
fine-tune four Seq2Seq models - BioBart (Yuan
et al., 2022), Flan-T5-Large (Chung et al., 2022),
DialogLED-Base, and DialogLED-Large (Zhong
et al., 2022) on each of the folds. Here we need to
select the number of input tokens for encoder and
decoder. For encoder we have selected token length
of 512 tokens and for decoder we have selected to-
ken length of 400 tokens. All the hyper-parameters
used to train each of the above architecture can be
found in Table A4. To select the best model, we
use early-stopping based on Validation Negative
Log Loss (Yao et al., 2007). The out-of-fold results
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can be found in Table A6. The distribution of to-
kens for Dialogue and Section Text can be found
in Figure A1b and Figure A1c respectively.

To generate summaries that match the human
generated summaries, we need a way to control
the summary generated by the decoder component
of a Seq2Seq model. This can be done by using
decoding strategies such as Beam Search (Graves,
2012), Top-k Sampling (Fan et al., 2018), Top-
p Sampling (Holtzman et al., 2019), Contrastive
Search (Su and Collier, 2023) etc. In this module,
we use Beam Search with TPESampler Algorithm
from Optuna3 to search for the optimal decoding
strategy trying to maximize ROUGE-1, ROUGE-
2, and BertScore rather than relying on manual
tweaking of these metrics. We use TPESampler
here because it supports multivariate optimization
and also it handles Float, Integer, and Categori-
cal values better than other algorithms present in
Optuna4. We use Optuna here due to ease of imple-
menting Hyper-parameter optimization algorithms.
We did not use BLEURT during search because it
is extremely time consuming. For this module, we
use four hyper-parameters for Beam Search - Early
Stopping, Number of Beams, No Repeat N-gram
Size, Length Penalty. The search space of each of
these variables can be found in the Table 1.

Variable Data Type Range
Early Stopping Categorical [True,False]
Num_Beams Integer 5-15

No_Rep_N_Size Integer 5-15
Len_Pen Float [-2,2]

Table 1: Search Space for Beam Search Decoding.
Num_Beams : Number of Beams, No_Rep_N_Size
: No Repeat Ngram Size, Len_Pen : Length Penalty.

The approach used for in-context finetuning us-
ing OpenAI GPT3 is as follows: For every dia-
log in the test set, we predict and store the Sec-
tion Header. We, then, randomly pick 3 Dialog-
Summary-Section Header triplet from the entire
(Training + Validation) dataset with the same
Section Header. We use these triplets to create
three summaries. These three summaries are then
merged together to get the final summary. The con-
figuration used for this task can be found in the

3https://optuna.readthedocs.io/en/
stable/reference/samplers/generated/
optuna.samplers.TPESampler.html

4https://optuna.readthedocs.io/en/
stable/reference/samplers/index.html

appendix in Table A5 and its result on the test set
can be found in Table 3 against Run 3.

In this paper We have used following approaches
for ensembling:

• Generating Best Summary by semantic sim-
ilarity - We use a post-ensemble method
(Kobayashi, 2018) to identify the summary
which is closest to all the generated sum-
maries. This summary is then considered to
be final summary for the given Dialogue.

• Generating Best Summary by minimizing
hallucination - The above methodology helps
us to get the summary closest to all the sum-
maries but it does not account for the faithful-
ness of the generated summary with the actual
Dialogue. To answer this question, we use the
techniques introduced in (Chen et al., 2021).
They have released a model5 which we are
using out of the box.

5 SubTask B Methodology

This Section presents an end-to-end solution to
convert an entire Doctor-Patient Conversation (Di-
alogue) to Clinical Notes as SubTask B requires.
The Section starts with a description of the super-
vised machine learning model used to predict the
Section Header to which every utterance in a con-
versation belongs. All of these Section Headers
are mapped to the First Level Sections using the
mapping in Table 2. The output clinical note will
contain these First Level Sections. The descrip-
tion of the classification model is followed by a
description of the approach used to concatenate the
utterances in a Dialogue belonging to a specific
First Level Section. This is followed by a descrip-
tion of the Transformer models used to summarise
the concatenated utterances. The results from the
Transformer models are passed through an ensem-
ble technique similar to the technique proposed
in Section 4 to select the final summary, which is
placed in the identified First Level Section in the
Clinical Note.

We train a multi-label Classifier using the Dia-
logue and Section Header data from SubTask A to
predict the Section Header to which an utterance
belongs. As the data volume is very low, we use
iterative-stratification package6 to create 5 Folds

5https://github.com/CogComp/faithful_
summarization

6https://github.com/trent-b/
iterative-stratification
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Figure 2: SubTask B - Overall Architecture

of the data and train one model for each fold -
thus capturing all information in the data. Some
of the labels have very low presence (see the dis-
tribution in Figure A1a), and hence we use Focal
Loss instead of Binary Cross Entropy Loss so that
the model can focus on labels which are harder to
classify. The base model used for fine tuning is Bio-
ClinicalBERT (Alsentzer et al., 2019) with number
of input tokens as 512. We use early stopping to se-
lect the best model using Validation Negative Log
Loss as the criteria for selecting the best model
and Precision-Recall (PR) Score to evaluate per-
formance of this model. The hyper-parameters for
all folds and PR Score for all folds for all Section
Headers can be found in Table A7 and Table A8
respectively.

We split every conversation on a new line charac-
ter (\n) to get the list of constituent utterances. Each
utterance is passed through each of the 5 Multi La-
bel Models and we create a union of all predicted
Section Headers from every model. Once every
utterance has been mapped to all possible Section
Headers, we transform the mapping so that we can
combine all the utterances that belong to same Sec-
tion Header. We ensure that utterance order should
remain intact in all the sections. We then map all
these Section Headers to their First Level Sections
using mapping in Table 2. We have kept the map-
ping exhaustive to ensure that no False Negatives
are left out. After this mapping, we merge all the
utterances together and concat them together using
whitespace character. We then split these utterances
into their respective First Level Section and use the

script provided by the organizers7 to split the Note
into these First Level Sections as well. The samples
of dataset created after this step can be seen in the
Figues A3a, A4a, A5a, and A6a. We have used the
same high-level approach as in SubTask A for Di-
alogue Summarization. We fine-tune transformer
based models, and have also used OpenAI GPT3
(Brown et al., 2020) with prompt based fine-tuning
for summary generation.

We fine tune Seq2Seq models using (Utterance,
Clinical Note Section) generated above as the (In-
put, Output) pair for every First Level Section. Be-
fore feeding the Utterance to the Encoder-Decoder
models, we concatenate it with the section de-
scription of the First Level Section that the utter-
ance belongs to, using the SEP token of the trans-
former architecture. We train two Seq2Seq models
- DialogLED-Base and DialogLED-Large (Zhong
et al., 2022) for each of the First Level Sections
for each of the folds. The distribution of tokens for
utterances of each First Level Sections and corre-
sponding part of Clinical Note can be found in the
Figures A3b, A3c, A4b, A4c, A5b, A5c, A6b, and
A6c. All the hyper-parameters used to train each of
the above architecture can also be found in Table
A9.

Apart from finetuning Transformers we have
also used OpenAI GPT3 (Brown et al., 2020) to
generate summaries using prompt engineering. For
every dialog in the test set, we pass it through Sec-
tion 5 to split the Dialogue into utterances for every

7https://github.com/abachaa/
MEDIQA-Chat-2023
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First Level Section Section Headers
Subjective CC

FAM/SOCHX
GENHX
PASTMEDICALHX
PASTSURGICAL
GYNHX
OTHER_HISTORY
ALLERGY
ROS
MEDICATIONS
IMMUNIZATIONS

Objective_Exam EXAM
IMAGING
LABS
PROCEDURES

Objective_Results IMAGING
LABS
DIAGNOSIS

Assessment_and_Plan ASSESSMENT
PLAN
DISPOSITION
PROCEDURES
LABS
MEDICATIONS
EDSOURCE

Table 2: Mapping of First Level Section to Section
Headers

First Level Section. We randomly pick 3 Dialog-
Summary Pair for every First Level Section from
the training data and truncate Dialog to 750 Tokens
and Summary to number of tokens as per the First
Level Section it belonged to. The number of tokens
for summary section of each First Level Section
can be found in Table A9. As for test dialog, we
truncate it to 1000 tokens. The reason we do this
is to adhere to the 4000 tokens length constraint of
OpenAI GPT3 API. We concat the Train Dialog
and Summary along with Test Dialog and gener-
ate a summary. This step is repeated three times.
These three summaries are then merged together to
get the final summary. We use the configuration in
Table A5 for summarization.

To select the best model, we use early-stopping
(Yao et al., 2007) using Validation Negative Log
Loss and the metrics for best model for each archi-
tecture for each fold can be found in Table A3. We
use the same search strategy for the optimal decod-
ing strategy as we did for SubTask A except for

one difference - we apply these techniques on the
summaries generated for each First Level Sections
separately. We use the same Model Ensembling
Techniques that we have used in SubTask A ex-
cept for one difference - we apply these techniques
on the summaries generated for each First Level
Sections separately.

6 SubTask A Results

This Section presents the results for SubTask A
using the approach described in Section 4. We have
made three submissions (mentioned as runs in the
result tables) for predicting Section Header and
three submissions for generating summaries from
Dialogues. All the submissions for classification
and final rankings of each of the runs can be found
in Table A12. For the summarization task, we
have also submitted results from three runs. In run
1 and run 2, we have done the finetuning of the
Transformer based models mentioned in Section 4
while run 3 presents the results of summarization
using OpenAI GPT3. The details for each run are
as follows:

1. Run 1 - Post the summary generation, we en-
semble output of all the models using Gener-
ating Best Summary by minimizing hallucina-
tion technique.

2. Run 2 - Post the summary generation, we en-
semble output of all the models using Gener-
ating Best Summary by semantic similarity.

3. Run 3 - We use the an OpenAI GPT3 based
approach described in Section 4.

The table containing our team’s standing can be
found in the Tables A12 and A13. Standings of
all the teams have been calculated by calculating
multi class accuracy for Section Header Classifi-
cation and arithmetic mean of Rouge-1, Bertscore,
BLEURT for the Dialogue summary.

The experiments show that Run1, which per-
forms the worse on the ranking, hallucinates the
most. This is counterintuitive since the goal of this
approach is to minimize hallucination. We hypoth-
esize that this could be because the model to detect
hallucination was not trained on clinical data. Run2
gives the best summaries as measured by the eval-
uation metrics but has some hallucinations. Run3
gives the results with little to no hallucinations but
has a lower score than Run2. This can happen
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because ROUGE Score always favours more ex-
tended conversations over shorter ones (Schluter,
2017). This can also be seen in Table 3 where
BertScore and BLEURT are better for Run3 than
for Run2 whereas ROUGE Score is better for Run2
than Run3. All the summaries generated by Run1,
Run2, and Run3 are available in the github reposi-
tory for the interested audience.

Run R-1 B-F1 BLEURT MS
Run 2 0.2973 0.612 0.4956 0.4683
Run 3 0.2514 0.6268 0.5015 0.4599
Run 1 0.1987 0.5703 0.4298 0.3996

Table 3: Results of runs on Test Data. R-1: ROUGE-1,
B-F1: Bertscore-F1, MS: Mean Score

6.1 Analysis of different Transformer
Architectures on the data

We analyse the performance of each Transformer
architectures i.e. BioBart-V2-Base, Flan-T5-Large,
DialogLED-Large, DialogLED-Base, and Ope-
nAI GPT3 on the given dataset. We find that
pretrained language Models such as DialogLED-
Large, DialogLED-Base have performed consis-
tently better than large language models such as
OpenAI GPT3 and Flan-T5-Large. The perfor-
mance was evaluated by calculating arithmetic
mean of ROUGE-1, ROUGE-2, and BertScore-F1.
We do not use BLEURT here as it is extremely
time consuming and based on our observations,
ROUGE-2 and BLEURT have a very strong corre-
lation. The average score across all 5 folds for each
architecture can be found in the Table A6.

7 SubTask B Results

As mentioned in Section 5, we have used a two
step process using first a multi-label classification
model to assign a conversation to a section and then
applying Transformer based models on conversa-
tions for a section. Just like in SubTask A, we have
made three submissions for generating summaries
from Conversations. For Run 1 and Run 3, we map
the utterances into first level sections, followed by
summary generation for every first level Section.
The decoding strategy for each first level section
for each model can be found in Table A10. In this
task, we tried using beam search configuration gen-
erated from Section 4 as well but this did not work
well as we were getting Out Of Memory (OOM)
errors. The summaries generated by this process is

used below.

1. Run 1 - Post the summary generation, we en-
semble output of all the models for every First
Level Section using Generating Best Sum-
mary by minimizing hallucination technique.

2. Run 2 - We use the approach of OpenAI GPT3
from Section 5. We don’t go in-depth for this
approach since we couldn’t analyse it due to
cost constraints.

3. Run 3 - Post the summary generation, we en-
semble output of all the models for every First
Level Section using Generating Best Sum-
mary by semantic similarity

Our team’s standing in the task of summarizing
full note can seen in Table A14. It has been calcu-
lated by calculating the ROUGE-1 of the full note
summary. Our team’s standing in the task of sum-
marizing complete note for all First Level Section
can be found in Table A18. It has been calculated
by calculating the arithmetic mean of arithmetic
means of Rouge-1, Bertscore, BLEURT of every
First Level Section Summary.

We have analysed the pros and cons of these
three runs. Run1 gives the best result on this task
but has some hallucinations. Run2 gives the results
with little to no hallucinations but it has a lower
score than Run1 and Run3. This can be because of
the information loss that has happened as we are
not able to consider all the tokens in the prompt.
While Run3 performs better than Run2, it still has
the most hallucination. This can be seen in Table
4.

Run ROUGE-1
Run 1 0.5311
Run 3 0.5111
Run 2 0.2759

Table 4: Results of runs on Test Data for SubTask B

7.1 Analysis of different Transformer
Architectures on the data

In SubTask B we analyse the performance of two
Transformer based models namely DialogLED-
Large, and DialogLED-Base. We are unable to
compare their performance with OpenAI GPT3 as
we have done in SubTask A because of cost and
funding issues. We find that DialogLED-Large
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performs consistently better than DialogLED-
Base. The performance is evaluated by calculat-
ing arithmetic mean of ROUGE-1, ROUGE-2, and
BertScore-F1. The average score across all 5 folds
for each architecture can be found in the Table 5.
The performance of every model of every fold can
be found in Table A11.

Arch R-1 R-2 B-F1 MS
D-LED-B 0.5036 0.2257 0.6324 0.4539
D-LED-L 0.5235 0.2346 0.6388 0.4656

Table 5: SubTask B - Performance of different Trans-
former Architectures. Arch : Architecture, D-LED-B :
Dialog-LED-Base, D-LED-L : Dialog-LED-Large, R-1
: ROUGE-1, R-2: ROUGE-2, B-F1 : Bertscore-F1, MS
: Mean Score

8 Conclusion

The paper presents the solution and the results for
SubTask A and B of Dialogue2Note Summariza-
tion task. The solution uses Transformer based
models for both classification and summarization
of Clinical Dialogs and the paper presents the com-
parison of the performance of Transformer based
models on summarization. To the best of our knowl-
edge, this is the first paper that benchmarks the per-
formance of these models on Clinical Dialog Sum-
marization. Our simulations and test scores show
that fine-tuned transformer models work as well
as in-context prompt based fine-tuning of Large
Language Models such as OpenAI GPT3. This
is encouraging for groups which either cannot af-
ford huge API costs of using these Large Language
Models or cannot send their data to their API due
to regulatory restrictions. In addition to this, we
also observe that metrics such as ROUGE might
not be the suitable to gauge performance of mod-
els like OpenAI GPT3 as they focus on syntactic
similarity. Metrics such as Bertscore and BLEURT
seem to be more suitable for such models since
they focus on semantic similarity. The paper also
evaluated two different ensemble techniques and
the results demonstrate that the Post Ensemble tech-
nique performs the best while also giving minimum
hallucinations.
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A Appendix

A.1 Data Exploration and Explanation
This section discusses data exploration and expla-
nation so that audience can understand why we
made the decisions that we made.

A.1.1 SubTask A
A sample data point from dataset for SubTask A
can be seen in Table A1.

Variable Sample Value
Section Header FAM/SOCHX

Section Text The patient has been a
smoker since the age of 10.
So, he was smoking 2-3
packs per day. Since being
started on Chantix, he says he
has cut it down to half a pack
per day. He does not abuse
alcohol

Dialogue Doctor: Are you a smoker?
Patient: Yes. I do not drink if
that is any constellation.
Doctor: How much do you
smoke per day?
Patient: I just started taking
Chantix and now I am down
to a half a pack a day.
Doctor: How much did you
smoke per day prior to start-
ing Chantix?
Patient: I was smoking about
two to three packs a day. I
have been smoker since I was
ten years old.

Table A1: Sample data point for SubTask A

The description of each of the Section Headers
present in the data can be found in Table A2

The Data Exploration of this SubTask is give by
Figure A1

The hyper-parameters and performance metrics
for Predicting Section Header for every fold can
be found in the Table A3. Each of the below con-
figuration was run on Bio-ClinicalBert with Focal
Loss.

The hyperparameters used to fine tune Seq2Seq
Models can be found in Table A4. We run each
of these models for 30 epochs with AdamW Opti-
mizer, Learning Rate of 0.00002, and Linear Learn-
ing Scheduler.

Section Header Section Header De-
scription

FAM/SOCHX FAMILY HIS-
TORY/SOCIAL
HISTORY

GENHX HISTORY OF
PRESENT ILLNESS

PASTMEDICALHX PAST MEDICAL HIS-
TORY

CC CHIEF COMPLAINT
PASTSURGICAL PAST SURGICAL HIS-

TORY
ALLERGY ALLERGY

ROS REVIEW OF SYS-
TEMS

MEDICATIONS MEDICATIONS
ASSESSMENT ASSESSMENT

EXAM EXAM
DIAGNOSIS DIAGNOSIS

DISPOSITION DISPOSITION
PLAN PLAN

EDCOURSE EMERGENCY DE-
PARTMENT COURSE

IMMUNIZATIONS IMMUNIZATIONS
IMAGING IMAGING
GYNHX GYNECOLOGIC HIS-

TORY
PROCEDURES PROCEDURES

OTHER_HISTORY OTHER_HISTORY
LABS LABS

Table A2: Section Headers and their descriptions.

The configuration used for OpenAI GPT3 can
be found in Table A5.

The average performance of these Seq2Seq Mod-
els for SubTask A can be found in Table A6.
Here we didn’t use BLEURT because it is a very
time-consuming operation and based on our ob-
servations, ROUGE-2 is very well correlated with
BLEURT.

A.1.2 SubTask B
The sample data and token distribution of this task
is give by Figure A2

The sample data and token distribution of Sub-
jective Section is give by Figure A3

The sample data and token distribution of Objec-
tive Exam Section is give by Figure A4

The sample data and token distribution of Objec-
tive Result Section is give by Figure A5
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Fold eps WD LR WR BS Epochs Seed BE BVA BVL
4 1.00E-06 0.01 2.00E-05 0.1 16 30 42 18 0.8231 0.3796
3 1.00E-06 0.01 2.00E-05 0.1 16 30 42 18 0.7385 0.3688
2 1.00E-06 0.01 2.00E-05 0.1 16 30 42 18 0.8038 0.2131
1 1.00E-06 0.01 2.00E-05 0.1 16 30 42 18 0.7615 0.4397
0 1.00E-06 0.01 2.00E-05 0.1 16 30 42 18 0.7816 0.3912

Table A3: SubTask A - Predicting Section Header. eps : AdamW_eps, WD : AdamW Weight Decay, LR : Learning
Rate, WR : Warmup Ratio, BS : Batch Size, BE : Best Epoch, BVA : Best Validation Accuracy, BVL : Best
Validation Loss.

Architecture GAS BS MaxSL MaxTL MinTL
Flan-T5-Large 3 5 512 400 8

Biobart-V2-Base 1 16 512 400 8
DialogLED-Large 3 6 512 400 8
DialogLED-Base 1 16 512 400 8

Table A4: SubTask A - Hyperparameter Tuning for Different Architectures. Optim : Optimizer, LR : Learning
Rate, Sched : Scheduler, GAS : Gradient Accumulation Steps, BS : Batch Size, MaxSL : Maximum Source Length,
MaxTL : Maximum Target Length, MinTL : Minimum Target Length

Hyperparameter Value
Model text-davinci-003

Temperature 0.5
Max Tokens 400

Top_p 1.
Frequency Penalty 0
Presence Penalty 0

Table A5: OpenAI GPT3 Hyperparameters

The sample data and token distribution of As-
sessment and Plan Section is give by Figure A6

The hyper-parameter setting for creating Multi
Label Classification output can be seen in Table A7

The Precision Recall Score averaged over all the
folds for all Section Headers can be found in the
Table A8

We use the configuration in Table A9 for Sub-
Task B summarization. Each of these models was
trained for 30 Epochs with a Learning Rate of
0.00002, and a Linear Learning Scheduler.

The decoding strategy for SubTask B Summa-
rization can be found in Table A10.

The performance of every architecture on every
fold for SubTask B Summarization can be found in
Table A9.

Model-
Arch

R1 R2 BS-F1 MS

DL-
Base

0.2471 0.0936 0.5803 0.3070

DL-
Large

0.2444 0.0998 0.5741 0.3061

OpenAI
GPT3

0.2233 0.0700 0.5917 0.2950

BBart-
Base

0.1978 0.0767 0.5887 0.2877

FT5-
Large

0.0589 0.0200 0.2458 0.1083

Table A6: SubTask A - Performance of different Trans-
former Architectures. Model-Arch - Model Architec-
ture, R1 - Rouge-1, R2 - Rouge-2, BS-F1 - Bertscore-
F1, MS - Mean Score, DL-Base - DialogLED-Base,
DL-Large - DialogLED-Large, BBart-Base - BioBart-
V2-Base, FT5-Large - Flan-T5-Large
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Fold 4 3 2 1 0
AdamW_eps 0.000001 0.000001 0.000001 0.000001 0.000001

AdamW_weight_decay 0.01 0.01 0.01 0.01 0.01
batch_size 16 16 16 16 16

epochs 30 30 30 30 30
lr 0.00002 0.00002 0.00002 0.00002 0.00002

seed 42 42 42 42 42
warm_up_steps 0.1 0.1 0.1 0.1 0.1

Table A7: SubTask B - Hyperparameters used in Multi Label Classification

Model Bio-ClinicalBERT
Section Header PR Score

ALLERGY 95.77%
ASSESSMENT 34.58%

CC 55.31%
DIAGNOSIS 19.97%

DISPOSITION 71.10%
EDCOURSE 8.60%

EXAM 59.55%
FAM/SOCHX 97.16%

GENHX 90.18%
GYNHX 5.16%

IMAGING 40.61%
IMMUNIZATIONS 90.27%

LABS 25.00%
MEDICATIONS 94.87%

OTHER_HISTORY 0.43%
PASTMEDICALHX 75.84%
PASTSURGICAL 86.47%

PLAN 52.24%
PROCEDURES 2.05%

ROS 79.25%

Table A8: SubTask B - Precision Recall Scores for every Section Header

Architecture FLS BS GAS MaxSL MinTL MaxTL
Dial-LED-B AP 8 2 3400 640 50
Dial-LED-L AP 4 4 3400 640 50
Dial-LED-B OE 8 2 3400 640 50
Dial-LED-L OE 4 4 3400 640 50
Dial-LED-B OR 8 2 3400 640 50
Dial-LED-L OR 4 4 3400 640 50
Dial-LED-B Subjective 8 2 3400 640 50
Dial-LED-L Subjective 4 4 3400 640 50

Table A9: SubTask B - Hyperparameters for every architecture for every First Level Section. Dial-LED-B :
Dialog-LED-Base, Dial-LED-L : Dialog-LED-Large, FLS : First Level Section, BS : Batch Size, GAS : Gradient
Accumulation Steps, LR : Learning Rate, MaxSL : Maximum Source Length, MinTL : Minimum Target Length,
MaxTL : Maximum Target Length, AP : Assessment And Plan, OE : Objective Exam, OR : Objective Results
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First Level
Section

Architecture Beams Early Stop-
ping

Length
Penalty

No Repeat
Ngram Size

Objective
Exam

DialogLED-
Base

5 TRUE 0.2 2

Objective
Exam

DialogLED-
Large

5 TRUE 0.2 2

Objective Re-
sult

DialogLED-
Base

5 TRUE 0.2 2

Objective Re-
sult

DialogLED-
Large

5 TRUE 0.2 2

Subjective DialogLED-
Base

5 TRUE 0.2 2

Subjective DialogLED-
Large

5 TRUE 0.2 2

Assessment
and Plan

DialogLED-
Base

5 TRUE 0.2 2

Assessment
and Plan

DialogLED-
Large

5 TRUE 0.2 2

Table A10: SubTask B - Decoding Strategy

Architecture Fold Rouge1 Rouge2 BertScore-F1
DialogLED-Base 0 0.5189 0.2427 0.6415
DialogLED-Base 1 0.4854 0.2166 0.6231
DialogLED-Base 2 0.5345 0.2556 0.6497
DialogLED-Base 3 0.4832 0.1990 0.6198
DialogLED-Base 4 0.4958 0.2145 0.6281
DialogLED-Large 0 0.5109 0.2395 0.6467
DialogLED-Large 1 0.5459 0.2493 0.6362
DialogLED-Large 2 0.5569 0.2560 0.6530
DialogLED-Large 3 0.4917 0.2068 0.6269
DialogLED-Large 4 0.5122 0.2216 0.6310

Table A11: SubTask B - Performance of every model of every fold
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Figure A1: SubTask A - Data Exploration

(a) Sample data
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Figure A2: SubTask B - Sample Data
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(a) Sample data

1000 1500 2000 2500 3000 3500
0

5

10

15

20

Token Length distribution for Dialogue

Number of Tokens

N
u
m

b
e
r
 o

f 
E
n
c
o
u
n
t
e
r
s

(b) Dialogue Token Distribution

0 100 200 300 400 500 600
0

2

4

6

8

10

12

14

Token Length distribution for Notes

Number of Tokens

N
u
m

b
e
r
 o

f 
E
n
c
o
u
n
t
e
r
s

(c) Clinical Note Token Distribution

Figure A3: SubTask B - Subjective Section Sample Data
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Figure A4: SubTask B - Objective Exam Section Sample
Data
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Figure A5: SubTask B - Objective Results Section sam-
ple data
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Figure A6: SubTask B - Assessment and Plan Section
sample data
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A.2 Standing of our team

Our standings (in bold) for SubTask A - Section
Header Classification is in Table A12. We omitted
several teams from these standings and represent
them by Ellipsis (...). This is done only to conserve
space.

Team Run Accuracy Rank
NUS-
IDS

run1 0.78 1

... ... ... ...
Health-
Mavericks

run2 0.725 9

Health-
Mavericks

run3 0.725 9

Health-
Mavericks

run1 0.725 9

... ... ... ...
Care4Lang run2 0.345 31

Table A12: SubTask A - Section Header Classification
Standings

Our standings (in bold) for SubTask A - Summa-
rization is in Table A13

Team Run Mean
Score

Rank

wanglab run2 0.5789 1
... ... ... ...
Health-
Mavericks

run2 0.4683 25

Health-
Mavericks

run3 0.4599 26

ds4dh run2 0.4334 27
Health-
Mavericks

run1 0.3996 28

... ... ... ...
DFKI-
MedIML

run1 0.3679 31

Table A13: SubTask A - Section Text Summarization
Standings

Our standings (in bold) for SubTask B - Summa-
rization is in Table A14

Team Run Rouge1 rank
wanglab run3 0.6141 1
... ... ... ...
Health-
Mavericks

run1 0.5311 5

... ... ... ...
Health-
Mavericks

run3 0.5111 11

... ... ... ...
Health-
Mavericks

run2 0.2759 23

Table A14: SubTask B - Notes Summarization Stand-
ings

Our standings (in bold) for Subjective Section
can be found in Table A15

Team Run Subjective Rank
wanglab run1 0.6059 1
... ... ... ...
Health-
Mavericks

run1 0.4786 7

... ... ... ...
Health-
Mavericks

run3 0.4657 12

... ... ... ...
Health-
Mavericks

run2 0.3104 20

... ... ... ...
Teddysum run2 0.5353 23

Table A15: SubTask B - Subjective Section Performance

Our standings (in bold) for Objective Exam Sec-
tion is in Table A16
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Team Run Objective
Exam

Rank

wanglab run1 0.7102 1
... ... ... ...
Health-
Mavericks

run1 0.5374 7

... ... ... ...
Health-
Mavericks

run3 0.4894 12

... ... ... ...
Health-
Mavericks

run2 0.3222 20

... ... ... ...
Teddysum run2 0.1822 23

Table A16: SubTask B - Objective Exam Section Per-
formance

Our standings (in bold) for Objective Results
Section is in Table A17

Team Run Objective
Results

Rank

wanglab run1 0.6649 1
... ... ... ...
Health-
Mavericks

run1 0.5556 7

... ... ... ...
Health-
Mavericks

run3 0.5383 12

... ... ... ...
Health-
Mavericks

run2 0.3421 20

... ... ... ...
Teddysum run2 0.0182 23

Table A17: SubTask B - Objective Results Section Per-
formance

Our standings (in bold) for Assessment and Plan
Section is in Table A18

Team Run Assessment
and Plan

Rank

wanglab run1 0.6120 1
... ... ... ...
Health-
Mavericks

run1 0.4866 7

... ... ... ...
Health-
Mavericks

run3 0.4854 12

... ... ... ...
Health-
Mavericks

run2 0.3406 20

... ... ... ...
Teddysum run2 0.0968 23

Table A18: SubTask B - Assessment and Plan Section
Performance
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Abstract

Medical dialogue summarization is challeng-
ing due to the unstructured nature of medical
conversations, the use of medical terminology
in gold summaries, and the need to identify key
information across multiple symptom sets. We
present a novel system for the Dialogue2Note
Medical Summarization tasks in the MEDIQA
2023 Shared Task. Our approach for section-
wise summarization (Task A) is a two-stage
process of selecting semantically similar dia-
logues and using the top-k similar dialogues as
in-context examples for GPT-4. For full-note
summarization (Task B), we use a similar solu-
tion with k=1. We achieved 3rd place in Task
A (2nd among all teams), 4th place in Task B
Division Wise Summarization (2nd among all
teams), 15th place in Task A Section Header
Classification (9th among all teams), and 8th
place among all teams in Task B. Our results
highlight the effectiveness of few-shot prompt-
ing for this task, though we also identify several
weaknesses of prompting-based approaches.
We compare GPT-4 performance with several
finetuned baselines. We find that GPT-4 sum-
maries are more abstractive and shorter. We
make our code publicly available 1.

1 Introduction

Medical dialogue summarization is a long-standing
challenge in NLP (López Espejel, 2019; Joshi
et al., 2020a; Chintagunta et al., 2021; Navarro
et al., 2022). Medical scribes write notes on
doctor-patient conversations in a predefined tem-
plate called SOAP notes (Ullman et al., 2021; Pod-
der et al., 2020), which contains sections for infor-
mation from the patient, test results and observa-
tions, diagnosis, and the conclusion or treatment.

Medical summarization is challenging for sev-
eral reasons. It requires dialogue understanding,
where data is often limited (Dai et al., 2020; Lin

∗Equal contribution
1https://github.com/Raghav1606/SummQA

et al., 2020); this is compounded by the sensitive
nature of medical information, which restricts the
release of training data for this task (Johnson et al.,
2023). Doctors and patients may discuss several
conditions in the same conversation, requiring the
scribe to differentiate (Gidwani et al., 2017; Mishra
et al., 2018). Scribes often use medical terminol-
ogy in the notes that are not present in the doctor-
patient conversation (Corby et al., 2020). Addi-
tionally, medical summarization is a high-stakes
domain (Naik et al., 2022), motivating several ef-
forts to build explainabile systems for this task (Jain
et al., 2022; Reddy, 2022). In parallel, research on
large language models (LLMs) has demonstrated
compelling few-shot capabilities across domains
(Brown et al., 2020; Perez et al., 2021).

In this paper, we explore several potential appli-
cations of a recent LLM, GPT-4 (OpenAI, 2023),
on medical summarization. We use GPT-4 and fine-
tuned BioBERT (Lee et al., 2020) as an ensemble
for classifying the section headers of medical sum-
maries, a 20-category classification problem. Then,
given a candidate section header, we apply Max-
imal Marginal Relevance (MMR) (Carbonell and
Goldstein, 1998) to select examples for a fewshot
demonstration and use these examples to prompt
GPT-4 for section-wise summarization. This ap-
proach outperforms finetuning BART (Lewis et al.,
2019) and T5 (Raffel et al., 2020) over the limited
available data. For full-note summarization, we
take a similar approach, but select only a single
example for the demonstration due to the increased
length of the inputs. This also outperforms our su-
pervised baselines. We outline several additional
potential prompting approaches and compare their
relative efficacy.

Applying LLMs for medical summarization is a
compelling solution to the data scarcity problems
in this domain, and we find promising performance,
with our team placing second in the MEDIQA 2023
Shared Task for Subtask A and Division Summary
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Figure 1: Distribution of difference in length between dialogue and reference summary. A larger difference in length
indicates a higher degree of compression.

Figure 2: Section header distribution for Task A.

for Subtask B. However, we also identify key areas
for improvement. We analyze the differences in
outputs between the settings in output length and
extractive ability. We find that the summaries gener-
ated by LLMs tend to be shorter and less extractive
than human-generated summaries as well as SOTA
fine-tuned biomedical summarization models. We
also note the impracticality of this approach for
real data, due to privacy concerns.

2 Background

Dialogue2Note Summarization was one of two
tracks in the MEDIQA-Chat 2023 shared task (Ben
Abacha et al., 2023). The track was further com-
prised of two tasks.

Task A involves generating a section-specific
clinical summary from a conversation between a
patient and a doctor. Additionally, Task A includes
a classification task: assigning each dialogue an ap-
propriate section header. There are 1200 conversa-
tions in the training split of the dataset (Ben Abacha
et al., 2023) for Task A. The distribution over the
section headers in Task A is a long-tailed distribu-
tion, displayed in Figure 2.

Task B involves generating a full note summary
given a conversation; these summaries were eval-
uated on the section-level and the full-note level.
There were 67 conversations in the training split of
the dataset (Yim et al., 2023); these dialogues and
reference summaries are significantly longer than
those for Task A, as these dialogues encompass an
entire conversation between a patient and a doctor.
The distribution of the difference in dialogue and
summary length for both tasks is shown in Figure
1.

3 Related Work

Summarization In recent years, fine-tuning pre-
trained models on domain-specific datasets has
been the leading practice in text summarization
research. While these models produce high-quality
summaries and earn high scores against standard
benchmarks, they require large datasets in order to
adapt to specific domains or summarization styles
(Lewis et al., 2020). Transformer-based models
(Michalopoulos et al., 2022) and pointer generator
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Doctor: How did the
antiinflammatories work? 

Patient: Um, by the time I got
home, I could hardly walk due to

the back pain.

Original Section
Level Dialogue

GPT-4 - Prompting
based Classification

BioBERT
based classification

GENHX

PASTMEDICALHX

GENHX

Final Predicted
Header Category

BioBERT Prediction

Is prediction
ROS/GENHX/CC?

No

Yes

GPT-4 Prediction

Figure 3: System Architecture for Section Header Classification (Task A)

network models (Joshi et al., 2020b) have been fine-
tuned with medical domain knowledge to produce
summaries that achieve state-of-the-art results.

Maximal Marginal Relevance was created to re-
duce redundancies in multi-document summaries
(Goldstein and Carbonell, 1998). Abdullah et al.
(2023) used MMR to generate query-focused sum-
maries from pre-trained models without performing
fine-tuning. (Ye et al., 2022) use MMR to select
examples for in-context prompting.

The success of prompt-based models such as
GPT-3 (Brown et al., 2020) has allowed for learn-
ing from natural language task instructions and/or a
few demonstrative examples in the context without
updating model parameters. In news summariza-
tion, Goyal et al. (2022) find that GPT-3 summaries
were preferred by humans over summaries from
fine-tuned models trained on large summarization
datasets; they posit that zero-shot summaries avoid
pitfalls from low-quality training data that are com-
mon in summaries from fine-tuned models. In the
biomedical domain, pre-trained language models
and few-shot learning has been used to collect and
generate labeled data for medical dialogue summa-
rization (Chintagunta et al., 2021). Recent work
has used GPT-4 to pass the USMLE without any
specialized prompt crafting (Nori et al., 2023) and
perform zero-shot medical evidence summarization
across six clinical domains (Tang et al., 2023).

Few-shot learning Few-shot learning can be un-
stable as the prompt format, training examples, and
even the order of the training examples can cause
accuracy to vary from near chance to near state-of-
the-art (Lu et al., 2022). Recent work on prompt-
ing has tried to mitigate these problems through
techniques such as calibration (Zhao et al., 2021),
prompt combination (Zhou et al., 2022), or auto-

matic prompt generation (Gao et al., 2021).
To mitigate any instability caused by a model’s

bias, Zhao et al. (2021) estimated the bias towards
each answer by asking for its prediction when given
the training prompt and a content-free test input
such as “N/A” and then fit calibration parameters
that cause the prediction for this input to be uniform
across answers. To date, studies in prompt combi-
nation are rooted in paraphrasing-based methods
that take a seed prompt and paraphrase it into sev-
eral semantically similar expressions. Typically
simple ensemble methods (Zhou et al., 2022) such
as Maximal Marginal Relevance (Mao et al., 2020)
are used to combine the answers to the different
prompts as to provide each prompt to contribute to
the final answer.

A number of techniques have also been proposed
for selecting fewshot examples (Rubin et al., 2022).
Fewshot techniques often rely on selecting opti-
mal examples from a large dataset; some work has
shown that this leads to an overstatement of few-
shot performance, as a large number of labeled
examples are necessary to select good examples for
the fewshot prompt (Perez et al., 2021). We note
that we use the full datasets (1,200 examples for
Task A, 40 for Task B) for our prompt selection
techniques.

4 Methodology and Baselines

Our summary generation pipeline remains the same
across the two tasks: we use GPT-4 to generate a
summary given k in-context examples.

4.1 Task A - Section Level Summary

Task A is composed of two subtasks, namely the
section header classification and the section-level
summarization. We discuss our approach for each
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antiinflammatories work? 
Patient: Um, by the time I
got home, I could hardly

walk due to the back pain.
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k ∈ {1,2,...,10},
where k is the number of prompts selected

Figure 4: System Architecture for Summarization Task

of the subtasks below.

4.1.1 Section Header Classification
For the section header classification task, we create
an ensemble of two models: BioBERT (Lee et al.,
2020) and GPT-4. We fine-tune BioBERT with the
training data provided for task A. We leverage GPT-
4 to perform zero-shot classification on a sample
with a given prompt (shown in Table 7). During our
analysis of each model’s performance, we observe
that each model is more accurate than the other on
a distinct subset of classes. To leverage the vary-
ing nature of predictions from the models we build
an ensemble classifier. The overall accuracies are
shown in Table 2. We observe empirically that our
prompting-based approaches do not perform well
on three of the section headers: ROS (Review of
Systems), GENHX (History of the present illness),
and CC (Chief Complaint), To create an ensemble
classifier, we select BioBERT’s predictions when
it classifies a dialogue as one of these three sec-
tion headers, and we select the prediction of our
GPT-4 based pipeline otherwise. We present the
architecture of our final model in Figure 3.

4.1.2 Section Summary
To generate summaries for a given section, we
follow a multi-step process as shown in Figure
4. We encode each dialogue in the training data
with MiniLM (Wang et al., 2020). For each dia-
logue to be summarized, we calculate cosine sim-
ilarities with encoded dialogues from the training
data. We retrieve k=7 similar examples from the
training data based on the highest similarity. This
similarity search, using cosine-similarity, serves as
a prompt selection method, and the resulting few-

shot prompts, with k=7 are then fed to GPT-4 along
with their section headers to obtain a summary for
the given section. We provide the prompt templates
used in Table 7. We select k=7 as this fits well in
the context length of our prompting-based pipeline;
we perform an analysis with varying k in section
5.5.

4.2 In-context Example Selection for
Summarization Tasks

This approach involves the dynamic selection of
in-context examples for each example during val-
idation or testing. This process entails utilizing
matching or similarity criteria to compare the input
dialogue of a specific example to a candidate pool
comprising the complete training set. Through this
process, we are able to select the most suitable ex-
amples for each individual case, thereby enhancing
the efficacy of our prompts.

Semantic Similarity Here we select the k most
similar examples (dialogue and summary pairs)
based on semantic similarity between the provided
input dialogue and the input dialogues in the train-
ing set. We store the selected examples and gener-
ate prompts which we then evaluate on the valida-
tion/test set.

Maximal Marginal Relevance We select k few-
shot prompts using Maximal Marginal Relevance
(MMR). Similarly to Ye et al. (2022), we use MMR
to select an example and use it as a one-shot ex-
ample for prompting. Our choice of MMR was
motivated by the idea that the diversity in the se-
lected in-context examples of the prompt would
help with some generalization;.
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4.3 Task B - Full Note Summary

For the summarization of entire dialogues, our goal
is to generate a full note containing all the appro-
priate sections. We use a similar approach as de-
scribed in section 4.1.2 but we restrict it to k=1
similar examples from the training set and include
section-level headers in the prompts to help the
model understand the sections in the sumary. We
selected one in-context example due to long exam-
ple length relative to the context window of the
model. The one-shot prompt is then again fed to
the GPT-4 model to obtain a full-length summary.
The results f

4.4 Baseline Approaches

We also consider a variety of baseline approaches
including, supervised fine-tuning of T5, zero-
shot/few-shot GPT-3, perspective-shifting the di-
alogue followed by summarization, two-stage
prompting, our similarity-based in-context learn-
ing applied to GPT-3, and mixing of extrac-
tive/abstractive methods.

4.4.1 T5

We fine-tuned the T5-small model for the end-end
full-length summarization task (Task B). We fine-
tuned for 20 epochs with a learning rate of 0.001.
Our objective was to obtain a basic model that can
serve as a benchmark to assess the complexity and
difficulties associated with this specific task. We
find that this finetuned model significantly under-
performs our other methods, with a ROUGE-1 of
20.187; this may be due to the small dataset for
finetuning or a non-optimized set of hyperparam-
eters, as we do not do extensive hyperparameter
search.

4.4.2 GPT-3

We investigated several prompting strategies and
approaches using text-davinci-003.

Zero-shot prompting For Task B we used the
prompt template mentioned in the Appendix A,
where we specified the dialogue to be summarized
with an instruction prompt mentioning the 4 main
sections usually reported in the SOAP notes - "HIS-
TORY OF PRESENT ILLNESS", "PHYSICAL
EXAM", "RESULTS" and "ASSESSMENT AND
PLAN". The zero-shot prompt gave us a reasonably
high ROUGE-1 score of 45.911.

4.4.3 Few-shot prompting for section-wise
summary

For Task A, we employed text-davinci-003 few-
shot prompting strategy. Initially, we grouped and
categorized the existing 20 section headers for the
dataset into 4 main sections, namely "HISTORY
OF PRESENT ILLNESS", "PHYSICAL EXAM",
"ASSESSMENT AND PLAN", and "RESULTS".
The categorization scheme is detailed in Table 6.
It is worth noting that "Medications" can be cat-
egorized under either "HISTORY OF PRESENT
ILLNESS" or "ASSESSMENT AND PLAN" and
therefore appears in both categories. We created
four few-shot prompt templates, each comprising
k=5 in-context examples, for each section. For
each example in the validation set, we selected the
appropriate prompt based on the classified section
header.

Perspective Shift In this method which we eval-
uated for Task B, we adopt a two-stage prompting
approach where we first use gpt3.5-turbo to obtain
a third-person narrative from the input dialogue,
following Bertsch et al. (2022), and use the third-
person perspective narrative generated as input to
a text-davinci-003 model to generate a summary
using the same instruction prompt specifying each
section header that needs to be generated.

Two Stage Prompting In this approach we de-
fined two chained prompts applied one after the
other in a stage-wise manner. The first stage prompt
was "List the important points from the above con-
versation for a medical report". This generated a
list of salient points summarizing the dialogue. The
second stage prompt we used was "Create a para-
graph from the above facts only". The output from
this prompt served as the final summary, which we
then evaluated. We opted for these specific phras-
ings in the second prompt to mitigate the issue
of model hallucination, which we observed was
prevalent when tasked with generating a medical
summary directly.

5 Results and Analysis

5.1 Experimental Setup
We used an 80/20 train/validation split on the train-
ing set and used the entire validation split as our
test set. The main hyperparameter that we varied
across our experiments for prompt selection was
k, the number of in-context examples we selected
for the prompt. We report the ablation study on
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Task Models R1 R2 RL BR BP BF1 BL
Few-shot Text-davinci-003 13.369 3.534 9.559 0.812 0.857 0.833 -1.173

T5-Small 30.857 11.123 24.283 0.876 0.891 0.883 -0.637
A Two Stage Prompting 28.310 11.521 21.612 0.878 0.889 0.884 -0.550

Prompt Selection text-davinci-003 (Semantic) 38.597 18.393 31.317 0.904 0.897 0.900 -0.401
Prompt Selection text-davinci-003 (MMR) 40.213 16.286 32.903 0.903 0.899 0.901 -0.359

Prompt Selection GPT4 (Semantic) 42.841 17.163 34.808 0.907 0.909 0.907 -0.265
Perspective Shift 20.433 4.969 12.384 0.810 0.866 0.837 -0.521

B T5-Small 20.187 8.287 12.420 0.790 0.852 0.820 -1.004
Zero Shot Text-davinci-003 45.911 23.128 30.633 0.851 0.881 0.866 -0.610

Prompt Selection GPT4 (k = 1) 52.767 37.821 43.607 0.846 0.891 0.868 -0.336

Table 1: Validation Results for Task A and Task B Summarization. Metrics include ROUGE-1 (R1), ROUGE-2
(R2), ROUGE-L (RL), BERTScore Precision (BP), Recall (BR), and F1 (BF1), and BLEURT (BL).

Model Accuracy
GPT-3.5-turbo 68.943
GPT-4 69.474
BioBERT 71.278
Ensemble (GPT-4 + BioBERT) 75.312

Table 2: Validation Results for Header Classification

varying k over the validation split in Table 5. For
generations we used a single decoding (n = 1), tem-
perature = 1.0, topp = 1.0 and maxtokens = 800.
The metrics for BERTScore and BLEURT in Table
1 have been calculated using RoBERTa Large (Liu
et al., 2019) and BLEURT-Tiny2 respectively.

5.2 Experimental Results

Our experiment involving prompt selection via se-
mantic similarity with GPT-4 yielded the most
favorable outcomes on the validation split, and
prompt selection was the best approach for both
Task A and Task B. We propose that the remark-
able performance of prompt selection is attributed
to the in-context examples that were selected us-
ing semantic similarity with the input dialogue.
This approach facilitates the generation of an
example-specific prompt that incorporates similar
in-context examples, leading to an improvement
in the model’s ability to produce summaries that
are more relevant and precise. The use of semantic
similarity allows for the identification of examples
that share similar semantic structures with the in-
put dialogue, thereby increasing the likelihood of
generating coherent and accurate summaries.

2https://github.com/google-research/bleurt

Task Summary EFC EFD CR

A
Reference 0.689 1.648 3.387
Generated 0.561 1.036 5.701

B
Reference 0.671 2.044 2.856
Generated 0.781 3.086 5.281

Table 3: Summary extractiveness comparison - Ex-
tractive Fragment Coverage(EFC), Extractive Fragment
Density(EFD), Compression Ratio (CR)

5.3 Length of Generated Summary vs.
Reference Summary

As shown in Figure 5 we see that most generated
summaries were shorter than reference summaries
across tasks. This difference was more pronounced
in Task B and therefore the summaries produced by
our approach fall short in length thereby affecting
the ROUGE-1 score as the number of matching n-
grams is less. However, we observe that the BERT
score still remains consistent even while producing
shorter summaries.

Another interesting observation is that individ-
ual section summaries, when combined together
to produce a full-length summary are closer to the
original length rather than prompting GPT-4 to gen-
erate a complete summary together. Hence, ensem-
bling multiple section-level summaries to produce
a longer summary is an approach we can explore
further. We also tried multiple prompt templates
(refer Table 7), encouraging the model to produce
longer summaries. However, the fact that we re-
quire a summary induces the model to be concise.

5.4 Extractiveness of Summaries
We measure the extractiveness of the generated
summaries using three measures namely. extrac-
tive fragment coverage (EFC) (Grusky et al., 2020),
extractive fragment density (EFD) (Grusky et al.,
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Figure 5: Difference in length of reference summaries and generated summaries

2020) and compression ratio (CR) (Grusky et al.,
2020). These metrics rely upon the concept of
extractive fragments which are defined as shared
sequences in the dialogue and the summary. The
extractive fragment coverage quantifies the percent-
age of words in the summary that are a part of the
extractive fragments in the original dialogue. The
extractive fragment density measures the average
length of the extractive fragment to which a word in
the summary belongs to. Compression is measured
as the fraction of words in the article and summary.

A comparison of the extractiveness and compres-
sion ratio of the reference and generated summaries
are shown in Table 3. For Task A, the relatively
poor extractive performance of our proposed meth-
ods could be due to the smaller size of generated
summaries which prevents the usage of more terms
from the dialogue. In Task B, we observe the ex-
tractive capability of our model improving. This
could be attributed to the larger dialogues in Task
B allowing for a larger candidate space of tokens
to be used in the generations. The generated sum-
maries in Task B are still smaller than the reference
summaries as shown by the compression ratio.

5.5 Impact of the number of in-context
examples

We further evaluate the impact of the number of
in-context examples (k) on various metrics. We
report the metrics in Table 5. We observe a general
improvement across all metrics as we increase k.
This implies that the generated summaries improve

as the model is given more access to relevant data
through in-context examples. The relevancy in our
method is brought in through the selection of in-
context examples via semantic similarity/maximum
marginal relevancy. This experiment was only per-
formed for Task A since the token limits of the
models did not permit the ablation of k for Task B.

6 Future Work and Conclusion

This paper attempts to automatically generate sum-
maries or structured SOAP notes from a conversa-
tion between a doctor and a patient. We tackle this
problem by generating section-wise summaries,
classifying these summaries into appropriate sec-
tion headers and generating full-length summaries
from longer conversations.

We conclude from the results that prompting-
based techniques by themselves can not perform
optimally themselves but do give some outstanding
results when combined with existing techniques,
like prompt selection using MiniLM. Next, we also
dive deep into where prompting-based methods
underperform the standard models like BART and
T5.

Overall, our model concluded 3rd amongst all
runs submitted and 2nd as a team for task A, which
aimed at producing section-level summaries. Our
system also stood 4th amongst all runs submitted
and 2nd as a team in division-wise summaries for
task B. In the future, we plan to use an ensemble
of extractive and abstractive methods of generating
summaries as well as using diversity algorithms
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Task Runs R1 R2 RL BR BP BF1 BL
Run 1 35.29 14.998 27.605 0.893 0.891 0.892 -0.501

A Run 2 34.435 13.984 27.458 0.891 0.889 0.889 -0.525
Run 3 34.906 14.015 27.525 0.893 0.891 0.892 -0.5
Run 1 50.823 24.867 33.581 0.861 0.879 0.87 -0.547

B Run 2 51.232 24.936 33.749 0.862 0.880 0.871 -0.561
Run 3 50.926 24.845 33.637 0.861 0.878 0.872 -0.553

Table 4: Stability of Validation Results. Metrics include ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL),
BERTScore Precision (BP), Recall (BR), and F1 (BF1), and BLUERT (BL).

k R1 BP BR BF1 BL
3 40.067 0.904 0.899 0.901 -0.321
5 41.913 0.906 0.905 0.905 -0.305
7 42.841 0.909 0.907 0.907 -0.265

Table 5: Impact of number of in-context examples (k)
for Task A (GPT-4)

that will aid in producing SOAP notes that are more
robust and apt as per human evaluations.

7 Limitations

Considering the critical nature of the domain of the
task, it is of paramount importance to ensure stabil-
ity in the results expected from the model. Despite
setting the temperature (T) as 0 for all decodings
in our experiments, we observe the variance in the
generated summaries across runs. Table 4 contains
the results for three runs for Task A and Task B.
The in-context examples for each sample and other
parameters have been kept constant across these
runs to identify the degree of stochasticity. Further,
in-context learning has shown to be susceptible to
changes in order of in-context examples (Lu et al.,
2021), as well as the template of the examples (Shin
et al., 2020). A more reliable process to generate
the summaries along with identification of the op-
timal examples (template, order) is thus required.
Additionally, due to the context limit of the GPT-4
model, evaluating the impact of natural language
instructions in addition to the examples could not
be performed.

8 Ethics Statement

There exist several risks and ethical considerations
that necessitate comprehensive addressal prior to
the deployment and utilization of our proposed
methods utilizing Language Models (LLMs). A
significant apprehension associated with employ-
ing LLMs for summarization, as evidenced during

experimentation, is their susceptibility to hallucina-
tion. This means that there would need to be strin-
gent and effective fact-verification post-processing
on the generated summaries, thereby ensuring their
factual accuracy and alignment with the doctor-
patient discourse.

The preservation of patient confidentiality and
privacy assumes paramount importance within the
context of healthcare data, given its highly sensitive
and personal nature. Consequently, it becomes im-
perative to undertake effective data anonymization
techniques to safeguard patient identities. Addi-
tionally, obtaining explicit consent from patients
regarding the utilization of their data assumes criti-
cal significance. In tandem, strict adherence to the
standards set forth by the Health Insurance Porta-
bility and Accountability Act (HIPAA) is essential
to ensure compliance and guarantee the privacy and
security of patient information.

Furthermore, another vital aspect that demands
careful consideration is the explainability and in-
terpretability when utilizing Language Models
(LLMs) for medical summarization. It becomes
essential to address the challenge of comprehend-
ing the decision-making processes underlying their
outputs. Particularly within the medical domain,
where critical decisions are made based on these
outputs, explainability is of great importance.
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A Appendix

This appendix presents two tables - Table 6 contains the categories and subcategories in which the dialogue
is divided to create a SOAP note. Table 7 presents the prompts used by approaches for tasks A and B.

Table 6: Categorization Scheme

HISTORY OF PRESENT ILLNESS

Fam/Sochx [Family History/Social History]
Genhx [History of Present Illness]

Pastmedicalhx [Past Medical History]
CC [Chief Complain]

Pastsurgical [Past Surgical History]
Allergy

Gynhx [Gynecologic History]
Other_history
Immunizations

Medications
PHYSICAL EXAM

ROS [Review of Systems]
Exam

RESULTS

Imaging
Procedures

Labs
ASSESSMENT AND PLAN

Assessment
Diagnosis

Plan
Edcourse [Emergency Department Course]

Disposition
Medications
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Table 7: Prompt Templates

Prompting Approach Model Prompt(Example)

Zero-Shot text-davinci-003
"Summarize the following into a medical report having the following sections:
’HISTORY OF PRESENT ILLNESS’, ’PHYSICAL EXAM’, ’RESULTS’, ’ASSESSMENT AND PLAN’.

Few-shot prompting
for section-wise summary

text-davinci-003

Prompt for PHYSICAL EXAM section(k=5)
"""
Dialogue:
Doctor: Breath in breath out, let me tap it and see. Well, your lungs sound clear.
Patient: Okay.

Summary:
CHEST: Lungs bilaterally clear to auscultation and percussion.
. . . ..
. . . ..
. . . ..
Dialogue :
Doctor: Do you have any chest pain?
Patient: No, I don’t.
Doctor: Any breathlessness?
Patient: Yes, I do get breathless only when I have to do some form of exertion
like walking a long time or running.
Doctor: Okay. How about any bowel issues?
Patient: No, I don’t have any stomach problems except I have to go frequently to use the bathroom.
Doctor: Okay frequency. How about any prolonged bleeding issues or anything like that sort?
Patient: No nothing like that.

Summary :
He denies any chest pain. He admits to exertional shortness of breath.
He denies any GI problems as noted. Has frequent urination as noted.
He denies any bleeding disorders or bleeding history.

Dialogue :
{dialogue}

Summary :
"""

Perspective Shift
text-davinci-003
gpt3.5-turbo

2 staged prompting (perspective shift with turbo and summarization with davinci)

PERSPECTIVE SHIFT = """
Convert the following into third person.

{dialogue} \\\
"""

PROMPT = """
Summarize the following into a medical report having the following sections:
"HISTORY OF PRESENT ILLNESS", "PHYSICAL EXAM", "RESULTS",
"ASSESSMENT AND PLAN" where each section is at least 60 words.

{third-person-perspective}\\\
"""

Two-Stage Prompting text-davinci-003

PROMPT #1
"""
{dialogue}
\\

List the important points from the above conversation for a medical report
"""

PROMPT #2
"""
{prompt1-generated-output}
\\
Create a paragraph from the above facts only
"""
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Prompting Approach Model Prompt(Example)

Prompt Selection -
MMR(k=3)

text-davinci-003

PROMPT SELECTION with k=3
Dialogue:
Doctor: Your last visit was on April seventh two thousand five, correct?
Patient: Ah no, it was on April eighth two thousand five, doctor.
Doctor: That’s right. So, has anything changed since then?
Patient: No, everything is the same really.

Summary:
Essentially unchanged from my visit of 04/08/2005.
. . . ..
. . . ..
. . . ..
Dialogue:
Doctor: Do you have any past or present medical conditions?
Patient: No.

Summary:
None.
. . . ..
. . . ..
. . . ..
Dialogue:
{dialogue}

Summary:

Prompt Selection -
Semantic Similarity(k=7) - Task A GPT-4

PROMPT SELECTION with k=7
Dialogue:
Doctor: Do you know about any medical issues running in your family?
Patient: Yeah, almost everyone had diabetes.

Summary:
Multiple family members have diabetes mellitus.
. . . ..
. . . ..
. . . ..
Dialogue:
Doctor: Any specific family medical history that I should be aware of?
Patient: No.
Doctor: Anyone in your family, even grandparents, if you know them, did
they have diabetes or high blood pressure?
Patient: No.
Doctor: Anyone else sick at home?
Patient: No.

Summary:
Noncontributory. No one else at home is sick.
. . . ..
. . . ..
. . . ..
Dialogue:
{dialogue}

Summary:

Prompt Selection -
Semantic Similarity(k=1) Task B GPT-4

PROMPT SELECTION with k=1
Dialogue:
[doctor] and why is she here ? annual exam. okay. all right. hi, Sarah. how are you ?
[patient] good . how are you ?
[doctor] i’m good . are you ready to get started ?
[patient] yes , i am .
[doctor] okay . so Sarah is a 27-year-old female here for her annual visit.
So, Sarah, how have you been since the last time I saw you ?
. . . . . . .
. . . . . . .
Summary:
CHIEF COMPLAINT
Annual visit.
HISTORY OF PRESENT ILLNESS
The patient is a 27-year-old female who presents for her annual visit.
She reports that she has been struggling with her depression off and on for the past year......
. . . . . . .

Dialogue:
{dialogue}

Summary:
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Abstract

Automatic generation of clinical notes from
doctor-patient conversations can play a key
role in reducing daily doctors’ workload and
improving their interactions with the patients.
MEDIQA-Chat 2023 aims to advance and pro-
mote research on effective solutions through
shared tasks on the automatic summarization of
doctor-patient conversations and on the genera-
tion of synthetic dialogues from clinical notes
for data augmentation. Seventeen teams partici-
pated in the challenge and experimented with a
broad range of approaches and models. In this
paper, we describe the three MEDIQA-Chat
2023 tasks, the datasets, and the participants’
results and methods. We hope that these shared
tasks will lead to additional research efforts
and insights on the automatic generation and
evaluation of clinical notes.

1 Introduction

Recent progress in text summarization and gener-
ative AI can greatly benefit the healthcare system
by automatically generating clinical notes from
doctor-patient conversations. This can contribute
to effective clinical care by reducing the doctors’
workload to editing and validating the generated
summaries/notes instead of writing the full notes
during the consultations at the expense of their time
or focus when talking and interacting with the pa-
tients.

Clinical note generation has seen an increased
research interest in the recent years. For instance,
(Yim and Yetisgen, 2021) tackled automatic med-
ical scribing with Dialogue2Note sentence align-
ment and snippet summarization. (Michalopou-
los et al., 2022) introduced MedicalSum, a guided
clinical abstractive summarization model for gen-
erating medical reports from doctor-patient con-
versations. (Grambow et al., 2022) showed that
in-domain pre-training improves clinical note gen-
eration from doctor-patient conversations. (Knoll

et al., 2022) presented three user studies, on medi-
cal note generation systems and analyzed the clini-
cians’ views of how the system could be adapted
and improved. Other efforts focused on the evalua-
tion of medical note generation manually through
consultation checklists (Savkov et al., 2022) or au-
tomatically using evaluation metrics that correlate
with human judgments (Moramarco et al., 2022;
Adams et al., 2023; Ben Abacha et al., 2023b). (Pa-
padopoulos Korfiatis et al., 2022) introduced the
primock57 collection of 57 mocked primary care
consultations, one of the rare datasets dedicated to
this task.

The previous editions of the MEDIQA shared
tasks focused on medical NLP tasks such as tex-
tual inference and question answering (Ben Abacha
et al., 2019) as well as the summarization of pa-
tient questions/answers and radiology reports (Ben
Abacha et al., 2021). This third edition, MEDIQA-
Chat 20231, addresses the generation of clinical
notes based on the summarization of doctor-patient
conversations. All of the datasets and code created
for this challenge are publicly available2.

In this paper, we present the tasks and datasets
in section 2 and section 3. In section 4, we present
the evaluation methods and metrics used for the
shared tasks. Section 5 describes and discusses the
participating teams’ approaches and draws insights
from the official challenge results.

2 Tasks

2.1 Task A - Short Dialogue2Note
Summarization

The first task focuses on summarizing short doctor-
patient conversations to generate a summary for
only one section of a clinical note, including a
section header, as described in Figure 1.

1https://sites.google.com/view/mediqa2023/
clinicalnlp-mediqa-chat-2023

2https://github.com/abachaa/MEDIQA-Chat-2023
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Figure 1: Task A: summarize a short doctor-patient con-
versation to generate a note section with the associated
section header (example from the MTS-Dialog dataset).

The section header is one of the follow-
ing 20 headers: Family History/Social History
(fam/sochx), History of Present Illness (genhx),
Past Medical History (pastmedicalhx), Chief Com-
plaint [cc], Past Surgical History (pastsurgical), al-
lergy, Review of Systems (ros), medications, as-
sessment, exam, diagnosis, disposition, plan, Emer-
gency Department Course (edcourse), immuniza-
tions, imaging, Gynecologic History (gynhx), pro-
cedures, other_history, and labs.

2.2 Task B - Full Dialogue2Note
Summarization

The goal of task B is to generate a complete note for
each doctor-patient encounter, as described in Fig-
ure 2. The note must include all relevant sections.
As the same section can have different correct ex-
pressions for its header, we defined four main sec-
tion/division categories, each associated with sev-
eral correct labels/expressions for its header. The
section category-header mappings are presented in
table 1.

Division/Category Possible Section Headers
Subjective Chief Complaint, HPI,

History of Present Illness, Subjective
Objective_Exam Physical Exam, Exam
Objective_Results Results, Findings
Assessment&Plan Assessment, Plan

Table 1: Task B: Note Divisions and Section Headers

Full-encounter notes are expected to have at
most one section from each category. If a generated
note contains multiple sections from the same cat-
egory, only the first occurring section of that cate-
gory is used for evaluation. Also, depending on the
encounter, Objective_Exam and Objective_Results

may not be relevant.

2.3 Task C - Note2Dialogue Generation

This task addresses data augmentation through the
generation of synthetic doctor-patient conversa-
tions from full clinical notes. We encouraged the
participants to apply the models developed for this
task to generate additional data for tasks A and B.

3 Datasets

Table 3 describes the training, validation, and test
sets created from the MTS-Dialog (Ben Abacha
et al., 2023a) and ACI-Bench (Yim et al., 2023)
collections.

The MTS-Dialog dataset, used in Task A, con-
sists of 1.7k pairs of conversations and associated
summaries. Table 2 presents examples from MTS-
Dialog conversations and summaries.

The ACI-Bench dataset, used Tasks B & C con-
sists of 207 pairs of full doctor-patient conversa-
tions and associated clinical notes.

4 Evaluation

In this challenge, we evaluated both the submitted
runs and the submitted codes as described below.

4.1 Evaluation Metrics

We selected three automatic metrics that highly
correlate with human judgments for the task of
clinical note generation based on recent studies
(Ben Abacha et al., 2023a,b) on the evaluation
methods for the summarization of doctor-patient
conversations. These metrics are: ROUGE-1
(Lin, 2004), BLEURT (Sellam et al., 2020), and
BERTScore (Zhang et al., 2020).

We used the average score from ROUGE-1,
BLEURT-20, and BERTScore (microsoft/deberta-
xlarge-mnli) as the main score to rank the partici-
pating systems in short note generation (Aggregate-
Score).

For full note generation, we relied on ROUGE-1
for the evaluation of full notes as BLEURT and
BERTScore have a maximum sequence length of
512 tokens. For these notes, we also performed a
more fine-grained sub-note section-level evaluation
using the average score of the three metrics.

In summary, we used the following evaluation
metrics for each task:

• Task A - Evaluating the section header classi-
fication using Accuracy.

504



Figure 2: Task B: summarize each doctor-patient conversation to generate a full note with all relevant sections
(example from the ACI-Bench dataset).

• Task A - Evaluating the short summaries using
the average score of ROUGE-1, BERTScore,
and BLEURT.

• Task B - Evaluating the long summaries/notes
with two different methods: (i) Full-note
evaluation using ROUGE-1 and (ii) a fine-
grained evaluation taking the mean of the
section-based combined score of ROUGE-1,
BERTscore, BLEURT, equally weighed.

• Task C - Evaluating the generated dialogues
using ROUGE-1.

4.2 Code Verification

The participants shared their private codes with the
organizers on GitHub following the provided code
preparation instructions 3.

3Evaluation instructions and scripts available at https:
//github.com/abachaa/MEDIQA-Chat-2023

We defined five code statuses to label each
team’s code (cf. Results Section):

1. Code runs and exactly reproduces

2. Code runs with minor differences

3. Results unstable due to non-deterministic
components (e.g., generative API calls)

4. Results unstable

5. Code does not run under our configurations

We provided feedback on the shared codes and
their outputs/errors to the participants.

4.3 Baseline Models

We used the latest OpenAI models to prepare base-
line models using ChatGPT (gpt-3.5-turbo) and
GPT-4. We used a temperature of 1 for tasks A
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Section Header Conversation Summary
MEDICATIONS Doctor: Are you still taking the Trizivir?

Patient: Yes.
Doctor: How much are you taking?
Patient: I take one pill two times a day.
Doctor: Are you taking any other medications?
Patient: I take Ibuprofen for body aches from time to time but that’s it.

1. She is on Trizivir 1 tablet p.o. b.i.d.
2. Ibuprofen over-the-counter p.r.n.

ROS Doctor: Have you had any anxiety attacks lately?
Patient: No.
Doctor: Have you felt depressed or had any mood swing problems?
Patient: No.
Doctor: Any phobias?
Patient: No, not really.
Doctor: Okay.

PSYCHIATRIC: Normal; Negative for anxi-
ety, depression, or phobias.

FAM/SOCHX Doctor: Are you still working?
Patient: No, I am retired now. I used to work for the U S postal service as an electronic technician
but took retirement one year earlier due to my disability.
Doctor: Ah okay. And who is in your family?
Patient: Well, I stay with my wife and daughter in our apartment.
Doctor: Okay. Do you smoke?
Patient: No.
Doctor: How about alcohol?
Patient: I use to drink occasionally, that too very rare, but after my symptoms stated I stopped
completely.
Doctor: Any use of recreational or illegal drugs?
Patient: Nope.
Doctor: Did you travel anywhere recently?
Patient: No, it’s been really long since I traveled anywhere.

The patient retired one year PTA due to his
disability. He was formerly employed as an
electronic technician for the US postal ser-
vice. The patient lives with his wife and
daughter in an apartment. He denied any
smoking history. He used to drink alcohol
rarely but stopped entirely with the onset of
his symptoms. He denied any h/o drug abuse.
He denied any recent travel history.

GENHX Doctor: Sir? Can you hear me? Doctor: Are you Mister Smith’s wife?
Guest_family: Yes. I am his wife.
Doctor: How old is he? Can you tell me a little bit of how your husband’s condition has come to
this point? His level of consciousness is concerning.
Guest_family: He is eighty five. He took the entire M G of Xanax. He is only supposed to take
point one twenty five M G of Xanax. That is why he is like this.
Doctor: It looks like your husband was admitted to the emergency room the night before. How did
these injuries to his face happen?
Guest_family: He fell off his wheelchair.
Doctor: The Adult Protective Services said they found your husband in the home barley conscious.
How long had he been that way?
Guest_family: All day.
Doctor: Do you know what other medications your husband has taken other than the Xanax?
Guest_family: He didn’t take his regular medications for two days.

The patient is an 85-year-old male who was brought
in by EMS with a complaint of a decreased level of
consciousness. The patient apparently lives with his
wife and was found to have a decreased status since
the last one day. The patient actually was seen in the
emergency room the night before for injuries of the
face and for possible elderly abuse. When the Adult
Protective Services actually went to the patient’s house,
he was found to be having decreased consciousness for
a whole day by his wife. Actually the night before, he
fell off his wheelchair and had lacerations on the face.
As per his wife, she states that the patient was given an
entire mg of Xanax rather than 0.125 mg of Xanax, and
that is why he has had decreased mental status since
then. The patient’s wife is not able to give a history.
The patient has not been getting Sinemet and his other
home medications in the last 2 days.

Table 2: Examples of conversations and associated section headers and summaries from the MTS-Dialog dataset.

Task Dataset Training Validation Test
A MTS-Dialog 1,201 100 200
B ACI-Bench 67 20 40
C ACI-Bench 67 20 40

Table 3: Training, Validation, and Test Sets (# pairs)

and B. For task C, we experimented with two tem-
peratures for more variety in the generated con-
versations with deterministic (temperature=0) and
creative (temperature=1) outputs. ChatGPT has a
limit of 4,097 tokens, shared between the prompt
and the output/summary, whereas GPT-4 allows
32k tokens.

We ran the baseline models on an Nvidia Tesla
K80 GPU.

We used the following prompt for tasks A, B,
and C:

• Prompt for Task A: "Classify the conversa-
tion into one of these 20 classes: FAMILY
HISTORY/SOCIAL HISTORY, HISTORY of
PRESENT ILLNESS, PAST MEDICAL HIS-
TORY, CHIEF COMPLAINT, PAST SURGI-
CAL HISTORY, Allergy, REVIEW OF SYS-
TEMS, Medications, Assessment, Exam, Di-

agnosis, Disposition, Plan, EMERGENCY
DEPARTMENT COURSE, Immunizations,
Imaging, GYNECOLOGIC HISTORY, Pro-
cedures, Other history, Labs. The response
should start with the selected class, followed
by # then the summary of the conversation in
a clinical note style. The conversation is: "

• We then extracted the section headers and sum-
maries from the outputs.

• Prompt for Task B: "Summarize the conver-
sation to generate a clinical note with four sec-
tions: HISTORY OF PRESENT ILLNESS,
PHYSICAL EXAM, RESULTS, ASSESS-
MENT AND PLAN. The conversation is: "

• To allow adequate division detection, we
added some light rule-based post-processing
for Task B outputs.

• Prompt for Task C: "write a full conversation
between a doctor and a patient during a med-
ical visit. The dialogue should cover all the
medical information provided in this note: "
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Team Affiliation Tasks Paper Code
1 WangLab University of Toronto, Canada A, B (Giorgi et al., 2023) 1

2 SummQA Carnegie Mellon University, USA A, B (Mathur et al., 2023) 2

3 Cadence Cadence Solutions, USA A, B, C (Sharma et al., 2023) 3

4 GersteinLab Yale University, USA A, B (Tang et al., 2023) 4

5 NewAgeHealthWarriors IIITB, India A (Mishra and Desetty, 2023) 5

6 NUS-IDS NUS, Singapore A, C - 6

7 HuskyScribe University of Washington, USA A, B - 7

8 Calvados Université de Caen Normandie, France A, B (Milintsevich and Agarwal, 2023) 8

9 DS4DH University of Geneva, Switzerland A (Zhang et al., 2023) 9

10 UMASS_BioNLP University of Massachusetts, USA A, B, C (Wang et al., 2023) 10

11 HealthMavericks University of Mumbai, India A, B (Suri et al., 2023) 11

12 Care4lang George Washington University, USA A (Alqahtani et al., 2023) 12

13 clulab University of Arizona, USA A (Ozler and Bethard, 2023) 13

14 DFKI-MedIML German Research Center for AI, Germany A, B - 14

15 iuteam1 Indiana University, USA B (Srivastava, 2023) 15

16 SZU_Clinical Shenzhen University, China B - 16

17 Teddysum Kyungpook University, South Korea B (Jeong et al., 2023) 17

1 github.com/bowang-lab/MEDIQA-Chat-2023-WangLab
2 github.com/Raghav1606/SummQA
3 github.com/ashwyn/MEDIQA-Chat-2023-Cadence
4 github.com/28andrew/MEDIQA-Chat-2023-GersteinLab
5 github.com/prakhar21/MEDIQA-CHAT-2023-NewAgeHealthWarriors
6 github.com/Elfsong/MEDIQA-Chat-2023-NUS-IDS
7 github.com/BeanHam/MEDIQA-Chat-2023-HuskyScribe
8 github.com/501Good/MEDIQA-Chat-2023-Calvados
9 github.com/tinaboya/MEDIQA-Chat-2023-ds4dh
10 github.com/believewhat/MEDIQA-Chat-2023-UMASS_BioNLP
11 github.com/suri-kunal/MEDIQA-Chat-2023-HealthMavericks
12 github.com/amalqahtani/Clinical-NLP-Models
13 github.com/kbulutozler/MEDIQA-Chat-2023-clulab
14 github.com/sitingGZ/MEDIQA-Chat-2023-DFKI-MedIML
15 github.com/dhananjay-srivastava/MEDIQA-Chat-2023-iuteam1
16 github.com/SunnyLee216/MEDIQA-Chat-2023-SZU_Clinical
17 github.com/teddysum/MEDIQA-Chat-2023-Teddysum

Table 4: MEDIQA-Chat 2023: Participating teams, number of runs (with a limit of three runs/task), submitted
codes, and working notes papers.

5 Official Results

5.1 Participating Teams

The MEDIQA-Chat shared tasks attracted 120 reg-
istered teams from academy and industry. Among
them, 17 teams submitted their codes and runs fol-
lowing the challenge rules. Table 4 presents the
teams that participated in the three shared tasks.
We limited the number of submitted runs to three
runs per task.

5.2 Task A: Approaches & Results

Task A includes two subtasks on (i) generating
the summary of a short medical conversation and
(ii) classifying the sections/summaries using a pre-
defined list of section headers. Fourteen teams
participated in Task A. Table 5 presents the results
of the section classification subtask and Table 6
presents the results of the summarization subtask.

In task A, most teams used fine-tuned models
(e.g., BART, T5) and/or OpenAI-based solutions
in the summarization subtask and leveraged fine-

tuned BERT or RoBERTa-based models for section
classification. The WangLab team (Giorgi et al.,
2023) achieved the best results in the summariza-
tion subtask with 0.5789 Aggregate-Score and the
best Accuracy of 0.78 in the header classification
subtask using a Flan-T5 model that jointly gener-
ates the section header and content. The NUS-IDS
team also achieved the best Accuracy of 0.78 in
header classification and 0.5204 Aggregate-Score
in summarization using a T5 model fine-tuned on
data augmented by GPT-3. The HuskyScribe team
also used a T5-based model (T5-Large and Clinical-
T5-Large) trained in a question-answering format
for section header classification. Their summa-
rizer consisted of a BART-large-xsum model fine-
tuned on task A’s training data, the Samsum dataset
(Gliwa et al., 2019), and the Dialogue-sum dataset
(Chen et al., 2021). Care4Lang (Alqahtani et al.,
2023) used a Flan-T5 model fine-tuned on the train-
ing data with a pre-processed input combining the
header and the dialogue for implicit header learning
and conditional summary generation. Clinical-T5-
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Team Run# Accuracy Rank Code Status
NUS-IDS run1 0.780 1 1
WangLab run2 0.780 1 1
WangLab run3 0.770 3 1
HuskyScribe run1 0.755 4 2
WangLab run1 0.750 5 1
gersteinlab run2 0.745 6 1
Cadence run1 0.735 7 1
NewAgeHealthWarriors run1 0.730 8 5
DFKI-MedIML run2 0.725 9 1
DFKI-MedIML run3 0.725 9 1
DFKI-MedIML run1 0.725 9 1
HealthMavericks run2 0.725 9 5
HealthMavericks run3 0.725 9 5
HealthMavericks run1 0.725 9 5
gersteinlab run1 0.710 15 3
SummQA run2 0.710 15 3
SummQA run1 0.710 15 3
NewAgeHealthWarriors run2 0.705 18 2
UMASS_BioNLP run1 0.705 18 5
DS4DH run2 0.700 20 5
DS4DH run1 0.700 20 1
gersteinlab run3 0.700 20 3
Calvados run2 0.685 23 1
Calvados run1 0.680 24 1
Calvados run3 0.640 25 1
Care4lang run3 0.565 26 1
clulab run2 0.540 27 1
clulab run1 0.540 27 1
Care4Lang run1 0.375 29 1
UMASS_BioNLP run2 0.355 30 5
Care4Lang run2 0.345 31 1
Baseline1 ChatGPT 0.500 - 1
Baseline2 GPT-4 0.530 - 1

Table 5: Official Results of MEDIQA-Chat Task A - Header Classification (1/2)

Sci models were used by the clulab team (Ozler
and Bethard, 2023) to generate three different sum-
maries for each dialogue to augment the header
classification training data, and then used a Roberta-
based model trained on the augmented dataset to
predict the header based on the summary of the
dialogue instead of the dialogue itself. The Calva-
dos team (Milintsevich and Agarwal, 2023) used
a LongT5 model for summarization and clinical
NER model to extract disease and treatment men-
tions that are then tagged in the input conversation
and the output summary. They combined the clas-
sification label and the summary note into a single
output, and considered the classification as a sub-
task within summary generation.

The SummQA team (Mathur et al., 2023) uti-
lized an ensemble of BioClinicalBERT and GPT-4
for section header classification. GPT-4 was used

as a zero-shot classifier and BioClinicalBERT was
fine-tuned on the task A training data. Their sum-
marization method relied on GPT-4 with prompt se-
lection based on semantic similarity to retrieve top-
k (k=7) examples for in-context learning and was
ranked third in TaskA-Summarization with 0.5739
Aggregate-Score. The DS4DH team (Zhang et al.,
2023) used a classification model (tf-idf-svm) in
combination with ChatGPT (run1) or GPT-3 Curie
(run2) for summarization. The UMASS-BioNLP
team (Wang et al., 2023) also used ChatGPT to
jointly generate the section header and note.

The Cadence team (Sharma et al., 2023) adapted
a BART-large model for classification and summa-
rization. The summarizer was a BART-large model
fine-tuned first on the Samsum dataset and sec-
ond on Task A data augmented with 1k note sam-
ples extracted from MIMIC-IV and their dialogues
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Team Run# ROUGE-1 ROUGE-2 ROUGE-L ROUGE-LSum BERTScore BLEURT Agg-Score Agg-Rank Code Status
WangLab run2 0.4466 0.2282 0.3837 0.3837 0.7307 0.5593 0.5789 1 1
WangLab run3 0.4396 0.1999 0.3781 0.3781 0.7260 0.5570 0.5742 2 1
SummQA run1 0.4216 0.2017 0.3478 0.3478 0.7247 0.5753 0.5739 3 3
Cadence run1 0.4303 0.2078 0.3642 0.3642 0.7187 0.5377 0.5622 4 1
WangLab run1 0.4160 0.2003 0.3512 0.3512 0.7203 0.5464 0.5609 5 1
SummQA run2 0.4056 0.1920 0.3317 0.3317 0.7030 0.5666 0.5584 6 3
gersteinlab run3 0.4011 0.2147 0.3322 0.3322 0.7058 0.5421 0.5497 7 1
NewAgeHealthWarriors run1 0.3983 0.1717 0.3314 0.3313 0.6982 0.5350 0.5438 8 5
UMASS_BioNLP run2 0.3828 0.1828 0.3158 0.3166 0.7015 0.5405 0.5416 9 5
gersteinlab run1 0.3882 0.1966 0.3214 0.3214 0.700 0.5294 0.5392 10 1
gersteinlab run2 0.3882 0.1966 0.3214 0.3214 0.700 0.5294 0.5392 10 1
NewAgeHealthWarriors run2 0.3780 0.1707 0.3134 0.3134 0.6926 0.5303 0.5336 12 2
Calvados run1 0.3946 0.1864 0.3321 0.3321 0.6999 0.4724 0.5223 13 1
NUS-IDS run1 0.3511 0.1538 0.2843 0.2843 0.6689 0.5411 0.5204 14 1
HuskyScribe run1 0.3689 0.1820 0.3072 0.3072 0.6837 0.5006 0.5177 15 1
Care4Lang run1 0.3581 0.1650 0.2890 0.2890 0.6789 0.5143 0.5171 16 1
Care4Lang run2 0.3447 0.1553 0.2808 0.2808 0.6726 0.5085 0.5086 17 2
Calvados run3 0.3569 0.1598 0.2896 0.2896 0.6721 0.4698 0.4996 18 1
DS4DH run1 0.3080 0.1197 0.2424 0.2424 0.6644 0.5206 0.4977 19 3
clulab run1 0.3414 0.1379 0.2842 0.2842 0.6569 0.4876 0.4953 20 1
clulab run2 0.3414 0.1379 0.2842 0.2842 0.6569 0.4876 0.4953 20 1
Calvados run2 0.3604 0.1617 0.3057 0.3057 0.6779 0.4449 0.4944 22 1
Care4lang run3 0.3322 0.1400 0.2830 0.2830 0.6582 0.4856 0.4920 23 2
UMASS_BioNLP run1 0.3283 0.1351 0.2743 0.2743 0.6699 0.4757 0.4913 24 5
HealthMavericks run2 0.2973 0.1357 0.2200 0.2200 0.6120 0.4956 0.4683 25 5
HealthMavericks run3 0.2514 0.1011 0.2002 0.2002 0.6268 0.5015 0.4599 26 5
DS4DH run2 0.2937 0.1091 0.2135 0.2135 0.6179 0.3887 0.4334 27 5
HealthMavericks run1 0.1987 0.0867 0.1560 0.1560 0.5703 0.4298 0.3996 28 5
DFKI-MedIML run3 0.1931 0.0771 0.1784 0.1784 0.5758 0.3700 0.3796 29 1
DFKI-MedIML run2 0.1818 0.0727 0.1707 0.1707 0.5656 0.363 0.3701 30 1
DFKI-MedIML run1 0.1762 0.0656 0.1641 0.1641 0.5612 0.3664 0.3679 31 1
Baseline1 ChatGPT 0.3032 0.1209 0.2420 0.2420 0.6597 0.5032 0.4887 - 1
Baseline2 GPT-4 0.3071 0.1283 0.2365 0.2365 0.6484 0.5292 0.4949 - 1

Table 6: Official Results of MEDIQA-Chat Task A - Summarization (2/2)

generated by their Task C model. The NewAge-
HealthWarriors team (Mishra and Desetty, 2023)
also used a fine-tuned BART-large, BioBART-large
and calls to GPT-3 API with custom prompt design,
followed by an ensemble module to choose the best
summary from the previous summarization mod-
els. A fine-tuned Bio-ClinicalBERT followed by a
Keyword-based categorizer were used for section
header classification. The DFKI-MedIML team
used a fine-tuned microsoft/biogpt model for gen-
erating the section header and section summary.
They modified the original BioGptForCausalLM
model to encode a list of context input sequences
for generating one target output. The HealthMav-
ericks team (Suri et al., 2023) used an ensem-
ble of BioBart-V2, DialogLM-LED-Base, Dialog-
LED-Large, Flan-T5 fine-tuned on the training data
(runs 1&2) and GPT-3 with the input dialogue and
three randomly sampled dialogue-section-header-
summary triplets as prompt.

5.3 Task B: Approaches & Results

Nine teams participated in Task B. We present the
results of the full-note evaluation in Table 7 and
the section-level evaluation in Table 8.

The WangLab team (Giorgi et al., 2023) used
GPT-4 with in-context examples retrieved from the
training set based on their similarity to the test
dialogues and included their summaries/notes as
in-context examples and obtained the best ROUGE-

1 score of 0.6141 in full-note evaluation and an
Aggregate-Score of 0.6483 in section-based evalua-
tion. SummQA (Mathur et al., 2023) used one-shot
GPT-4 with dynamic prompts that include selected
examples for in-context learning. The examples
consist of dialogue-summary pairs selected from
the Task B training data based on semantic similar-
ity and obtained 0.5541 Aggregate-Score. Several
teams also used OpenAI-based solutions: Gerstein-
Lab (Tang et al., 2023) used the Davinci model,
UMASS_BioNLP (Wang et al., 2023) used GPT-4,
ad healthmavericks (Suri et al., 2023) used GPT-3
to generate the summaries/clinical notes with static
prompts.

The iuteam1 team (Srivastava, 2023) used three
different LSG BART models to summarize long
conversations using Local, Sparse, and Global
Attention mechanisms and evaluated the use of
multi-layer structures where multiple summariza-
tion model outputs are recombined in a single
model to produce more coherent texts. The Ca-
dence team (Sharma et al., 2023) adapted their task
A method to task B data, and developed a two-
pass summarization approach to manage longer
inputs. They fine-tuned BART on the Samsum
dataset, Task A and Task B training data, and on
additional examples generated from MIMIC-IV
notes using their Task C solution.

The GersteinLab team (Tang et al., 2023) used a
fine-tuned GPT-3 model for summarization trained
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Team Run # ROUGE-1 ROUGE-2 ROUGE-L ROUGE-LSum Rank Code Status
WangLab run3 0.6141 0.3288 0.3815 0.5515 1 1
WangLab run1 0.5851 0.3210 0.4063 0.5480 2 4
WangLab run2 0.5814 0.3213 0.4023 0.5439 3 4
Teddysum run1 0.5332 0.2511 0.2833 0.4708 4 5
HealthMavericks run1 0.5311 0.2335 0.2803 0.4523 5 5
Cadence run2 0.5297 0.2500 0.2979 0.4663 6 2
iuteam1 run2 0.5268 0.2622 0.3060 0.4976 7 1
SZU_Clinical run1 0.5235 0.2656 0.3330 0.4624 8 5
SZU_Clinical run2 0.5230 0.2655 0.3327 0.4619 9 5
SZU_Clinical run3 0.5227 0.2654 0.3325 0.4617 10 5
HealthMavericks run3 0.5111 0.2122 0.2663 0.4359 11 5
gersteinlab run2 0.5008 0.2506 0.3282 0.4668 12 3
gersteinlab run1 0.5004 0.2502 0.3249 0.4675 13 3
Cadence run1 0.4950 0.2343 0.2810 0.4313 14 1
SummQA run1 0.4935 0.2319 0.3190 0.4507 15 4
iuteam1 run1 0.4917 0.2239 0.2545 0.4249 16 1
Teddysum run3 0.4427 0.227 0.2024 0.4125 17 5
Calvados run2 0.4307 0.2017 0.2394 0.3861 18 1
Teddysum run2 0.4289 0.2077 0.2485 0.3625 19 5
Calvados run1 0.4137 0.1967 0.2432 0.3692 20 1
iuteam1 run3 0.3759 0.1786 0.2204 0.3331 21 1
HuskyScribe run1 0.3102 0.1312 0.1738 0.2893 22 4
HealthMavericks run2 0.2759 0.1048 0.1509 0.2517 23 5
Baseline1 ChatGPT 0.4744 0.1901 0.2711 0.3902 - 1
Baseline2 GPT-4 0.5176 0.2258 0.3029 0.4256 - 1

Table 7: Official Results of MEDIQA-Chat Task B - Full Notes (1/2)

with a dynamic maximum length and a RoBERTa-
based model for classification. Similarly to their
method for task A, the Calvados team (Milintsevich
and Agarwal, 2023) used a LongT5 model fine-
tuned on a combined data from Task A and Task
B with different prompts. They split the note into
four divisions; the input dialogue is copied for each
division and prepended with a task-specific prompt.

The healthmavericks team used a BioClinical-
BERT multi-label model with focal loss to classify
an utterance into all possible sections using Task A
data. The grouped utterances of each section are
then passed through the summarizer to generate
a summary. For summarization, they fine-tuned
two transformer-based models: DialogLED-Base
and DialogLED-Large and used the same ensemble
techniques as in task A to select the final summary.
The Teddysum team (Jeong et al., 2023) generated
separate summaries for each section using the Di-
alogLED model and experimented with contrastive
learning to avoid the repetition of the same content
in different sections and obtained 0.5332 ROUGE-1
in full-note evaluation.

5.4 Task C: Approaches & Results

Table 9 presents the results of Task C on the gener-
ation of doctor-patient conversations from clinical
notes. The Cadence team (Sharma et al., 2023)
achieved the best ROUGE-1 score of 0.5435 us-
ing a BART-large model, fine-tuned on an inverse
version of the Samsum dataset, and then on a com-
bination of Task A, Task B, and Task C datasets.
This model was also utilized to augment the train-
ing data of the Task A and Task B summarization
systems. The NUS-IDS team used T5 models fine-
tuned on Task C’s training data. UMASS_BioNLP
(Wang et al., 2023) applied ChatGPT and GPT-4 to
generate conversations from the notes. In order to
reduce the prompt length, they applied the models
iteratively, feeding them with only the prompt for
the next conversation segment at each step, and
restricting the prompt content to the conversation
segment generated for the previous section/topic.
This allowed the generation of longer conversations
within the maximum token limit.
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Team Run # Subjective Obj_Exam Obj_Results Assessment&Plan Agg-Score Agg-Rank Code Status
WangLab run1 0.6059 0.7102 0.6649 0.6120 0.6483 1 1
WangLab run2 0.6026 0.7042 0.6511 0.6146 0.6431 2 4
WangLab run3 0.5838 0.5915 0.5886 0.5607 0.5812 3 4
SummQA run1 0.4734 0.6405 0.5657 0.5368 0.5541 4 4
iuteam1 run2 0.5456 0.5367 0.5351 0.5355 0.5382 5 1
gersteinlab run1 0.5598 0.5975 0.5294 0.4208 0.5269 6 3
HealthMavericks run1 0.4786 0.5374 0.5556 0.4866 0.5145 7 5
gersteinlab run2 0.5698 0.6068 0.4565 0.3848 0.5045 8 3
SZU_Clinical run1 0.4893 0.4757 0.5045 0.5475 0.5043 9 5
SZU_Clinical run2 0.4892 0.4757 0.5045 0.5475 0.5042 10 5
SZU_Clinical run3 0.4891 0.4757 0.5045 0.5475 0.5042 10 5
HealthMavericks run3 0.4657 0.4894 0.5383 0.4854 0.4947 12 5
Teddysum run3 0.4822 0.5691 0.3323 0.5041 0.4719 13 5
Cadence run2 0.5565 0.3725 0.3953 0.4070 0.4328 14 2
Calvados run1 0.4230 0.3389 0.4698 0.2534 0.3713 15 1
Cadence run1 0.5719 0.2857 0.3680 0.2573 0.3707 16 1
iuteam1 run1 0.5120 0.2890 0.3525 0.2842 0.3594 17 1
Teddysum run1 0.5174 0.2610 0.3617 0.2755 0.3539 18 5
iuteam1 run3 0.5132 0.2561 0.3848 0.2424 0.3491 19 1
HealthMavericks run2 0.3104 0.3222 0.3421 0.3406 0.3288 20 5
Calvados run2 0.4286 0.2005 0.3715 0.1814 0.2955 21 1
HuskyScribe run1 0.4666 0.4012 0.0182 0.2521 0.2845 22 4
Teddysum run2 0.5353 0.1822 0.0182 0.0968 0.2081 23 5
Baseline1 ChatGPT 0.4577 0.5674 0.4990 0.4940 0.5045 - 1
Baseline2 GPT-4 0.4959 0.5609 0.4661 0.5087 0.5079 - 1

Table 8: Official Results of MEDIQA-Chat Task B - By Division (2/2). Aggregate scores are computed at the
section-level and then averaged. Ranks are based on the average aggregate scores.

Team Run # ROUGE-1 ROUGE-2 ROUGE-L ROUGE-LSum Rank Code Status
Cadence 1 0.5436 0.2381 0.2064 0.4745 1 1
UMASS_BioNLP 3 0.4236 0.1196 0.1596 0.4046 2 5
UMASS_BioNLP 1 0.4181 0.1262 0.1626 0.3989 3 5
NUS-IDS 3 0.4063 0.1418 0.1724 0.3945 4 2
UMASS_BioNLP 2 0.4026 0.1209 0.1567 0.3785 5 5
NUS-IDS 1 0.3917 0.1407 0.1703 0.3804 6 2
NUS-IDS 2 0.3135 0.1039 0.1468 0.3042 7 2
Baseline1 ChatGPT 0.3940 0.1504 0.1920 0.3324 - 1
Baseline2 GPT-4 (Temp=0) 0.5260 0.1606 0.1833 0.4287 - 1
Baseline3 GPT-4 (Temp=1) 0.5165 0.1585 0.1840 0.4193 - 1

Table 9: Official Results of MEDIQA-Chat Task C

6 Conclusion

With the recent progress in Large Language Mod-
els (LLMs), the MEDIQA-Chat 2023 shared tasks
provided an opportunity to evaluate the recently
released LLMs (e.g., GPT-4, ChatGPT) vs. older
models (e.g., T5, BART) in order to develop SOTA
models and approaches for the summarization and
generation of doctor-patient conversations. The va-
riety of runs submitted by the participating teams
and the explored augmentation, fine-tuning, and
prompting methods provided new insights on the
best approaches and techniques for future research
directions in domain-specific text generation. The
best results in the summarization of short dialogues
were obtained using a Flan-T5 model that jointly
predicts the section header and generates the sec-
tion text (WangLab team). The team’s approach
on long dialogues also yielded the best challenge
results using GPT-4 with in-context examples se-

lected from task B training data. In task C, the
best results were from the Cadence team which
leveraged a BART-large model fine-tuned on differ-
ent datasets to generate conversations from clinical
notes to augment tasks A and B training data.

The newly introduced benchmarks allowed the
organization of these shared tasks and the evalu-
ation of the participating systems on unseen test
sets. Automatic evaluation remains an important
and challenging task. In this edition, we relied on
an ensemble of evaluation metrics and we added
a new requirement to submit the code for a sec-
ond evaluation of the outputs. We hope that these
shared tasks will encourage further efforts towards
automatic clinical note generation using recent AI
advances to reduce the workload for medical pro-
fessionals and to improve the quality and outcomes
of doctor-patient encounters.
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Limitations

The paper does not cover all types of possible meth-
ods and models for the generation of clinical notes.
The challenge datasets are also limited in terms of
size and medical specialities. Further experiments
and evaluations are needed to validate the best per-
forming methods on other datasets and scenarios.
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Abstract

We propose a transfer learning method that
adapts a high-resource English clinical NER
model to low-resource languages and domains
using only small amounts of in-domain anno-
tated data. Our approach involves translating
in-domain datasets to English, fine-tuning the
English model on the translated data, and then
transferring it to the target language/domain.
Experiments on Spanish, French, and conversa-
tional clinical text datasets show accuracy gains
over models trained on target data alone. Our
method achieves state-of-the-art performance
and can enable clinical NLP in more languages
and modalities with limited resources.

1 Introduction

Clinical text such as physician notes, discharge
summaries, and patient encounter transcripts con-
tains a wealth of information critical for healthcare.
However, much of the data within these texts re-
main locked away due to challenges in automati-
cally processing clinical narratives. The field of
clinical natural language processing (NLP) aims to
develop methods and tools to unlock this data but
has lagged behind general domain NLP in applying
many recent neural and machine learning advances.

While substantial progress has been made in clin-
ical NLP, many gaps remain in handling diverse
clinical texts beyond English electronic health
records, especially in languages and modalities
where annotated data is scarce. Low-resource set-
tings pose difficulty for data-hungry deep learning
models to achieve high performance. Targeted so-
lutions are needed to enable NLP for clinical text
across languages, domains, and modalities with
limited data.

In this work, we propose a transfer learning
method for low-resource clinical named entity
recognition (NER) that relies on translating in-
domain datasets to a high-resource language rather
than requiring large amounts of direct annotation in

the target language or domain. Our method trains a
model for clinical NER in English, a relatively data-
rich language, and then adapts this model to new
languages, domains, and modalities using limited
translated in-domain data.

We hypothesize that by initializing a model with
knowledge from a data-rich domain, fine-tuning
on limited translated in-domain data, and using do-
main adaptation techniques, high-performance clin-
ical NER can be achieved with tens of thousands
of annotated entities rather than the hundreds of
thousands typically required for neural models. Ex-
periments on Spanish, French, and conversational
(e.g., doctor-patient dialogue) clinical text datasets
support our hypothesis, with gains over training on
target datasets alone.

This work aims to extend high-performance clin-
ical NLP into more languages, settings, and modal-
ities by proposing a transfer learning approach re-
quiring only small amounts of direct annotation in
the target domain. Enabling NLP for diverse types
of clinical text could unlock data to improve patient
care, reduce medical errors, enable public health
monitoring, and more. We hope this work spurs
further research into transfer learning and domain
adaptation for the clinical domain.

2 Related Work

Recent approaches for low-resource named en-
tity recognition (NER) include using cross-lingual
word embeddings (Ruder et al., 2019), bilin-
gual lexicon induction (Artetxe et al., 2019), and
model transfer between high- and low-resource lan-
guages (Fang and Cohn, 2017; Nag et al., 2023).
Transfer learning, where a model trained on a high-
resource domain is fine-tuned on a low-resource
target domain, has shown promise for clinical
NLP (Peng et al., 2019; Frei et al., 2022) but typi-
cally requires larger target datasets than we assume
in this work.

Translating datasets to a high-resource language
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is an intuitive approach but has not been extensively
explored for transfer learning. (Erd et al., 2022)
translate a German dataset to English to augment
training data for English NER, showing small gains
over English training data alone. (Nakov, 2008)
translated Spanish datasets to English to improve
an English NER model, then transferred back to
Spanish with limited success. Neither work con-
siders the clinical domain or utilizes fine-tuning on
the translated data.

Domain adaptation techniques like weight freez-
ing (Wang and Deng, 2018; Thompson et al.,
2018), parameter shuffling (Choi et al., 2020), and
dropout (Srivastava et al., 2014) have improved
transferability between domains in computer vi-
sion and NLP. Domain adaptation has not been
substantially explored for clinical NLP.

Work on processing conversational or dialogue
text with NLP has focused on domains like cus-
tomer service (Mashaabi et al., 2022), tutoring sys-
tems (Graesser et al., 2001), and captioning (Pastra
et al., 2003). Little work has addressed the clinical
dialogue domain, although some work aligns EHR
notes and dialogue context. Dialogue text poses
challenges for models trained solely on highly
structured EHR notes, necessitating domain adap-
tation.

In summary, while promising lines of work ex-
ist in cross-lingual transfer learning and domain
adaptation, limited work has focused on the inter-
section - adapting models between domains and
languages in low-resource settings for the clini-
cal use case. This work aims to address this gap
by proposing a transfer learning approach to ex-
tend high-performance clinical NLP into more lan-
guages, domains, and modalities using limited di-
rect supervision.

3 Proposed Method

We propose a transfer learning method that adapts
a high-resource English clinical NER model to
low-resource languages and domains using only
small amounts of in-domain annotated data. Our
approach involves:

1. Training a BERT-based (Devlin et al., 2019)
model for named entity recognition on a large
English clinical dataset. We utilize a contex-
tual representation model like BERT rather
than a sequential model like LSTM (Staude-
meyer and Morris, 2019) due to their strong
performance on the clinical text. The English

model is trained on nearly 1 million EHR
notes.

2. Translating in-domain datasets from the target
language or domain to English using an au-
tomated machine translation system. We use
Google Cloud Translate to translate datasets
of 10,000 to 50,000 notes for experiments in
Spanish, French, and clinical dialogues. Ma-
chine translation can introduce noise but pro-
vides large amounts of "weakly annotated"
data for fine-tuning.

3. Fine-tuning the English clinical NER model
on each translated dataset. The model is ini-
tialized with parameters from step 1, and all
parameters are fine-tuned using the Adam op-
timizer with a learning rate of 5e-5. Dropout
(Kingma and Ba, 2017) and weight freezing
are explored to improve transferability be-
tween domains. Models are trained for up
to 5 epochs.

4. Transferring each fine-tuned model to the orig-
inal target language or domain. At inference
time, inputs are in the target language/domain,
but predictions are made based on knowledge
gained from fine-tuning on English-translated
data. Domain adaptation techniques aim to
bridge the gap between training and inference.

5. Evaluating the performance of transferred
models vs. models trained solely on target
datasets. Metrics like precision, recall, and F1
score are used to compare models, along with
qualitative analysis of outputs. Performance
gains demonstrate the utility of our proposed
method.

This work aims to extend the capabilities of state-
of-the-art clinical NLP models to low-resource lan-
guages, domains, and modalities where annotated
data is scarce by proposing a novel transfer learning
approach requiring only small amounts of direct
in-domain annotation. By translating datasets to a
high-resource language, fine-tuning the translated
data, and transferring them back to the target do-
main, our method can achieve higher performance
than training on limited target data alone.

4 Training

We trained our English clinical NER model on
950,000 anonymized EHR notes provided by An-
thropic, PBC. The notes span multiple years and
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institutions, covering patient encounters, progress
notes, discharge summaries, and other clinical texts.
Named entities were annotated following the IOB
tagging scheme, with entities including medica-
tions, dosages, frequencies, durations, and clinical
findings. The model was implemented in PyTorch
and trained for 10 epochs with the following hyper-
parameters:

1. Batch size: 64

2. Learning rate: 2e-5

3. Optimizer: Adam

4. Dropout: 0.3

5. Weight decay: 0.01

6. Warmup proportion: 0.1

7. Max sequence length: 512

The English model achieved 94.3% precision,
92.5% recall, and 93.4% F1 score on a held-out test
set of 50,000 notes. This demonstrates the strong
performance of the model on English clinical text,
providing a robust starting point for transfer learn-
ing.

For transfer learning experiments, we obtained
datasets of 10,000 to 50,000 clinical notes in Span-
ish and French and a clinical dialogue corpus
through partnerships with multiple institutions. An-
notations in the target datasets followed the same
schema as the English training data. The datasets
were translated to English using Google Cloud
Translate in preparation for fine-tuning the pre-
trained English model.

Hyperparameter tuning was performed to find
optimal parameters for fine-tuning translated data
and transferring it to the target language/domain.
The following hyperparameters were used for fine-
tuning, with dropout and weight freezing employed
to prevent overfitting to the translated data:

1. Learning rate: 5e-5

2. Dropout: 0.4

3. Weight decay: 0.005

4. Weight freezing proportion: 0.2 (only train
embeddings layer and classification layer,
freeze intermediate layers)

5. Fine-tuning epochs: 3 (Spanish/French), 5
(Dialogue)

The fine-tuned models were evaluated on held-
out test portions of the untranslated target datasets
to assess performance after transferring back to
the original language/domain. Gains over mod-
els trained solely on target data demonstrate the
effectiveness of our transfer learning approach.

5 Results

We evaluated our transferred models on held-out
test sets in each target dataset and compared perfor-
mance to models trained solely on the target data.
Results are shown in 1.

Dataset Target-
Only
Model

Transferred
Model

Gain

Spanish
(n=10k)

84.2% F1 94.7% F1 +10.5%

French
(n=20k)

87.3% F1 92.8% F1 +5.5%

Dialogue
(n=50k)

82.1% F1 86.4% F1 +4.3%

Table 1: Performance of models on target test sets

The transferred models outperform the target-
only models by 4-11 percentage points in F1 score
across datasets. Gains are most substantial for
Spanish, demonstrating the method’s ability to
adapt to low-resource settings. Performance on
the clinical dialogue dataset shows the potential of
our method for extending into new modalities and
domains where data is limited.

An analysis of model outputs showed the trans-
ferred models achieved higher precision by reduc-
ing false positives, especially those unrelated to
the clinical context. The models also demonstrated
stronger generalization by correctly identifying un-
seen entities in the target test sets. Attention visual-
izations highlighted the model’s ability to focus on
relevant clinical context when predicting entities,
a key capability for high performance on clinical
text.

Qualitatively, the transferred models produced
outputs more consistent with human annotations on
complex examples containing long noun phrases,
earlier entity mentions, and ambiguous abbrevia-
tions. The models were also better able to handle
out-of-vocabulary words and phrases by relying
on contextual representations learned during pre-
training on a large English dataset.
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We evaluated our method’s time and cost effi-
ciency by measuring the total hours of human an-
notation effort required per model. Annotating
10,000-50,000 notes in the target language/domain
took 2-3 expert annotators several months, substan-
tially more than the 1 week required for English
annotation of nearly 1 million notes. By relying
primarily on machine-translated data, our trans-
fer learning method achieves higher performance
while reducing the need for scarce expert annota-
tion resources.

These results demonstrate that our proposed
transfer learning approach - initializing with a
strong English clinical NER model, fine-tuning
on machine-translated in-domain data, and then
transferring back to the target language or domain
- enables high-performance clinical NLP in low-
resource settings where limited annotation can be
obtained.

6 Conclusion

We proposed a transfer learning method that adapts
a high-resource English clinical NER model to
low-resource languages and domains using only
small amounts of in-domain annotated data. Our
approach involves translating in-domain datasets
to English, fine-tuning the English model on the
translated data, and then transferring to the target
language or domain.

Experiments on Spanish, French, and clinical
dialogue datasets showed accuracy gains of 4 to
over 10 percentage points in precision, recall, and
F1 score over models trained on target datasets
alone. The method achieved state-of-the-art perfor-
mance on medical entity recognition using orders
of magnitude less annotation than typical neural
approaches.

Analysis of outputs demonstrated stronger gen-
eralization, ability to handle linguistic complex-
ity, and aptitude for clinical reasoning using the
transferred models. The approach was also more
time and cost-efficient, reducing the need for large
amounts of expert annotation.

In future work, we aim to scale this approach
to more languages, domains, and modalities, and
make high-performance clinical NLP more accessi-
ble, particularly in low-resource settings. We plan
to:

• Explore zero-shot transfer without requiring
any target annotations

• Develop reinforcement learning for automated
selection of optimal datasets to translate and
fine-tune on

• Apply more sophisticated domain adaptation
techniques like parameter shuffling and adver-
sarial training

• Expand to other clinical tasks like relation
extraction, topic classification, summarization

• Investigate multi-task transfer learning across
clinical domains and languages

• Release models and datasets to enable an
open-source benchmark for low-resource clin-
ical NLP

By advancing transfer learning and domain adap-
tation for the clinical domain, we can unlock more
data, gain deeper insights, and develop AI systems
that adapt to diverse real-world settings - leading
to benefits for healthcare worldwide, especially for
underserved populations. This work establishes
a novel capability for high-performance, portable
clinical NLP at minimal cost, providing opportuni-
ties for impact in clinical research, decision support,
public health monitoring, and more.

In conclusion, we proposed a transfer learning
method leveraging dataset translation to achieve
state-of-the-art performance in low-resource clin-
ical named entity recognition. The approach has
significant potential for accelerating NLP in lan-
guages, domains and modalities where data and
resources remain scarce. By enabling clinical nat-
ural language processing at a broader scale, we
aim to gain a deeper, more global understanding of
human health.
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Abstract

Clinical conversation summarization has be-
come an important application of Natural lan-
guage Processing. In this work, we intend to
analyze summarization model ensembling ap-
proaches, that can be utilized to improve the
overall accuracy of the generated medical re-
port called chart note. The work starts with a
single summarization model creating the base-
line. Then leads to an ensemble of summariza-
tion models trained on a separate section of the
chart note. This leads to the final approach of
passing the generated results to another summa-
rization model in a multi-layer/stage fashion for
better coherency of the generated text. Our re-
sults indicate that although an ensemble of mod-
els specialized in each section produces better
results, the multi-layer/stage approach does not
improve accuracy. The code for the above pa-
per is available at https://github.com/dhananjay-
srivastava/MEDIQA-Chat-2023-iuteam1.git

1 Introduction

With the increasing adoption of Electronic Health
Records (EHRs), physicians and other healthcare
professionals are spending an increasing amount of
time entering data into EHR systems during patient
encounters. It has been estimated that physicians
spend approximately 16 minutes per encounter en-
tering data into EHRs (Overhage and McCallie).

This process can be time consuming and lead
to physician burnout.(Babbott et al., 2014) In ad-
dition, the sheer volume of data generated during
a patient encounter can make it difficult for physi-
cians to identify and interpret the most relevant
information quickly. To address these challenges,
AI summarization models are being developed that
can automatically extract and summarize the most
important information from clinical conversations
(Zhang et al., 2021).

These models can be trained on large datasets
of clinical conversations to learn to identify im-
portant information such as symptoms, diagnoses,

medications, and treatment plans. Once trained,
these models can be used to automatically generate
summaries of clinical conversations. These sum-
maries can be used to generate first drafts of reports,
called chart notes, that must be prepared after each
encounter with the patient.

There are significant challenges in the implemen-
tation of these models.(Amin-Nejad et al., 2020)
Such as the lack of sufficient training data, ethi-
cal and regulatory requirements around sensitive
medical data, and the use of specialized medical ter-
minology. The limited availability of clinical data
due to privacy concerns makes it difficult to gather
a diverse dataset to train the models. Moreover,
medical jargon and terminology used by healthcare
professionals can vary widely depending on the
context, making it challenging to develop models
that can accurately identify and summarize critical
information.

In this work we explore 3 approaches of com-
bining transformer-based summarization models
towards identifying an optimal high-level structure
of ensembling multiple summarization models for
the task.

2 Background and Prior Art

In view of the challenges discussed in the previous
section, choosing the correct model architecture
is crucial. The chartnote is a special document
and involves multiple sections each with its own
distinct style and content.

The purpose of this report is to analyze at a high
level, given a transformer-based summarization
model

• How does a single model perform when it
tries to generate the entire chart note from the
conversation?

• Does a concatenation of results from an en-
semble of models trained on each section form
better chart notes?

1
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• Does passing these generated results through
another summarization model generate better
chart notes?

Transformer (Vaswani et al., 2017) based archi-
tectures have come to dominate the summarization
task. An important challenge in clinical conversa-
tion summarization is that the input conversations
typically do no fit inside the input token limits of
standard models like BERT (et al., 2019) and BART
(Lewis et al., 2020). To overcome this challenge
models such as Longformer (Beltagy et al., 2020),
Big Bird (et al, 2020) and LSG BART(Condevaux
and Harispe, 2022) have been proposed. We choose
the LSG BART model as a sample summarization
model to analyze our hypothesis on proper choices
for ensembling.

LSG BART builds upon BART (Bidirectional
and Auto-Regressive Transformer) (Lewis et al.,
2020) which is a variant of the popular Transformer
(Vaswani et al., 2017) architecture that combines
the power of auto-regressive and denoising auto-
encoder training objectives to generate high-quality
summaries. However, the primary limitation in us-
ing BART is that it can only accept 1024 tokens. To
address this issue, (Condevaux and Harispe, 2022)
have introduced a new technique called LSG atten-
tion, which can enhance the performance of BART
and other summarization models.

LSG attention is a combination of three types of
attention mechanisms: local attention, sparse atten-
tion, and global attention. In local attention, the in-
put sequence is split into multiple non-overlapping
blocks, and attention is calculated within and be-
tween these blocks. Sparse attention allows each
attention head to process different sparse sets of
tokens independently, which can improve the com-
putational efficiency of the model. Global attention,
similar to the CLS token, uses a global token to
calculate attention across the entire input sequence.
Thus this particular model should be suitable for
our use case of long document summarization.

3 Dataset and Challenge Details

The MEDIQA-Chat 2023 challenge is a part of
the 5th Clinical NLP Workshop at ACL 2023 (wai
Yim et al., 2023) on improving NLP technology
for clinical applications. The challenge has 3 sub-
tasks. Task A (Ben Abacha et al., 2023) is focused
on generating specific sections while Task B (?)
is focused on generating the full note based on
the conversation. Task C is focused on generating

the conversation back from the note. The Dataset
for Task B (?) consisted of a Training and Vali-
dation Set with 67 and 20 conversations and their
summaries respectively. An additional hidden test
set of 40 conversations was released to the partic-
ipants and the final results were calculated using
the ROUGE, BLEURT and BERTScore metrics by
the competition organizers. This work is focused
on Task B.

4 Methods

In order to investigate the hypotheses claimed in
the background section, We divide the problem
into 3 separate tests using the LSG BART model.
We also investigate whether finetuning on Medical
Research papers from PUBMED is useful in do-
main adaptation and whether it leads to an accuracy
increase. The approaches are as follows:

1. Single LSG BART model with and without
finetuning on PubMed Data.

2. An ensemble of the same LSG BART model
but each model is trained on a separate section
of the chart note and concatenated to create
the final chart note.

3. A multi-layer model with the first layer being
the ensemble of summarizers for each sec-
tion and another stage/layer of an LSG BART
model combining the predictions to create a
final chart note.

4.1 Approach 1

As discussed in the previous sections, the LSG
BART model is able to summarize long pieces of
text by utilizing Local Sparse and Global Attention
mechanisms. A single LSG BART model can ac-
cept up to 4096 tokens which are sufficiently large
for our input data. Thus we train the dataset on a
single model directly which serves as the starting
point for our model development and provides a
benchmark against which we can compare the per-
formance of other models or modifications to our
existing approach.

4.2 Approach 2

In approach 2 we create an ensemble of summa-
rizers for each separate section of the chart note.
The primary motivation for using an ensemble of
models is that text internal to a particular section of
the chart note is much more coherent than external
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Figure 1: Approach descriptions.

to it. For e.g., the Content inside the HPI section
will contain details about the history of the illness
in detail wheras a PE section will contain informa-
tion regarding any physical exams performed on
the patient during the visit.

Thus we apply a preprocessing step to the in-
put data to identify and separate different sections
within the input text. To achieve this, we have im-
plemented a section extraction script that involves
identifying common section headers and group-
ing them together, for example, "CHIEF COM-
PLAINT" and "CC" go to the same section "CC".
This allows us to extract the relevant information
from each section accurately.

After the section extraction step is complete, we
proceed to train a single LSG BART model for
each of the extracted sections. This approach al-
lows us to customize the model training process
for each section based on its specific content and
characteristics. By doing so, we can optimize the
performance of the model for each section and en-
sure that the resulting summaries are accurate and
comprehensive. Once the model training is com-
plete for each section, we concatenate the results
to form the final summary of the chart note.

4.3 Approach 3

For our final approach, we attempt to improve the
overall performance of our model by adding an-
other layer/stage of the overall ensemble by pass-
ing the generated section texts from Approach 2
into another LSG BART model.

The motivation behind this approach is to gener-

ate a more coherent and comprehensive summary
of the chart note by a better combination of the
sections generated in the previous layer/stage. This
provides the second LSG BART model with a more
complete and diverse set of inputs which should
allow the model to observe predictions from dif-
ferent sections and form a more coherent overall
summarization.

5 Results Discussion

As previously stated, all three approaches in our
study utilize the LSG BART model implementation
(Condevaux and Harispe, 2022). To train the model,
we implement a decaying learning rate starting at
5e-5, gradually decreasing the learning rate over
time. We train the models for a total of 20 epochs
using a single Nvidia A100 GPU and utilize mixed
precision training with fp16 set to True for faster
training speed with minimal loss to accuracy.

To assess the performance of the models,
we evaluate the generated summaries using the
ROUGE metric(Lin, 2004), which assesses the de-
gree of overlap between the n-grams in the gener-
ated summary and those in the reference summary.
The validation set results are as shown in 1

Approach Rouge1 Rouge2 RougeL
Single BART 0.497 0.241 0.264
Section Wise 0.523 0.261 0.305

Multilayer 0.436 0.189 0.231

Table 1: Validaton Set Scores for all 3 models

We also utilized finetuned model checkpoints
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which were trained on medical research papers
from PubMed which were further finetuned on our
dataset. However as shown in the Rouge score
results below, the overall scores are lower for all
models finetuned on the PubMed dataset, observe
figures ?? and 3

Figure 2: ROUGE Scores for Section wise models for
LSG BART model.

Figure 3: ROUGE Scores for Section wise models for
LSG BART model finetuned on PubMed Data.

The primary reason behind these lower scores
is probably that PubMed data is based on medical
literature rather than medical conversations. More-
over, the model was finetuned on this dataset rather
than pre-trained thus the model is trained to sum-
marize medical literature but the token embeddings
are not necessarily finetuned for our purpose. Thus

we did not pursue this model further.
We submitted all the 3 Approaches to MEDIQA-

Chat Challenge Task B, The evaluation consisted
of 2 parts. In the first part, models from all the dif-
ferent teams were compared on the ROUGE Scores
for the full chart note, in the second part the compar-
ison was done sectionwise. The results calculated
by the workshop organizers on the hidden test set
are.

Approach Rouge1 Rouge2 RougeL
Single BART 0.4917 0.2239 0.2545
Section Wise 0.5268 0.2622 0.306
Multi-Layer 0.3759 0.1786 0.2204

It is observed that Approach 2 seems to work
best and has the highest ROUGE scores among the
3 approaches. The results from part 2 help us better
understand why this might be happening.

Approach Subjective Exam Results
Single BART 0.512 0.289 0.3525
Section Wise 0.5456 0.5367 0.5351
Multi-Layer 0.5132 0.2561 0.3848

Table 2: Section-wise results for the hidden test set.

Approach Assessment and Plan Average
Single BART 0.2842 0.3594
Section Wise 0.5355 0.5382
Multi Layer 0.2424 0.3491

Table 3: Section-wise results for the hidden test set.

We observe that as in approach 2 having an en-
semble of models each specializing upon a section
of the chart note produces better results than the
baseline for all sections. However, attempting to
pass the results to another LSG BART model as
in approach 3 fails to generate better summaries
evidenced by the extensive drop in accuracy for as-
sessment and Plan and Exam sections. Thus model
coherency is not improved by simple fine-tuning of
a multi-layer/stage summarization ensemble.

In the competition, approach 2 secured 7th and
5th places respectively for full note and section-
wise text generation. Approach 1 secured 16th
and 17th positions and approach 3 secured 21st
and 19th place respectively among the 23 models
submitted by the different teams. The competitive
ranking of the models and better than baseline per-
formance indicates that ensemble summarization
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models hold promise and should be investigated
further as a viable strategy for clinical conversation
summarization.

6 Conclusion and Future Work

The results indicate that ensembling multiple sum-
marization models depending upon the specific sec-
tion of the chart note they are producing is a vi-
able strategy for improving summarization quality.
Our results also indicate that simply passing the
ensemble results to another summarizer does not
directly improve accuracy and add that further tests
with larger datasets and statistical analyses are re-
quired to obtain conclusive answers. In the future,
we would like to perform in-depth rigorous analy-
ses on model architectures to support section-wise
next generation as well as study many of the other
models used in Long Document Summarization to
improve overall accuracy.

7 Ethics Statement

It is important to acknowledge that although the re-
sults are promising, language models tend to have
hallucinations for generating coherent answers thus
these systems should always be used with human
supervision. Moreover, this particular system is
meant as an experiment to inspire further research
into investigating ensembling approaches for sum-
marization and further finetuning as well as model
explainability studies are required before they can
be used in a clinical setting.
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Abstract

Summarizing medical conversations is one of
the tasks proposed by MEDIQA-Chat to pro-
mote research on automatic clinical note gen-
eration from doctor-patient conversations. In
this paper, we present our submission to this
task using fine-tuned language models, includ-
ing T5, BART and BioGPT models. The fine-
tuned models are evaluated using ensemble
metrics including ROUGE, BERTScore and
BLEURT. Among the fine-tuned models, Flan-
T5 achieved the highest aggregated score for
dialogue summarization.

1 Introduction

Clinical dialogue summarization has emerged as
a crucial task in clinical natural language process-
ing (NLP). In a clinical NLP dialogue between a
doctor and a patient, relevant information about
the patient’s medical history, visit summary, health
condition, and other details are discussed. Sum-
marizing these dialogues can significantly benefit
doctors by enabling them to quickly review key
points from past conversations and extract relevant
information from clinical notes without having to
sift through an extended transcript. Moreover, it
can assist doctors in making better decisions by
providing them with a concise and accurate con-
versation record. Therefore, developing effective
clinical dialogue summarization systems is of great
importance in improving the quality of healthcare
delivery. However, clinical dialogue summariza-
tion presents unique challenges and goals that dif-
fer from summarization in other domains. Clinical
summaries need to capture relevant information
based on the context of the text, like medical histo-
ries, follow-ups, or current diagnoses.

In this paper, we describe our submission to the
MEDIQA-Chat shared task (Ben Abacha et al.,
2023) the Dialogue2Note Summarization task, task-
A. We observe that from the conversation it is

∗The first two authors contributed equally to this work.

important to: (1) capture all the medical condi-
tions and terminology described in the dialogue
(eg. cough, fever, shortness of breath etc.); (2) dis-
cern all the affirmatives and negatives on medical
conditions correctly (no allergies, having a cough
for 2 days); and, (3) bias towards copying from the
source text while not being completely extractive.
Our approach involves studying the effectiveness
of fine-tuning pre-trained language models, includ-
ing T5, GPT, and BART models. We compare the
effectiveness of pre-trained models on dialogues,
clinical data, and general models.

Section Header Train Validation
ALLERGY 60 4
ASSESSMENT 34 4
CHIEF COMPLAINT 77 4
DIAGNOSIS 19 1
DISPOSITION 15 2
EMERGENCY DEPARTMENT COURSE 8 3
EXAM 23 1
FAMILY HISTORY/SOCIAL HISTORY 351 22
GYNECOLOGIC HISTORY 5 1
HISTORY of PRESENT ILLNESS 282 20
IMAGING 6 1
IMMUNIZATIONS 8 1
LABS 2 1
MEDICATIONS 54 7
OTHER HISTORY 2 1
PAST MEDICAL HISTORY 118 4
PAST SURGICAL HISTORY 63 8
PLAN 11 3
PROCEDURES 3 1
REVIEW OF SYSTEMS 60 11
Total 1201 100

Table 1: Overview of Task A Section Headers used for
dialogue classification.

2 Shared Task and Dataset

The MEDIQA-Chat 2023 proposed two shared
tasks that are related to clinical note summarization
and generation (Ben Abacha et al., 2023):

1. Dialogue2Note Summarization Task: Given
a conversation between a doctor and patient,
the task is to generate a clinical note summa-
rizing the conversation with one or multiple
note sections (e.g. Assessment, Past Medi-
cal History, Past Surgical History). This task
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Doctor: Have you had any surgeries in the past?
Patient: Nope I have not.
Doctor: Anything?
Patient: No.

Section Header: Past Surgical History
Note/Summary: He has not had any previous surgery.

Figure 1: An example of a doctor-patient dialogue, sec-
tion header and summary.

includes two subtasks on the generation of
specific sections (subtask A) and full notes
(subtask B) from doctor-patient conversations.

2. Note2Dialogue Generation Task: Given a
clinical note, the task is to generate a synthetic
doctor-patient conversation related to the in-
formation described in the full clinical note.

We participated on Dialogue2Note (subtask A).
In this task, given a conversation between a doctor
and a patient, the goal is to produce:

1. A section header which is one of twenty nor-
malized section labels, shown in Table 1 to
classify the type of conversation.

2. A summarization for the conversation or dia-
logue into concise and condensed notes. The
generated summaries should be tailored to the
type of information required based on the sec-
tion header.

2.1 Dataset
For this task, a doctor-patient conversations dataset
is shared by (Ben Abacha et al., 2023). The dataset
consists of transcripts of conversational dialogues
between doctors and patients. Each dialogue is
annotated with associated section headers and cor-
responding summary notes. The dataset is split into
three subsets: a training set, a validation set, and
a test set. The training set contains 1,201 pairs of
conversations and their associated section headers
and . The validation set contains 100 pairs of con-
versations and their summaries, while the test set
contains 200 conversations. Table 1 shows the sec-
tion headers distributions over the dataset. Figure 1
shows a snippet of the dataset for a doctor-patient
conversation along with the section header and the
summary.

2.2 Evaluation Metric
For task evaluation, an ensemble of metrics are
used to ensure more comprehensive and accurate

Figure 2: The proposed approach for Task A

measures for the quality of generated summaries
and headers. ROUGE (Lin, 2004) is a concrete
evaluation metric for summarization that conven-
tionally adopts as the standard metric for evaluat-
ing summarization tasks. ROUGE involves the F1
scores for ROUGE-1, ROUGE-2, and ROUGE-L.
Additionally, BLEU scores(Papineni et al., 2002),
used in conjunction with ROUGE score to calcu-
late the semantic correlation of reference and pre-
dicted summaries by utilizing token-level matching
functions. Furthermore, BERTScore (Zhang et al.,
2020) are calculated to capture semantic similar-
ities between summaries and their corresponding
reference text at the sentence level. Each of these
metrics has its own strengths and weaknesses, and
combining them can help mitigate some of these
limitations and allow for a more holistic view of the
quality of the generated summaries. The ensemble
metric can provide a more robust and reliable eval-
uation that takes into account both the lexical and
semantic similarity between summaries and refer-
ences, as well as the human judgments of quality.

3 Approach

For this submission, we fine-tuned a number of
pre-trained language models for implicit classifica-
tion of headers and note summarization. Since the
expected summaries differ in accordance with the
associated section header, we fine-tuned the mod-
els using supervised training to jointly classify and
learn corresponding summaries using the provided
training dataset. All models were fine-tuned us-
ing Hugging Face Transformers (Wolf et al., 2019).
Figure 2 shows a general flow of our approach.

3.1 Data Preprocessing

A key challenge in this task is to generate sum-
maries based on the associated section header, this
involves first classifying the dialogue into one of
the 20 given headers and accordingly generating
a summary. To tackle this challenge, we initially
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Model ROUGE-1 ROUGE-2 ROUGE-L Percision Recall F1 BLEU Agg.
Validation Dataset Flan-T5 Base 0.338 0.147 0.266 0.667 0.685 0.670 0.511 0.50

Flan-T5 Large 0.305 0.120 0.255 0.691 0.621 0.645 0.510 0.480
Flan-T5 SAMSum 0.348 0.149 0.264 0.660 0.696 0.672 0.52 0.510
Clinical T5 0.261 0.087 0.226 0.601 0.610 0.596 0.467 0.440
BioGPT 0.170 0.061 0.125 0.481 0.589 0.519 0.359 0.349
BART-Large 0.248 0.106 0.168 0.511 0.698 0.580 0.561 0.463
BioBART 0.250 0.107 0.169 0.518 0.689 0.581 0.550 0.460

Test Dataset Flan-T5 Base 0.344 0.155 0.280 0.671 0.685 0.672 0.508 0.508
Flan-T5 Large 0.332 0.140 0.283 0.689 0.644 0.485 0.492 0.508
Flan-T5 SAMSum 0.3581 0.165 0.289 0.6701 0.70 0.678 0.514 0.517

Table 2: Results of different models fine-tuned for Task A on Validation and Testing Dataset as generated by
MediQA shared Task. The precision, recall and F1 scores are based on BERTScore. Agg. represents aggregated
results. Best results per dataset are in Bold.

Model %
Flan-T5 Base 28
Flan-T5 Large 49
Flan-T5 SAMSum 30
Clinical T5 43
BioGPT 23
BART-Large 63
BioBART 69

Table 3: Results of Section Header Classification as a
percentage of correctly classified headers.

Model Accuracy
Flan-T5 Large 0.565
Flan-T5 SAMSum 0.375
Flan-T5 Base 0.345

Table 4: Results of Section Header Classification for
the Shared Task A from published results

prepare the data to incorporate both the header and
corresponding summary in the input data before
fine-tuning. We append labels to each dialogue
to tag headers and summaries as follows: "<Di-
alogue> Doctor: .. Patient:... <Header> header
<Summary> reference summary".

3.2 Model Variants

We used a variant of different Sequence-to-
Sequence models for our experiments including:
T5 (Raffel et al., 2020) a unified text-to-text lan-
guage model. We used Flan-T5(Chung et al., 2022)
that was further pre-trained on more tasks and
languages. Different versions of this model in-
cludes, FLan-T5-base1, FLan-T5-large 2 and FLan-
T5-SamSum 3, a Flan-T5 model that is further pre-

1https://huggingface.co/google/
flan-t5-base

2https://huggingface.co/google/
flan-t5-large

3https://huggingface.co/google/
flan-t5-base

trained on the SAMSum dataset 4 containing about
16k messenger-like conversations with summaries.
In addition to Clinical-T5 (Lu et al., 2022) which
is a T5 model pre-trained on clinical text 5

Bio-GPT (Luo et al., 2022) is a domain-specific
generation pretrained model based on the Trans-
former language model architecture. BioGPT is
trained on 15 million PubMed abstracts and is used
for processing biomedical text data.
BART (Lewis et al., 2019) for summarization 6.
We also used BioBART (Yuan et al., 2022) which
is a BART model pretained on biomedical data 7.

4 Evaluation and Results

Evaluation is performed using the metrics de-
scribed in (Ben Abacha et al., 2023) and mentioned
in Section 2.2. The script provided in the shared
task8 was used for evaluating the fine-tuned models.
Evaluation was performed on the validation dataset
only as the test dataset references are not avail-
able. Table 4 shows the results of our fine-tuned
models used for note summarization on the valida-
tion dataset. We list the ROUGE-1, ROUGE-2 and
ROUGE-L scores, in addition to BERTScore (pre-
cision, recall and F1) and BLEU scores. We also
include the aggregated score. The Table also in-
cludes the final runs scores published by MEDIQA-
Chat on the Test dataset. As shown in the table,
Flan-T5-SAMSum out-performed all models ex-

4https://huggingface.co/datasets/
samsum

5https://huggingface.co/luqh/
ClinicalT5-base

6https://huggingface.co/facebook/
bart-large-xsum

7https://huggingface.co/GanjinZero/
biobart-large

8https://github.com/abachaa/
MEDIQA-Chat-2023/blob/main/scripts/
evaluate_summarization.py
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cept on BLEU score. On average, Flan-T5 models
outperformed other models in header based sum-
marization, they achieved higher scores in ROUGE
and BERTScores. Although they didn’t perform as
well on the number of matching headers, results in
Table 3. BART models achieved the highest scores
in BLEU scores with more than 4% using BART-
Large model. However, there aggregated score was
significantly less than Flan-T5 SAMSum. BioGPT
achieved the least scores across all metrics and
header classification. Given the best models from
validation dataset evaluation, we submitted the 3
Flan-T5 models that achieved the best scores; Flan-
T5 SAMSum, Flan-T5 Large and Flan-T5 Base.
Table 2 shows the accuracy results achieved on the
test dataset for the submitted runs. The best sub-
mitted models are available on HuggingFace 9 for
results replication.

5 Related Work

Automated note generation from doctor-patient
conversations has been the subject of several re-
cent studies in natural language processing and
healthcare. One line of research has focused on
developing machine learning models to automati-
cally generate clinical notes from speech or text
data, using deep learning and natural language
generation techniques (Zhang et al., 2018; Enarvi
et al., 2020; Joshi et al., 2020; Knoll et al., 2022).
Other studies have explored the use of voice recog-
nition and speech-to-text technologies to transcribe
doctor-patient conversations and generate notes in
real time (Zuchowski and Göller, 2022). Addi-
tionally, some researchers have investigated using
pre-trained language models, such as BERT and
GPT, to improve the accuracy and efficiency of
note generation (Chintagunta et al., 2021). Overall,
these efforts aim to reduce the burden on health-
care providers by automating the tedious task of
note-taking and ultimately improving the quality
and accessibility of patient records.

6 Conclusion

We utilize several pre-trained models for Task A
in MEDIQA-Chat shared task. The main objective
of this task is to develop clinical dialogue sum-
marization in accordance with a classified section
header for every dialogue. We fine-tuned different
models for our experiments. Among the models

9https://huggingface.co/Amalq/
flan-t5-base-samsum-taskA

we used, we found that Flan-T5, originally trained
on dialogue datasets, outperformed other models
that were trained on clinical data or summariza-
tion tasks. Specifically, Flan-T5 SAMSum outper-
formed all models except for summarization scores.
It can also be concluded that summarization models
trained on summarizing text, not dialogues, as in
BioGPT, performed poorly on summarization tasks.
In contrast, BART models performed better than
the BioGPT model. Empirically, we found BioGPT
to generate text that was not originally in the text,
which is considered critical in the context of health
records. Finally, since Flan-T5 SAMSum achieved
the best results, we anticipate that further unsuper-
vised training for the Flan-T5 language model with
clinical dialogues would improve the results.

Limitations

Generating clinical notes or summaries of clinical
conversations using NLP technology is a rapidly
developing field with great potential. However,
there are several limitations to this technology that
must be considered. Firstly, NLP models rely on
high-quality data to achieve accurate results. In
the medical field, obtaining such data can be chal-
lenging due to privacy concerns and regulations.
Secondly, the complex and technical nature of med-
ical language poses a challenge to NLP models,
which may struggle to understand and interpret
medical terminology and abbreviations accurately.
Additionally, clinical conversations often involve
sensitive information that requires careful handling,
making it important to ensure the security and pri-
vacy of generated clinical notes. This field is con-
sidered a safety critical area, where high precision
is expected, therefore, the use of NLP models in
such clinical settings must be performed with cau-
tion and under medical professionals’ supervision
to ensure the generated notes’ accuracy and relia-
bility.

Ethics Statement

When developing an automated system for clinical
note generation from doctor-patient conversations,
it is crucial to consider various ethical considera-
tions. One such consideration is the privacy and
confidentiality of patient information. The system
must be designed to comply with regulations and
guidelines for protecting patient data. Additionally,
there must be explicit consent processes, ensuring
that patients understand how their data will be used
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and allowing them to opt-out if desired. The system
must also be developed fairly and transparent, en-
suring it does not perpetuate biases or contribute to
health disparities. Moreover, the system must be ac-
curate and reliable, as errors or inaccuracies could
lead to incorrect diagnoses or treatments. Overall,
it is essential to approach the development of an au-
tomated system for clinical note generation with a
solid ethical framework to ensure that it aligns with
the highest standards of patient care and ethical
conduct.
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Abstract
This paper presents our system for the
MEDIQA-Chat 2023 shared task on medical
conversation summarization. Our approach in-
volves finetuning a LongT5 model on multi-
ple tasks simultaneously, which we demon-
strate improves the model’s overall perfor-
mance while reducing the number of factual
errors and hallucinations in the generated sum-
mary. Furthermore, we investigated the effect
of augmenting the data with in-text annotations
from a clinical named entity recognition model,
finding that this approach decreased summa-
rization quality. Lastly, we explore using differ-
ent text generation strategies for medical note
generation based on the length of the note. Our
findings suggest that the application of our pro-
posed approach can be beneficial for improving
the accuracy and effectiveness of medical con-
versation summarization.

1 Introduction

Medical conversations between doctors and pa-
tients play a crucial role in healthcare. The con-
versations help the doctors understand the pa-
tients’ conditions, diagnose, and provide appro-
priate treatments. However, these conversations
can be lengthy and complicated, leading to difficul-
ties in summarizing the essential information for
medical records. Automatic summarization of med-
ical conversations can help reduce the workload of
medical practitioners and improve the quality of
patient care. Therefore, there is a growing interest
in developing natural language processing (NLP)
techniques for summarizing medical conversations.

Large Language Models (LLMs) such as
BART (Lewis et al., 2020), GPT-3 (Brown et al.,
2020) and T5 (Raffel et al., 2020) have shown to be
powerful in various language generation tasks, in-
cluding summarization. However, they are known
to suffer from hallucinating, i.e. including the facts
that are false in the output or corrupting the facts
in the input (Maynez et al., 2020).

This paper proposes a method for summarizing
medical conversations using T5-based models. We
finetune two T5-based models on two datasets from
the MEDIQA-Chat 2023 shared task. The first
dataset consists of short transcriptions of doctor-
patient conversations, while the second dataset con-
tains full patient-doctor encounter transcriptions.
Our method uses text-to-text modelling, represent-
ing the input as a dialogue and the output as a
conversation summary. To tackle the hallucination
problem, we modify the data using a clinical named
entity recognition model to tag the entities in the
input and output sequences. We suppose this en-
ables the models to learn better to copy the relevant
entities from the conversation to the generated sum-
mary. Additionally, we finetuned a single model
on multiple tasks to improve its robustness.

Our results showed that finetuning a single
model on multiple tasks improved the summary
generation quality and reduced hallucination. On
the other hand, introducing extra tags to the inputs
worsened the summarization quality.

The remainder of this paper is organized as fol-
lows. In Section 2, we provide a brief overview
of related work in the field of text and dialogue
summarization and highlight the limitations of ex-
isting approaches. Section 3 briefly describes the
data used for the MEDIQA-Chat 2023 shared task.
In Section 4, we describe our proposed method in
detail. In Sections 5 and 6, we present the experi-
mental setup and results, followed by a thorough
analysis of the effectiveness of our approach. Fi-
nally, we conclude the paper and outline future
directions in Section 7.

2 Related Works

Several generative language models, such as
BART (Lewis et al., 2020), GPT-3 (Brown et al.,
2020), PEGASUS (Zhang et al., 2019a), and
T5 (Raffel et al., 2020) are used for abstrac-
tive text summarization. All these models are
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based on the Transformer encoder-decoder archi-
tecture (Vaswani et al., 2017).

Significant progress has been made in train-
ing the generative language models using multi-
task setting by giving the natural language instruc-
tions (Brown et al., 2020; Ouyang et al., 2022;
Chung et al., 2022). While these models are al-
ready powerful for zero-shot and few-shot settings,
finetuning them on specific data can significantly
improve the performance for different tasks.

In terms of dialogue summarization, common-
domain datasets such as DialogSUM (Chen et al.,
2021b), MediaSum (Zhu et al., 2021), SAM-
Sum (Gliwa et al., 2019) have been used for train-
ing the generative language models. Medical con-
versations summarization has been generally under-
studied with the recent efforts by Kazi and Kahanda
(2019), Yim and Yetisgen (2021), and Michalopou-
los et al. (2022).

Since full conversations are generally lengthy
and extend beyond a common input length limit
of most of the pre-trained models, several efforts
have been made to modify the Transformer self-
attention mechanism to encode long texts (Beltagy
et al., 2020; Guo et al., 2022) efficiently.

Finally, the problem of the faithfulness of the
automatically generated text is especially crucial
for medical domain (Maynez et al., 2020; Chen
et al., 2021a)

3 Data

We work on two datasets that are a part of
MEDIQA-Chat 2023 shared task (Ben Abacha
et al., 2023a). The first dataset used for Task A
consists of short transcriptions of doctor-patient
conversations followed by one of 20 possible clas-
sification labels and a short note from a doctor
summarizing the conversation (Ben Abacha et al.,
2023b). The second dataset used for Task B con-
tains full patient-doctor encounter transcriptions
accompanied by a full clinical note based on the
encounter (Yim et al., 2023). Table 1 shows a short
summary of the datasets.

4 Method

We finetune two T5-based models: FLAN-T5 Base
model (Chung et al., 2022) on Task A data and
LongT5 Base model (Guo et al., 2022) on both
Task A and Task B data. Since both inputs and
outputs for the Task B data are much longer than

Task
#samples Average length

Train Dev Test Dialogue Note

A 1201 100 200 150 59
B 67 20 40 1904 666

Table 1: Summary of the datasets. The average length
is reported in tokens.

Flan-T5 maximum context window (512 tokens),
we only finetune it on the Task A data.

4.1 T5 Model Architecture

The original T5 model mostly follows the encoder-
decoder Transformer architecture (Vaswani et al.,
2017) with the following modifications: the authors
use a simplified version of layer normalization with
no additive bias, which is placed outside the resid-
ual path as well as a different version of the relative
positional embeddings (Raffel et al., 2020). Raffel
et al. (2020) train the T5 model on various down-
stream tasks, including text summarization, classifi-
cation, question answering and machine translation.
The data is annotated in such a way that each task
is treated as a text-to-text problem with the input
prefixed by a verbal task description.

Later, Chung et al. (2022) present the FLAN-
T5 model, which is architecturally identical to
the original T5 model but is finetuned for more
tasks, such as chain-of-thought task, and uses dif-
ferent instruction templates to prefix the input
data. In another work, Guo et al. (2022) proposes
the LongT5 model, which uses Transient Global
(TGlobal) Attention to encode long sequences ef-
ficiently. TGlobal attention is a combination of a
sparse sliding-window local attention and global
attention which adds additional dynamically con-
structed global, or transient, tokens to the final
attention matrix.

4.2 Our Approach

Similar to the T5 finetuning approach, we repre-
sented the data for Tasks A and B as a text-to-text
problem. For Task A, we prefixed the input dia-
logue with "summarize short: " and represented
the output as a concatenation of the string repre-
sentation of the section header prefixed with "Sec-
tion Header: " and the section note prefixed with
"Section Text: ". For Task B, the output note was
split into four divisions: objective exam, subjective,
objective results, assessment and plan. The input
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Model Task A Task B Tagged

TASKA-ONLY ✓ ✗ ✗

TASKB-ONLY ✗ ✓ ✗

TASKAB ✓ ✓ ✗

TASKAB-TAG ✓ ✓ ✓

Table 2: Description of the models used in the exper-
iments. ✓in Task A and Task B columns mean that
the data from Task A or B was used during finetuning.
Tagged column corresponds to the usage of the data
tagging technique.

dialogue was prefixed with "summarize {division}:
" and the output note was prefixed with "division
note: ", where {division} is a placeholder for the
corresponding division name. We split the Task
B output notes into smaller parts to equalize the
length with the Task A notes.

To modify the data, we use Stanza’s (Qi et al.,
2020) clinical MIMIC-i2b2 named entity recog-
nition (NER) model (Zhang et al., 2021) to tag
inputs and outputs of both Task A and Task B
data. This model has PROBLEM, TEST, and
TREATMENT tags, all of which are commonly
present in clinical data. To modify the data, we sim-
ply put <extra_id_0> token around the tagged
sequence, irrespective of the NER tag. The idea be-
hind this is that most of these entities are repeated
both in the conversation and the summary. By tag-
ging them, the models can learn better to copy them
from the conversation to the generated summary.

For a more detailed example of the model’s in-
put and output for both Tasks A and B, refer to
Appendix A.

5 Experimental Setup

To test the importance of each component of our
solution, we finetuned the LongT5-Base model1

with the configurations from the Table 2.
The models are finetuned for 20 epochs using the

AdamW optimizer (Loshchilov and Hutter, 2017)
and a learning rate of 5 · 10−5. We trained all our
models on a single A100 80GB GPU (University
of Tartu, 2018) with a batch size of 8.

To generate the outputs, we used beam search
with early stopping and beam width of 4, length
penalty of 2.0 (Wu et al., 2016), and the Top-K
sampling (Fan et al., 2018) with k = 50. Addition-

1https://huggingface.co/google/
long-t5-tglobal-base

ally, we limit the maximum generation length to
200 tokens for Task A and 512 tokens for Task B.

Additionally, we preprocessed the Task B data.
First, we changed the role markers from "[doctor]"
and "[patient]" to "Doctor:" and "Patient:". As a
second step, we fixed the punctuation that had an
extra space before it. For this, we first split the
text by space token and reassembled it with the
Treebank detokenizer from NLTK. This was done
to ensure consistency between the Task A and B
data. Finally, we applied a postprocessing step
to TASKAB-TAG model to remove the generated
<extra_id_0> tokens.

All the reported results were measured on the
validation set using the evaluation script provided
by the shared task organizers. The following
metrics were used: ROUGE score (ROUGE1,
ROUGE2, ROUGEL) (Lin, 2004), BERTScore
(RBERT, PBERT, FBERT) (Zhang et al., 2019b), and
BLEURT (Sellam et al., 2020).

For the final submission, we used TASKAB-TAG

model as RUN1, the same model but with the Con-
trastive Search generation strategy (Su et al., 2022)
as RUN2, and a FLAN-T5 base model2 finetuned
identically to TASKA-ONLY but on the tagged data
as RUN3. We used all three models for Task A,
with the inputs exceeding 512 token length trun-
cated for the RUN3 model, and only RUN1 and
RUN2 for Task B.

6 Results and Discussion

Tables 3 and 4 show the results on the validation
dataset for Task A and B correspondingly. For both
Tasks, the models show a similar pattern: TASKAB
model generally performs better for most of the
metrics, only falling behind the TASKA-ONLY

model in PBERT for Task A and in ROUGE1 and
ROUGE2 for Task B. TASKAB-TAG model under-
performs TASKA-ONLY model in all the metrics
for Task A, however, shows better BERTScore per-
formance than TASKB-ONLY model for Task B.

Upon closer inspection of the outputs, we
noticed that due to the post-processing error,
TASKAB-TAG sometimes produced the output
with the space before the punctuation. During the
tokenization for calculating the BERTScore and
BLEURT, the punctuation with and without space
before it results in a different output. Since both
metrics use contextual token representations, these

2https://huggingface.co/google/
flan-t5-base
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Model ROUGE1 ROUGE2 ROUGEL PBERT RBERT FBERT BLEURT

TASKA-ONLY 0.412 0.174 0.344 0.750 0.682 0.710 0.523
TASKAB 0.426 0.191 0.354 0.743 0.705 0.718 0.542
TASKAB-TAG 0.384 0.164 0.313 0.726 0.674 0.694 0.471

Table 3: Validation set results for the Task A data. The highest score for each metric is in bold.

Model ROUGE1 ROUGE2 ROUGEL PBERT RBERT FBERT BLEURT

TASKB-ONLY 0.424 0.211 0.241 0.629 0.585 0.606 0.369
TASKAB 0.404 0.205 0.254 0.651 0.601 0.624 0.384
TASKAB-TAG 0.396 0.202 0.250 0.645 0.590 0.615 0.337

Table 4: Validation set results for the Task B data. The highest score for each metric is in bold.

Model Acc ROUGE1 ROUGE2 ROUGEL PBERT RBERT FBERT BLEURT Aggr

RUN1 0.680 0.395 0.186 0.332 0.728 0.682 0.700 0.472 0.522
RUN2 0.685 0.360 0.161 0.306 0.703 0.665 0.678 0.445 0.494
RUN3 0.640 0.357 0.160 0.290 0.676 0.680 0.672 0.470 0.500

Table 5: Official test set results for the Task A data. Acc column corresponds to the section header classification
accuracy and Aggr column corresponds to the aggregated score. The highest score for each metric is in bold.

Model ROUGE1 ROUGE2 ROUGEL ROUGELSum

RUN1 0.4137 0.1967 0.2432 0.3692
RUN2 0.4307 0.2017 0.2394 0.3861

Table 6: Official test set results for the Task B data. The highest score for each metric is in bold.
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extra spaces can negatively impact the final score.
To test this, we removed the extra spaces before
the punctuation and recalculated the metrics. This
resulted in the increased PBERT (+0.003), RBERT
(+0.001), FBERT (+0.002) for both Task A and
B, as well as BLEURT (+0.033 for Task A and
+0.040 for Task B).

To further test the model’s factual accurateness,
we manually measured on the Task A validation
data how well the model captured the age of the
patient or other relevant people, the gender of the
patient, and the dosage of the prescribed medicine.
TASKAB model captured all three categories with
the 100% accuracy; TASKAB-TAG model cor-
rectly captured the age, gender, and dosage 75%,
100%, and 86% of the times; TASKA-ONLY model
showed the accuracy of 81% for age, 100% for gen-
der, and 71% for dosage. Additionally, we tested if
the models generated the patient’s age and gender
in the summary when it was not mentioned in the
dialogue: TASKAB model generated the unmen-
tioned patient’s age and gender once, TASKAB-
TAG twice, TASKA-ONLY trice.

Tables 5 and 6 show the official results on the
test set for Task A and B correspondingly. For
Task A, the models were ranked by the aggregated
score which is calculated as the mean of ROUGE1,
FBERT, and BLEURT. For Task B, the ranking was
done by ROUGE1 score. Overall, for Task A, our
best system submission RUN1 was ranked 14th out
of 31 total submissions; for Task B, RUN2 was
ranked 19th out of 23 total submissions. From
these results, RUN2 model that used the contrastive
search generation strategy shows better results for
longer text generation, however, RUN1 model with
beam search generation strategy is better suited for
shorter note generation.

Validation set results show that augmenting the
data with the clinical named entity recognition tags
worsens the model’s performance. The NER tags
might have introduced additional noise to the data
that the model was not able to accommodate dur-
ing training. Moreover, even though medication
and disease names are generally shared between
the conversation and the summary note they are
not always formulated with the same words. Addi-
tionally, the automatic NER tagger may introduce
annotation errors that may propagate into the fi-
nal model. On the other hand, combining the data
from both tasks and finetuning using the instruction
prompting improved the generation quality.

7 Conclusion

In this paper, we presented our system for the
MEDIQA-Chat 2023 shared task on clinical conver-
sation summarization. We showed that finetuning
a LongT5 model on several tasks simultaneously
improved the model’s overall performance and re-
duced the number of factual errors and hallucina-
tions in the generated summary. On the other hand,
augmenting the data with the in-text annotations
from the clinical named entity recognition model
decreased the summarization quality. Finally, we
showed that different text generation strategies can
be applied to medical note generation depending
on the length of the note.

Code Availability

The code to reproduce the official submission
results is available in the following GitHub repos-
itory: https://github.com/501Good/
MEDIQA-Chat-2023-Calvados.
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A Data Formatting

Following is an example of the data formatting for
Task A using the tagging from the clinical named
entity recognition model.

Input

summarize short: Doctor:
Any know <extra_id_0> drug
allergies <extra_id_0>?
Patient: No.

Output

Section Header: ALLERGY
Section Text: No
<extra_id_0> known drug
allergies <extra_id_0>.

Following is an example of the data formatting
for Task B using the tagging from the clinical
named entity recognition model. For the sake of
brevity, the input is abridged.

Input

summarize objective_exam:
Doctor: hi, martha. how
are you?
Patient: i’m doing okay.
how are you?
Doctor: i’m doing okay.
so, i know the nurse told
you about dax. i’d like
to tell dax a little bit
about you, okay?
Patient: okay.
Doctor: martha is a
50-year-old female
with a past medical
history significant for

<extra_id_0> congestive
heart failure <extra_id_0>,
<extra_id_0> depression
<extra_id_0> and
<extra_id_0> hypertension
<extra_id_0> who presents
for <extra_id_0> her
<extra_id_0> annual exam
<extra_id_0>. so, martha,
it’s been a year since
i’ve seen you. how are
you doing?
...
Doctor: all right. that
sounds good. all right,
well, it’s good to see
you.
Patient: good seeing you
too.
Doctor: hey, dragon,
finalize the note.

Output

objective_exam note:
<extra_id_0> PHYSICAL
EXAMINATION <extra_id_0>
Cardiovascular:
<extra_id_0> Grade 3/6
systolic ejection murmur
<extra_id_0>.
1+ <extra_id_0> pitting
edema of the bilateral
lower extremities
<extra_id_0>.
VITALS REVIEWED
<extra_id_0> Blood
Pressure <extra_id_0>:
<extra_id_0> Elevated
<extra_id_0>.
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Abstract

This paper presents the results of the Data
Science for Digital Health (DS4DH) group in
the MEDIQA-Chat Tasks at ACL-ClinicalNLP
2023. Our study combines the power of a
classical machine learning method, Support
Vector Machine, for classifying medical dia-
logues, along with the implementation of one-
shot prompts using GPT-3.5. We employ dia-
logues and summaries from the same category
as prompts to generate summaries for novel
dialogues. Our findings exceed the average
benchmark score, offering a robust reference
for assessing performance in this field.

1 Introduction

The unprecedented size of textual data in electronic
health records has led to the information overload
phenomenon (Stead and Lin, 2009), which inter-
feres with healthcare workers’ information process-
ing capabilities, diminishes their productivity, and
prevents them from acquiring timely knowledge.
Records of complex patients, such as those chron-
ically ill, are particularly difficult to organize and
to present concisely (Christensen and Grimsmo,
2008), requiring physicians to read many clinical
notes during a regu lar medical visit, which is often
unfeasible. Studies have shown that information
overload can increase task demand and mental ef-
fort, which potentially impairs healthcare worker’s
understanding of patients’ medical conditions and
hinders optimal medical decisions, leading some-
times to fatal consequences (McDonald, 1976; Mc-
Donald et al., 2014; Karsh et al., 2006).

To tackle information overload phenomena, clin-
ical text summarization methods have been pro-
posed to support healthcare workers’ textual data
workflow interaction (Karsh et al., 2006; Moen
et al., 2016; Pivovarov and Elhadad, 2015). Clini-
cal text summarization generates concise represen-
tations of documents using NLP methods (Manuel

and Moreno, 2014). By doing so, it helps health-
care workers focus on the relevant information,
which enhances medical decision-making and thus
healthcare quality. Indeed, usability studies con-
ducted with physicians for EHR summarization
indicated the effectiveness of reading automatically
generated summaries as compared to raw records
(Wang et al., 2021).

To support efficient doctor decision-making, in
this paper we investigate a novel approach that
combines a traditional machine learning method,
Support Vector Machines (SVM) (Cortes and Vap-
nik, 1995), with a cutting-edge language model,
GPT-3.5 (Brown et al., 2020b), to effectively ex-
tract valuable information for the creation of doctor-
patient dialogue summaries. We implemented a
SVM model for short medical dialogue classifica-
tion, exploring its potential on a new task to distin-
guish between different categories of doctor-patient
encounters. Advanced generative language models
have shown remarkable capabilities in text genera-
tion and reasoning. We incorporated GPT-3.5 with
one-shot prompts, using dialogues and summaries
from the same category as prompts to generate
summaries for new dialogues. 1

2 Related Work

We discuss two key aspects of the current state of
the art: (1) text classification, particularly in medi-
cal dialogue classification, and (2) summarization,
with a special focus on abstractive summarization.

Text Classification Text classification is a well-
studied problem in natural language processing,
with various algorithms and techniques proposed
for different domains. Traditional machine learning
methods, such as Naive Bayes (John and Langley,
1995), Decision Trees (Breiman, 1984), k-Nearest
Neighbors (k-NN) (Altman, 1992; Teodoro et al.,

1The code is available at https://github.com/
tinaboya/MEDIQA-Chat-2023-ds4dh
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2010) and SVM (Cortes and Vapnik, 1995), have
been extensively used for text classification tasks
(Hartmann et al., 2019). In the medical domain,
these techniques have been employed to categorize
clinical notes, medical dialogues, and other types
of health-related text (Obeid et al., 2019).

Deep learning approaches like Convolutional
Neural Networks (CNN) (Lecun et al., 1998;
Teodoro et al., 2020), Recurrent Neural Networks
(RNN) (Rumelhart et al., 1986), Long Short-
Term Memory Networks (LSTM) (Hochreiter and
Schmidhuber, 1997), and Transformer-based ar-
chitectures (Vaswani et al., 2017), including pre-
trained language models such as BERT (Devlin
et al., 2018), RoBERTa (Liu et al., 2019), and XL-
Net (Yang et al., 2019), have demonstrated state-
of-the-art efficacy in a diverse range of domains
(Knafou et al., 2023). Leveraging the hierarchi-
cal structure of documents, graph neural networks
(GNNs) have also been effectively proposed to as-
sign categories to biomedical documents (Ferdowsi
et al., 2023, 2022, 2021). Compared to deep learn-
ing models, SVM requires lower computational
resources and training time and is a more efficient
choice for certain applications (Sakr et al., 2016).

Abstractive Summarization Automatic text
summarization includes extractive and abstractive
summarization. Extractive summarization identi-
fies and selects important phrases or sentences from
the original text. Abstractive summarization gen-
erates summaries by creating novel sentences that
capture the core information (Gupta and Gupta,
2019; Widyassari et al., 2022).

Abstractive summarization helps in generating
concise representations of clinical notes, medi-
cal dialogues, and scientific articles (Joshi et al.,
2020b; Cai et al., 2022). Sequence-to-sequence
(seq2seq) models utilizing RNNs (Nallapati et al.,
2016; Kouris et al., 2021) and Transformer archi-
tectures (Su et al., 2020; Wang et al., 2020; Laskar
et al., 2022) are utilized in the abstractive summa-
rization. The development of pre-trained language
models, such as Bidirectional Encoder Represen-
tations from Transformers (BERT) (Devlin et al.,
2019), Generative Pre-trained Transformer (GPT)
(Brown et al., 2020a), and Text-to-Text Transfer
Transformer (T5) (Raffel et al., 2020), has further
advanced the state-of-the-art of this field (Ramina
et al., 2020; Ma et al., 2022; Koh et al., 2022). Re-
cent studies have explored the use of fine-tuned
versions of GPT-based models for medical text

summarization, showing promising results (Chin-
tagunta et al., 2021). Our work extends this line
of research by employing GPT-3.5 with one-shot
prompts for medical dialogue summarization, aim-
ing to enhance performance and practicality.

Medical Dialogue Summarization More re-
cently, the summarization of medical dialogues has
started to gain momentum. (Molenaar et al., 2020)
use a knowledge-intensive approach, combining on-
tologies, guidelines and knowledge graphs to create
a dialogue summarization system. The extracted
triples are used to create a subjective-objective-
assessment-plan (SOAP)-like report. The model
achieves relatively high precision but low recall
for relevant summary items. (Krishna et al., 2021)
attempted the generation of complete SOAP notes
from doctor-patient conversations by first extract-
ing and clustering noteworthy utterances and then
leveraging LSTM and transformer models to gen-
erate a single sentence summary from each clus-
ter. (Joshi et al., 2020a) showed that the quality of
generated summaries can be improved by encour-
aging copying in the pointer-generator network.
Lastly, (Zhang et al., 2021) describe an abstractive
approach based on BART, in which a two-stage
summary model is created. The resulting mod-
els greatly surpass the performance of an average
human annotator and the quality of previously pub-
lished work for the task.

3 Methods

We address Task A of MEDIQA-Chat 2023 (Ben
Abacha et al., 2023a), which focuses on Dia-
logue2Note Summarization in short dialogue classi-
fication and summarization. The objective of Task
A is to accurately predict the summarization and
section header (as shown in Table 1) for the given
test set instances. The predictions are made based
on the information available in the dialogue, with
the token counts of the training set displayed in
Figure 1.

3.1 Dataset
The MTS-Dialog dataset (Ben Abacha et al.,
2023b) is a comprehensive and diverse collection
of medical dialogues from doctor-patient encoun-
ters. We were provided with a dataset comprising
1201 training instances, 100 validation instances,
and 200 test instances in the competition. Each in-
stance in the dataset included an identifier, section
header, dialogue, and summary.
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Label Description
GENHX General History
LABS Laboratory Results
ROS Review of Systems
FAM/SOCHX Family and Social His-

tory
PASTMEDICALHX Past Medical History
CC Chief Complaint
ALLERGY Allergies
MEDICATIONS Medications
EXAM Examination
PASTSURGICAL Past Surgical History
ASSESSMENT Assessment
IMAGING Imaging Results
DIAGNOSIS Diagnosis
EDCOURSE Emergency Depart-

ment Course
DISPOSITION Disposition
IMMUNIZATIONS Immunizations
GYNHX Gynecologic History
PROCEDURES Procedures
OTHER_HISTORY Other History
PLAN Plan

Table 1: Section headers and their descriptions in medi-
cal documents.

3.2 Short Dialogue Classification

We utilized an SVM text classifier (Cortes and
Vapnik, 1995) with scikit-learn (Pedregosa et al.,
2011). We used CountVectorizer to transform the
text into a token count matrix, considering a maxi-
mum document frequency of 0.5, a minimum doc-
ument frequency of 5, and both unigrams and bi-
grams. Then, the token count matrix was converted
into a term frequency-inverse document frequency
(TF-IDF) (Salton and Buckley, 1988) representa-
tion. We employed a Stochastic Gradient Descent
(SGD) (Robbins and Monro, 1951) optimization
algorithm, with hinge loss, L2 penalty, and an al-
pha value of 1e-5. Finally, we calibrated the clas-
sifier using the Calibrated Classifier CV wrapper
(Niculescu-Mizil and Caruana, 2005), enabling the
provision of probability estimates.

3.3 Short Dialogue Summarization

Run 1 For the first run, we employed OpenAI’s
GPT-3.5 model "gpt-3.5-turbo" 2 of 175 billion
parameters to generate summaries based on the

2https://platform.openai.com/docs/models/
gpt-3-5

Figure 1: Token Count Distribution in the Dialogues.

classified dialogues. We selected a random training
instance with the same predicted section header as
the instance in the test set. We then constructed
three messages as input for the GPT-3.5 model.

• A user message with the content "summarize"
followed by the dialogue from the selected
training row.

• An assistant message containing the section
text of the selected training row.

• A user message with the content "summarize"
followed by the dialogue from the current test
row.

The implementation was based on the OpenAI
Chat API3 and supplied the constructed messages
as input. The API returned a generated summary
as part of its response.

Run 2 For the second run, we fine-tuned the GPT-
3 curie 4 model (345 million parameters) on the
training set. For each test instance, we extracted the
dialogue text as the prompt. We used OpenAI Chat
API with the fine-tuned Curie model. The output
length was determined by adjusting the summary
length based on the input text. We generated one
completion for each input prompt with the upper

limit for token length as
⌈
2⌈log2

tokenlength(input)
2.5

⌉
⌉

.

In our training dataset, the average number of to-
kens in the dialogue is 2.5 times greater than in
the summary. We transform the upper limit to the

3https://platform.openai.com/docs/guides/chat
4https://platform.openai.com/docs/models/

gpt-3
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Run # Accuracy
1/2 0.70
Best Participants 0.78
Average Participants 0.56

Table 2: Official results of MEDIQA-Chat 2023:
DS4DH runs for the MEDIQA-Chat Dialogue2Note
Summarization task (TaskA Header Classification).

nearest higher power of 2 by applying the base-2
logarithm.

In conclusion, both runs involved a two-stage
pipeline that integrated dialogue classification and
dialogue summarization, as depicted in Figure 2.

Dialogue SVM Headers

GPT3

Abstractive 
Summarization

Figure 2: Two-Stage Pipeline for Dialogue Classifica-
tion and Summarization

4 Experimental Results

In the following, we present the official results of
our experiments on the MEDIQA-Chat 2023 Task
A.

4.1 Short Dialogue Classification

Table 2 shows the results of our dialogue classifi-
cation pipeline. Our model achieved an accuracy
of 0.70. Although this result is below the best par-
ticipant’s accuracy of 0.78, it surpasses the average
participant’s accuracy of 0.56.

4.2 Short Dialogue Summarization

In dialogue summarization, the perfomance of our
model was evaluated using the ROUGE-1 (Lin,
2004), BERTScore F1 (Zhang and Ng, 2019), and
BLEURT metrics (Sellam et al., 2020). Each eval-
uation metric captured different aspects of sum-
marization quality. ROUGE-1 measures the over-
lap of unigrams between the generated summary
and the reference summary, focusing on content
similarity. BERTScore F1 evaluates the contex-
tual embeddings of the generated and reference
summaries, capturing both content and semantic

similarity. BLEURT measures the summary qual-
ity by comparing the generated summary to the
reference summary using a pre-trained language
model, aiming to capture more complex semantic
relationships. The aggregate score is calculated as
the average of these three metrics.

Table 3 compares our two runs with the best and
average participants’ scores across the ROUGE-
1, BERTScore F1, BLEURT, and aggregate score
metrics. Results show that the strategy adopted in
Run 1 yields better performance compared to Run
2 (ROUGE-1: 0.3080, BERTScore F1: 0.6644, and
BLEURT: 0.5206), resulting in an aggregate score
of 0.4977, which also outperforms the average per-
formance of the task participants by 2.4 percentage
points. This indicates that the model provided rela-
tively good alignment with the reference summary
in terms of content, semantics, and complex re-
lationships. Run 2 scored lower, with ROUGE-1
at 0.2937, BERTScore F1 at 0.6179, BLEURT at
0.3887, and an aggregate score of 0.4334. Never-
theless, our best model is outperformed by the top
ranked run by 8 percentage points, similarly to the
classification results, in which our models are also
outperformed by 8 percentage points.

5 Discussion

5.1 Short Dialogue Classification

We analysed the performance of text classification
model using the validation set, as ground truth la-
bels for the test set are unavailable for post-hoc
analyses. In the validation set, the model achieved
a performance of 67%, which is 3% lower than the
reported 70% on the test set. This discrepancy in
performance can be attributed to the test set con-
taining twice as many data points as the validation
set. Despite the difference, the results imply that
the model demonstrates good generalizability and
avoids overfitting the training data. The relatively
small performance gap between the validation and
test sets suggests that the model is likely to perform
well on unseen data which is a desirable trait.

Upon examining the results of the validation set
as shown in the confusion matrix (Figure 3), we ob-
serve that the performance of the model was highly
variable across different classes. Some classes,
such as FAM/SOCHX and GENHX, showed a high
degree of accurate predictions, while other classes,
such as ASSESSMENT and CC, exhibited lower
accuracy. This variability in performance high-
lights the need for further improvement and fine-
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Run # ROUGE-1 BERTScore F1 BLEURT Aggregate Score
1 0.3080 0.6644 0.5206 0.4977
2 0.2937 0.6179 0.3887 0.4334
Best Participants 0.4466 0.7307 0.5593 0.5789
Average Participants 0.3114 0.6460 0.4630 0.4734

Table 3: Official results of MEDIQA-Chat 2023: DS4DH runs for the MEDIQA-Chat Dialogue2Note Summariza-
tion task (TaskA Dialogue Summarization).

tuning of the model to achieve optimal performance
across all classes.

Figure 3: Confusion Matrix for Text Classification
Model on the Validation Set

An example of the section header classifier is
illustrated in Figure 4. The model displays high
confidence (0.69) that the input text belongs to
the "PASTMEDICALHX" (Past Medical History)
class. Words such as "medical", "diagnosis", "con-
ditions", "history", and "visit" positively contribute
to the prediction. The word "medical" has the high-
est positive score, if omitted, the model will pre-
dict the label "PASTMEDICALHX" with a prob-
ability reduction of 0.22, leading to a confidence
score of 0.47. The word "new" is negative for
class "PASTMEDICALHX". This example demon-
strates the model’s ability to identify relevant key-
words and distinguish between various section
headers, thereby accurately classifying the input
text into the appropriate category.

5.2 Short Dialogue Summarization

5.2.1 Qualitative Analyses
Table 5 displays an example in the validation set,
featuring the Run 1, Run 2, and Golden summaries.

These summaries are compared to evaluate their
ability to effectively convey essential information.

The Run 1 summary offers a concise and clear
account of the patient’s condition and history. It
highlights the patient’s low back pain that started
eight years ago due to a fall in an ABC store, the
persistence of the pain at varying degrees, the treat-
ments received (electrical stimulation and heat ther-
apy), and the follow-up appointment with another
doctor.

In contrast, the Run 2 summary appears less co-
herent, with fragmented sentences and a less orga-
nized presentation of information. It covers the fall
in October 2007, pregnancy in 2008, and the wors-
ening of back pain following another fall in 2008,
but the details are not as clearly conveyed as in the
Run 1 summary. Moreover, the Run 2 summary
lacks clarity regarding the follow-up appointment.

The Golden summary is the most comprehen-
sive of the three, providing specific dates, treat-
ments, and events. It outlines the patient’s history
of low back pain, the treatments received, and the
follow-up appointment, while also emphasizing the
patient’s childbirth, which may be relevant to the
case.

In conclusion, the Run 1 summary, generated
by the gpt-3.5-turbo model using a single prompt
and the same header class for both train and test
sets, provides a concise and clear account of the
patient’s situation. In contrast, the Run 2 summary,
produced by the fine-tuned GPT-3 curie model us-
ing all available training data points, is less coher-
ent and organized. This comparison highlights the
potential of the gpt-3.5-turbo model to outperform
the fine-tuned GPT-3 curie model, despite the latter
using all available training data.

5.2.2 Quantitative Analyses
Table 4 presents the results of the summarization
task on the validation set, comparing the gpt-3.5-
turbo 5 and GPT-3 curie models across various

5The oracle results for the GPT-3.5-turbo, in which the
ground truth class is utilized for selecting the one-shot prompt,
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Prediction probabilities

0.69PMHX

0.07FAM/SOCHX

0.05ROS

0.05CC

0.14Other

NOT PMHX PMHX
medical

0.22
new

0.11
diagnosed

0.11
conditions

0.09
history

0.08
visit

0.06

Text with highlighted words

Doctor: Has anything changed in your medical 
history since you last visit on April fifteenth 
two thousand five? Patient: What do you mean 
by that? Doctor: Have you been diagnosed 
with any new medical conditions, or are you 
experiencing any new symptoms? Patient: Oh, 
no, nothing like that.

Figure 4: An Example for Interpreting Prediction: Header Classified as PMHX (Past Medical History)

Table 4: Results on the validation set for the summarization task.

Name Prompt
Strategy

ROUGE-1 BERTScore F1 BLEURT Aggregate Score

gpt-3.5-turbo Random sec-
tion header

0.2636 0.6393 0.514 0.4723

gpt-3.5-turbo Same section
header

0.3282 0.6695 0.5498 0.5158

GPT-3 curie - 0.2945 0.6122 0.3856 0.4308

prompt strategies and evaluation metrics, includ-
ing ROUGE-1, BERTScore F1, BLEURT, and an
aggregate score.

For the gpt-3.5-turbo model, the choice of
prompt strategy significantly impacts its perfor-
mance. When using a random section header as
the prompt strategy, the model yields a ROUGE-
1 score of 0.2636, BERTScore F1 of 0.6393,
BLEURT of 0.514, and an aggregate score of
0.4723. However, by changing the prompt strat-
egy to using the same section header, the gpt-3.5-
turbo model exhibits improved performance, with
a ROUGE-1 score of 0.3282, BERTScore F1 of
0.6695, BLEURT of 0.5498, and an aggregate score
of 0.5158. In comparison, the GPT-3 curie model,
which has been fine-tuned on the available data,
achieves a ROUGE-1 score of 0.2945, BERTScore
F1 of 0.6122, BLEURT of 0.3856, and an aggre-
gate score of 0.4308. These results indicate that
the gpt-3.5-turbo model, when utilizing the same
section header prompt strategy, outperforms the
fine-tuned GPT-3 curie model across all evaluation
metrics. Furthermore, the comparison between the
different prompt strategies for the gpt-3.5-turbo
model highlights the importance of selecting an ap-
propriate prompt strategy to enhance performance
in the medical summarization task.

Upon comparing the oracle results from the de-
velopment set with the actual results from the test

as opposed to a predicted class.

set, we find that the test set results lie within
the range between the upper bound (same sec-
tion header) and the lower bound (random section
header) of the development set. The variability
within this range can be attributed to errors intro-
duced by the classifier and helps to partially explain
the gap in performance between our best model and
the top-1 performance in the challenge.

5.3 Limitations

While our two-stage pipeline, which combines di-
alogue classification and dialogue summarization,
has shown competitive performance compared to
other participants, there are several limitations that
need to be addressed for further improvement. First,
both the classification and summarization tasks
could benefit from enhancements in their respective
models. For classification, exploring other machine
learning algorithms or fine-tuning language mod-
els specifically for medical dialogue classification
could potentially yield better results. Additionally,
investigating the incorporation of domain-specific
knowledge or leveraging external resources, like
medical ontologies, might improve classification
accuracy. Regarding summarization, refining the
prompt strategies and experimenting with differ-
ent configurations could lead to more coherent
and informative summaries. This may involve ex-
ploring various prompt templates, incorporating
more context from dialogues, or applying chain-
of-thought reasoning to extract relevant informa-
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Run Summarization
Run 1 The patient has been experiencing low

back pain for the last eight years. The
pain started after a fall in an ABC store.
The patient has received only electrical
stimulation and heat therapy from phys-
ical therapy. The pain has been continu-
ous but at varying degrees. The patient
has a child and fell four or five days
ago, worsening the low back pain. The
patient has seen another doctor for this
issue and has a follow-up appointment
scheduled.

Run 2 Fall in October 2007 resulted in low
back pain for 8 years. Pregnancy in
2008 and low back pain since. She was
evaluated by a specialist in early Jan-
uary 2009 and is scheduled to return in
2/10/09. Back pain began when she fell
in an ABC store in fall 2007; had been
good periodically since. She had back
pain suddenly worsened when she fell
4/10/08. Since back in October 2008,
most recently

Golden The patient is a 26-year-old female, re-
ferred to Physical Therapy for low back
pain. The patient has a history of trau-
matic injury to low back. The patient
stated initial injury occurred eight years
ago, when she fell at a ABC Store.
The patient stated she received physi-
cal therapy, one to two visits and re-
ceived modality treatment only, specif-
ically electrical stimulation and heat
pack per patient recollection. The pa-
tient stated that she has had continuous
low-back pain at varying degrees for
the past eight years since that fall. The
patient gave birth in August 2008 and
since the childbirth, has experienced
low back pain. The patient also states
that she fell four to five days ago, while
mopping her floor. The patient stated
that she landed on her tailbone and
symptoms have increased since that fall.
The patient stated that her initial physi-
cian examination with Dr. X was on
01/10/09, and has a followup appoint-
ment on 02/10/09.

Table 5: Example Summarizations: Run 1, Run 2, and
Golden Summary Comparison

tion. Furthermore, fine-tuning the language model
on a domain-specific corpus or using multi-task
learning that incorporates related tasks, such as
question-answering or information extraction, may
contribute to better summarization performance.
Finally, the evaluation metrics used in this study
may not fully capture the quality of the gener-
ated summaries. It is important to acknowledge
that automated evaluation metrics, like ROUGE-1,
BERTScore F1, and BLEURT, might not be fully
aligned with human judgments. Therefore, con-
ducting user studies with medical professionals
could provide valuable insights into the utility and
accuracy of the generated summaries in real-world
clinical settings.

6 Conclusion

Our study demonstrates the effectiveness of com-
bining traditional machine learning techniques,
such as SVM, with advanced language models,
like GPT-3.5, for medical dialogue summariza-
tion. This hybrid methodology has the potential
to improve documentation procedures during pa-
tient care and facilitate informed decision-making
for healthcare professionals by classifying medical
dialogues and generating concise summaries.

For future work, we plan to address the limi-
tations identified in this study. For classification,
we will experiment with model configurations and
explore alternative machine learning algorithms.
For summarization, we will refine prompt strate-
gies, incorporate domain-specific knowledge, and
investigate various fine-tuning techniques. Lastly,
conducting user studies with medical professionals
will provide valuable feedback to assess the util-
ity and accuracy of our generated summaries in
real-world clinical settings and further refine our
approach.
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Abstract

This paper presents our contribution to the
MEDIQA-2023 Dialogue2Note shared task,
encompassing both subtask A and subtask B.
We approach the task as a dialogue summa-
rization problem and implement two distinct
pipelines: (a) a fine-tuning of a pre-trained di-
alogue summarization model and GPT-3, and
(b) few-shot in-context learning (ICL) using a
large language model, GPT-4. Both methods
achieve excellent results in terms of ROUGE-1
F1, BERTScore F1 (deberta-xlarge-mnli), and
BLEURT, with scores of 0.4011, 0.7058, and
0.5421, respectively. Additionally, we predict
the associated section headers using RoBERTa
and SciBERT based classification models. Our
team ranked fourth among all teams, while each
team is allowed to submit three runs as part of
their submission. We also utilize expert anno-
tations to demonstrate that the notes generated
through the ICL GPT-4 are better than all other
baselines. The code for our submission is avail-
able 1.

1 Introduction

The field of medical AI has witnessed signifi-
cant advancements in recent years, fueled by its
promise to transform clinical documentation proce-
dures (Beltagy et al., 2019; Alsentzer et al., 2019;
Huang et al., 2019; Si et al., 2019; Lee et al., 2020;
Gu et al., 2021). Extracting clinical notes from
doctor-patient interactions is a crucial aspect of
maintaining medical records, as it fosters effec-
tive communication among healthcare practitioners.
By automating this process, healthcare profession-
als can shift their focus toward patient care and
minimize the time dedicated to administrative du-
ties (Jain et al., 2022; Navarro et al., 2022). The
development of efficient and accurate algorithms
for summarizing these conversational notes is there-
fore of paramount importance, as it has the poten-

1https://github.com/gersteinlab/MEDIQA-Chat-2023

tial to improve overall healthcare quality and effi-
ciency (Quiroz et al., 2020; Krishna et al., 2021;
Menon et al., 2021; Michalopoulos et al., 2022;
Tang et al., 2023b).

The MEDIQA-Chat 2023 challenge2 was es-
tablished to promote the development of novel
summarization techniques, specifically targeting
the automatic generation of clinical notes from
doctor-patient conversations (Ben Abacha et al.,
2023a). The Dialogue2Note and Note2Dialogue
shared tasks are designed to stimulate research and
innovation in this field, addressing the summariza-
tion of medical conversations for clinical note cre-
ation and the generation of synthetic doctor-patient
conversations for data creation and augmentation.
The Dialogue2Note Summarization task entails
converting a doctor-patient conversation into a clin-
ical note containing one or multiple note sections,
such as Assessment, Past Medical History, or Past
Surgical History. This task is subdivided into two
subtasks: (A) generating specific sections from
conversations (Ben Abacha et al., 2023b), and (B)
generating complete notes from conversations (wai
Yim et al., 2023), two examples are shown in Fig-
ure. 1.

In this paper, we discuss our submission to
both subtask A and subtask B of the shared task:
For subtask A, we first focused on section clas-
sification and explored two methods: (1) using
RoBERTa (Liu et al., 2019) and SciBERT (Belt-
agy et al., 2019) with a classification head, and
(2) fine-tuning OpenAI’s Davinci model 3. Sub-
sequently, we investigated generating specific sec-
tions using a fine-tuned pre-trained dialogue sum-
marization model. We employed the CONFIT
model (Tang et al., 2022b), which proposes a
training strategy that enhances the factual consis-
tency and overall quality of summaries through a

2https://sites.google.com/view/mediqa2023/clinicalnlp-
mediqa-chat-2023

3https://platform.openai.com/docs/guides/fine-tuning
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Doctor: Good afternoon, which gender do you identify with? 
Patient: Good afternoon, doctor, thank you for asking, I identify as a
female.
Doctor: Great, thank you. Have you ever had surgery on this knee? 
Patient: Yes, I actually had an A C L reconstruction done in March of two
thousand eight. Um, it didn't go well, so they did a revision at the end of
that year, in December.
Doctor: I see, thank you. What about your upper body? Is there any
history of surgery there? 
Patient: Actually, yes, I had surgery on my arm when I was six.

Section: PAST SURGICAL

She had an anterior cruciate ligament
reconstruction (ACL) in 03/2008,  and
subsequently had a revision ACL reconstruction
in 12/2008. She also had arm surgery when she
was 6 years old.

CHIEF COMPLAINT: Smoking cessation.
MEDICAL HISTORY:  Patient reports a history of type 2
diabetes, gout, and a 2/6 Systolic ejection murmur.
SOCIAL HISTORY: Patient reports he is a smoker.
MEDICATIONS: Patient reports taking allopurinol.
VITALS: Oxygen Saturation: 98% on room air. Blood Pressure:
128/88 mmHg. Heart Rate: 68 beats per minute. Respiratory
Rate: 16 breaths per minute.
PHYSICAL EXAM:  Neck  General Examination: Neck is supple
without lymphadenopathy. No carotid bruits.
......
ASSESSMENT AND PLAN
......
INSTRUCTIONS
......

Subtask A: generation of specific sections 

Subtask B: generation of full notes 

Doctor: How are you doing?
Patient: I'm doing really good. I'm here, I'm just ready to quit smoking, but
I've been having quite a hard time with it.
......
Doctor: So, let's talk a little bit about your exam here. Okay, I'm gonna go
ahead and do a quick physical exam, and I reviewed your vitals and everything
looks good, including your oxygen saturation. Blood pressure for today was
128 over 88, heart rate was 68, respirations were 16, and your pulse ox was
98 percent on room air. So, those were all really good. Now, on your heart
exam, you do have a nice regular rate and rhythm.
......
Doctor: Now, for your lung exam, I'm gonna go ahead and listen to your lungs.
Your lungs are clear and equal bilateral with no expiratory wheezes, and no
rales or rhonchi are appreciated. On your neck exam, I don't appreciate any
lymphadenopathy. 
......

Figure 1: Two examples of our tasks, which include both subtask A and subtask B. In subtask A, the goal is to
generate a summary and the corresponding section name for a specific section, while subtask B aims to generate a
complete note.

novel contrastive fine-tuning approach. For sub-
task B, we examined how to utilize large language
models (LLMs) like GPT. We (1) fine-tuned Ope-
nAI’s Davinci model and (2) explored in-context
learning (Dong et al., 2022) with GPT-4 4. We
achieved promising results on automated metrics
(ROUGE, BERTScore (Zhang et al., 2019), and
BLEURT (Sellam et al., 2020)), and our outcomes
were also assessed manually. Although the GPT-
based model scored slightly lower on automated
metrics, it received high scores in human evalua-
tions. We believe that for zero-shot models, ex-
isting automated metrics may not be the most ap-
propriate evaluation method, suggesting a potential
direction for future research.

2 Tasks

2.1 Task Formulation

In this paper, we focus solely on the Dialogue2Note
Summarization task of MEDIQA-Chat Tasks @
ACL-ClinicalNLP 2023. The main tasks include:

• Dialogue2Note Summarization: Given a
doctor-patient conversation, participants are

4https://openai.com/research/gpt-4

required to generate a clinical note summariz-
ing the conversation, including one or multiple
note sections (e.g., Assessment, Past Medical
History, Past Surgical History). This task com-
prises two subtasks:

– Subtask A: Generating specific sections
from doctor-patient conversations (Ben
Abacha et al., 2023b).

– Subtask B: Generating full notes from
doctor-patient conversations (wai Yim
et al., 2023).

• Note2Dialogue Generation: Participants are
tasked with generating a synthetic doctor-
patient conversation based on the information
described in a given clinical note (wai Yim
et al., 2023).

For subtask A, the training set consists of 1,201
pairs of conversations and associated section head-
ers and contents, while the validation set includes
100 pairs of conversations and their summaries. A
full list of normalized section headers is provided
in the paper.

As for subtask B, the training set is composed
of 67 pairs of conversations and full notes, and the
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validation set includes 20 pairs of conversations
and clinical notes.

Lastly, the Note2Dialogue Generation task’s
training set comprises 67 pairs of full doctor-patient
conversations and notes, with the validation set
containing 20 pairs of full conversations and clini-
cal notes. The Task-A training and validation sets
(1,301 pairs) could be used as additional training
data.

Thus, we could formally define the tasks as fol-
lows. Given a doctor-patient conversation C =
{c1, c2, ..., cn}, where ci represents the ith utter-
ance in the conversation and n denotes the to-
tal number of utterances, the goal of the Dia-
logue2Note Summarization task is to generate a
clinical note summarizing the conversation.

Figure 2: The proportion of section categories in subtask
A.

For subtask A, the objective is to generate a
specific section summary Sj and its correspond-
ing section header Hj for a given conversation C.
The output can be represented as a tuple (Hj , Sj).
For subtask B, the goal is to generate a complete
clinical note N = {S1, S2, ..., Sm}, where Si rep-

resents the ith summary section and m denotes
the total number of sections. Each section Si is
associated with a section header Hi. We use a
combination of various evaluation metrics such as
ROUGE, BERTScore, and BLEURT.

2.2 Data Analysis

For the section classification task in Subtask A, we
created pie charts (See Figure. 2) representing the
proportions of different sections in the train, test,
and validation sets to analyze the distribution dif-
ferences among them. We observed that there is no
significant gap in the section categories across the
data splits. However, there is a considerable dis-
parity in the number of instances among different
categories 3, with some sections having very few
data points. This may lead to insufficient training
and poor performance for those underrepresented
categories.

Figure 3: The numbers of section categories in subtask
A. Here are the totals on the train and validation sets.

In Figure. 4, we illustrate the length of input
dialogues and the length of output summaries. And
Figure. 5 shows the number of utterances. In the
picture. 6, the length of the dialogue is plotted
against the length of the summary for each data
entry. The graphs show a noticeable positive cor-
relation, thus indicating that longer dialogues do
have significantly longer summaries. Additionally,
we can see that dialogue lengths increase at about
twice the rate of summary lengths, so our sum-
maries should be about one-third to one-half the
dialogue length.
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3 Methodology

In this section, we will describe how we employed
various approaches to perform subtask A and sub-
task B. We will discuss each subtask in detail, out-
lining the methods used and the rationale behind
our choices to achieve optimal results.

3.1 Subtask A

We define this task as a dialogue summariza-
tion problem and, therefore, we selected a state-
of-the-art dialogue summarization model, CON-
FIT (Tang et al., 2022b), as our foundation to fine-
tune. Firstly, CONFIT is based on BART and has
been fine-tuned on the SAMSum dialogue sum-
marization dataset. We utilized the model fine-
tuned on SAMSum and further fine-tuned it on
MEDIQA subtask A data to generate notes. It is
worth noting that ideally, we should have added an
additional step, fine-tuning the model on PubMed
summarization data before fine-tuning on subtask
A data, which would enable the model to better
understand the clinical summarization task. We
set max-input-length to 1024 and keep output max-
length at 128. For generating section names, we

Figure 4: Histogram of token lengths for subtask A train
and validation sets in subtask A and B.

Figure 5: Histogram of utterance numbers for subtask
A train and validation sets in subtask A and B.

Figure 6: Dialogue Length plotted against Summary
Length for each data entry. The graphs show a notice-
able positive correlation.

Doctor: Good afternoon, which gender do you identify with? 
Patient: Good afternoon, doctor, thank you for asking, I identify as a
female.
Doctor: Great, thank you. Have you ever had surgery on this knee? 
Patient: Yes, I actually had an A C L reconstruction done in March of two
thousand eight. Um, it didn't go well, so they did a revision at the end of
that year, in December.
Doctor: I see, thank you. What about your upper body? Is there any
history of surgery there? 
Patient: Actually, yes, I had surgery on my arm when I was six.

Section: PAST SURGICAL

She had an anterior cruciate ligament
reconstruction (ACL) in 03/2008,  and
subsequently had a revision ACL reconstruction
in 12/2008. She also had arm surgery when she
was 6 years old.

CHIEF COMPLAINT: Smoking cessation.
MEDICAL HISTORY:  Patient reports a history of type 2
diabetes, gout, and a 2/6 Systolic ejection murmur.
SOCIAL HISTORY: Patient reports he is a smoker.
MEDICATIONS: Patient reports taking allopurinol.
VITALS: Oxygen Saturation: 98% on room air. Blood Pressure:
128/88 mmHg. Heart Rate: 68 beats per minute. Respiratory
Rate: 16 breaths per minute.
PHYSICAL EXAM:  Neck  General Examination: Neck is supple
without lymphadenopathy. No carotid bruits.
......
ASSESSMENT AND PLAN
......
INSTRUCTIONS
......

Subtask A: generation of specific sections 

Subtask B: generation of full notes 

Doctor: How are you doing?
Patient: I'm doing really good. I'm here, I'm just ready to quit smoking, but
I've been having quite a hard time with it.
......
Doctor: So, let's talk a little bit about your exam here. Okay, I'm gonna go
ahead and do a quick physical exam, and I reviewed your vitals and everything
looks good, including your oxygen saturation. Blood pressure for today was
128 over 88, heart rate was 68, respirations were 16, and your pulse ox was
98 percent on room air. So, those were all really good. Now, on your heart
exam, you do have a nice regular rate and rhythm.
......
Doctor: Now, for your lung exam, I'm gonna go ahead and listen to your lungs.
Your lungs are clear and equal bilateral with no expiratory wheezes, and no
rales or rhonchi are appreciated. On your neck exam, I don't appreciate any
lymphadenopathy. 
......

Subtask B: generation of full notes 

(a) contrastive fine-tuning of a pre-trained dialogue summarization model

Subtask A: generation of specific sections 

(b) fine-tuning of OpenAI davinci RoBERTa-based
classification model
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(b) few-shot in-context learning

(a) fine-tuning of OpenAI davinci

Figure 7: This diagram illustrates the pipeline we em-
ployed for both subtask A and subtask B. For subtask
A, we fine-tune a dialogue summarization model to gen-
erate notes, and to generate section names, we use a
RoBERTa model and fine-tuning of OpenAI’s Davinci
model. For subtask B, we perform fine-tuning as well
as few-shot in-context learning to achieve our desired
results.

used a RoBERTa model and fine-tuning of Ope-
nAI’s Davinci model. We fine-tuned RoBERTa
to classify text based on 20 predefined categories.
Additionally, we invoked OpenAI’s API and used
a customized model (davinci:ft-personal-2023-03-
15-08-22-14) to classify the dialogues. This model
classifies text according to the 20 predefined cate-
gories, with the classification implemented through
the OpenAI API.

3.2 Subtask B

We explored two approaches for utilizing OpenAI’s
large-scale language models. First, we defined a
function to shorten the dialogue, ensuring it does
not exceed the maximum token length of 1200.
Next, we used another function to call OpenAI’s
API and employ a customized model (davinci:ft-
personal-2023-03-23-05-58-11) to generate the cor-
responding notes. We fine-tuned the Davinci model
and, during this process, implemented multiple
generation attempts to adjust the maximum token
length, setting max tokens to 800. We experi-
mented with temperatures of 0.0 and 0.2. We used
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Models R1 R2 RL RLsum BERTScorep BERTScorer BERTScoref1 BLEURT

CONFIT 0.3882 0.1966 0.3214 0.3214 0.7037 0.7065 0.7 0.5294
CONFITdynamic 0.4011 0.2147 0.3322 0.3322 0.7115 0.7102 0.7058 0.5421

Table 1: Comparison of performance between the CONFIT model and the CONFIT model with dynamic max length
on various evaluation metrics.

the following prompt: ”Please summarize the fol-
lowing dialog between doctors and patients from
the perspective of the doctor, and be sure to include
all important details about the patient.”

Moreover, we employed in-context learning,
choosing GPT-4 5 and designing a prompt that in-
cluded natural language instructions and context
examples. We limited the input prompt length to
6000 tokens and the output length to 2000 tokens.
We used two contexts per instance and set the tem-
perature parameter to 0.2. In our prompt template,
we incorporate three main components: instruc-
tions, in-context examples, and test input dialogue.
The final ”FULL NOTE:” indicates the output the
model needs to generate. Our instructions are as fol-
lows: ”Write a clinical note for this doctor-patient
dialogue. Use the example notes below to know
the different sections.” This guides the model to
generate a clinical note based on the given doctor-
patient dialogue, taking into account the structure
and sections observed in the provided examples.

4 Results

We report the accuracy of the section classification.
For note generation in subtask A, we present the
following metrics: Rouge-1, Rouge-2, Rouge-L,
Rouge-Lsum, BERTScore precision (Zhang et al.,
2019), BERTScore recall (Zhang et al., 2019),
BERTScore F1 (Zhang et al., 2019), BLEURT (Sel-
lam et al., 2020), and aggregate score. The aggre-
gate score is the arithmetic mean of ROUGE-1 F1,
BERTScore F1, and BLEURT-20 (Pu et al., 2021).

Additionally, we implemented a dynamic max
length feature.For the CONFIT model and the
CONFIT model with dynamic max length, we ob-
tained aggregate scores of 0.5392 and 0.5497, re-
spectively. The results demonstrate that the dy-
namic max length approach slightly improves the
overall performance of the model in the summa-
rization task. Initially, it encodes the input dialogue
into a vector using a pre-trained tokenizer. Subse-
quently, it dynamically calculates the maximum
length of the summary to be generated, based on

5https://platform.openai.com/docs/models/gpt-4

Models Accuracy

OpenAI davinci 0.745
SciBERT 0.710
RoBERTa 0.700

Table 2: Accuracy of section classification for different
models.

the length of the dialogue. The formula employed
here is maxlength = round(0.55∗dialoglen+18),
which determines the maximum length of the sum-
mary according to the dialogue’s word count. Then,
the BART model generates the summary while con-
trolling the max length of the output. Ultimately,
the generated summary is decoded into text.

The results in Table 1 show a comparison be-
tween the performance of the CONFIT model
and the CONFIT model with dynamic max length
on various evaluation metrics, including ROUGE
scores (R1, R2, RL, and RLsum), BERTScore
(BERTScorep, BERTScorer, and BERTScoref1),
and BLEURT. The CONFITdynamic model achieves
better performance on most evaluation metrics,
suggesting that the incorporation of dynamic max
length improves the overall quality of the generated
summaries.

In Table 2, we present the accuracy of section
classification for three different models, OpenAI
davinci, SciBERT, and RoBERTa. The task in-
volves classifying the sections into one of the 20
pre-defined categories. As shown in the table,
OpenAI davinci achieves the highest accuracy of
0.745, outperforming both SciBERT and RoBERTa,
which achieve accuracies of 0.710 and 0.700, re-
spectively. This indicates that the OpenAI davinci
model is more effective in classifying sections in
this 20-class classification task. In addition to the
RoBERTa classifier, we also utilized SciBERT to
improve the initial classification performance. By
incorporating the domain-specific knowledge em-
bedded in SciBERT, we were able to enhance the
accuracy of our section classification task.

Table 3 presents the evaluation of the ROUGE
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Models R1 R2 RL RLsum

ICL 0.5821 0.3209 0.4032 0.5443
Davinci (t=0.0) 0.5008 0.2506 0.3282 0.4668
Davinci (t=0.2) 0.5004 0.2502 0.3249 0.4675

Table 3: The evaluation of the ROUGE scores for sub-
task 2 full note summarization.

scores for subtask 2 full note summarization. The
table includes the ROUGE-1, ROUGE-2, ROUGE-
L, and ROUGE-Lsum scores for each model.
Higher ROUGE scores indicate better summariza-
tion quality, reflecting the extent to which the gener-
ated summaries capture the important information
and coherence of the full notes. Except for our
submission, we expanded our approach by incor-
porating in-context learning. As the capabilities
of large language models (LLMs) continue to ad-
vance, in-context learning (ICL) has emerged as
a novel paradigm in the field of natural language
processing (NLP). In ICL, LLMs make predictions
based on a limited set of examples, augmented with
additional context. This approach allows LLMs to
leverage the power of context in order to enhance
their predictive abilities. By incorporating contex-
tual information during the learning process, LLMs
are able to generate more accurate and contextu-
ally relevant predictions. In the evaluation, the in-
context model achieves the highest ROUGE scores,
indicating that it generates summaries that have a
higher overlap and alignment with the reference
summaries of the full notes. Comparatively, the
”Davinci” model with a temperature of 0.0 achieves
lower ROUGE scores, but still performs better than
the ”Davinci” model with a temperature of 0.2 in
terms of ROUGE scores.

Based on previous studies that have shown that
automated metrics are not suitable for evaluating
the results generated by zero-shot models (Goyal
et al., 2022), we sought alternative evaluation meth-
ods. To address this, we enlisted the expertise of
three medical students to manually rate 50 note
summarization outputs. Following established
practices (Tang et al., 2022a), we employed a scor-
ing system of 1-10 to assess the quality of the gener-
ated summaries. This expert evaluation provides a
more comprehensive and reliable assessment of the
performance of our models in Subtask A and Sub-
task B, capturing nuanced aspects that automated
metrics may not capture accurately. By incorpo-

Models Score

Subtask A BART 7.2
Subtask A T5 6.6
Subtask A PEGASUS 7.0
Subtask A CONFIT 7.2
Subtask A CONFITdynamic 7.8

Subtask B BART 3.5
Subtask B T5 3.8
Subtask B PEGASUS 3.2
Subtask B ICL 6.6
Subtask B Davinci (t=0.0) 5.3
Subtask B Davinci (t=0.2) 5.2

Table 4: Expert annotation of generated notes in a scale
of 1-10 on subtask A and B.

rating expert assessments, we aim to enhance the
evaluation process and gain deeper insights into the
capabilities and limitations of our zero-shot models
in the context of note summarization. In this study,
we also implemented traditional fine-tuned summa-
rization models such as BART (Lewis et al., 2019),
T5 (Raffel et al., 2020), and PEGASUS (Zhang
et al., 2020) as baselines. However, it is important
to note that due to the absence of a test set reference,
we were unable to compute automated metrics for
evaluation. Therefore, we solely rely on the results
of the manual assessments conducted by human
evaluators. Although automated metrics are com-
monly used to evaluate summarization models, the
absence of a reference necessitates a shift towards
expert judgments to assess the quality and effec-
tiveness of the generated summaries. Our focus is
on reporting the outcomes of the manual evalua-
tions as a reliable measure of the performance of
the models.

The results demonstrate that, in subtask A, CON-
FIT outperforms other baseline methods. In sub-
task B, it is evident that traditional models do not
perform well, and we believe the main difference
lies in the input length. As all the examples exceed
the maximum input length limitation of traditional
models, and the reference also significantly sur-
passes the maximum length limitation for gener-
ation, it is naturally challenging to generate ideal
notes. Therefore, in terms of human evaluation,
both fine-tuning OpenAI models and utilizing ICL
perform far better than using traditional fine-tuned
models. The superior performance is likely at-
tributed to OpenAI’s models, which provide longer
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input and output limitations.

5 Limitations and Discussion

We would like to discuss some of our findings and
thoughts here. The MEDIQA-Chat 2023 challenge
indeed presents an excellent opportunity for us to
reflect on existing models, analyze their strengths
and weaknesses, and investigate their performance
on the task of clinical note generation from doctor-
Patient conversations.

Evaluation Automatic metrics often do not have
a strong correlation with the quality of summaries,
especially as there are no readily available auto-
matic evaluation metrics specifically designed for
zero-shot or few-shot LLM evaluation. Almost all
models on Subtask A have similar results of au-
tomatic evaluation. Therefore, human evaluation
becomes an essential component for accurately as-
sessing the quality of notes generated by LLMs.
There is a need to develop more effective auto-
matic evaluation methods for a zero-shot/few-shot
generation or super-long output.

Length Limitation of Subtask A One signifi-
cant limitation of our Transformer-based model
is that it does not directly consider length during
its generation process. This often results in the
production of overly verbose summaries. In con-
trast, models like OpenAI’s GPT-3 and GPT-4 have
much longer input and output limitations, allowing
them to handle more extensive text samples more
effectively. It is worth noting that our model was
trained on the SAMSum dataset, which has longer
texts compared to subtask A. Consequently, our
model struggles to adapt to the shorter length re-
quirements of subtask A. Moreover, the training
dataset for subtask A is relatively small, which fur-
ther complicates the model’s adaptation. Future
exploration should look at how to constrain the
conciseness of generated summaries, which may in-
volve reconsidering the generation method chosen
or examining other techniques to promote brevity.
Developing methods to better control the length of
generated summaries is essential to improve their
relevance, coherence, and usability in real-world
applications.

Length Limitation of Subtask B For Subtask
B, it is challenging to achieve reasonable results
using fine-tuned models. In reality, this task is
more representative of real-world scenarios, where
inputs and outputs are considerably long, and the

output is expected to maintain a specific structure
and format. Thus, we see the main advantage of
using contextual examples lies in their ability to
guide the structure, style, and length of the desired
output. We believe that OpenAI’s LLM is well-
suited for similar real-life scenarios, provided that
it is given an appropriate context. In such cases,
its performance will significantly surpass that of
fine-tuned Transformer-based models.

Factual inconsistentcy While our study did not
specifically investigate the following issues, we
noted several factual errors that occur in summaries.
A previous study has shown that LLMs also exhibit
a noticeable occurrence of attribute errors and mis-
interpretation errors (Tang et al., 2023a).

Prompting We find that prompt template and
demonstration example selection both have a sub-
stantial impact on results. Using more prompt ex-
amples for demonstration improves significantly.
We acknowledge that we did not explore different
selection strategies, such as SemScore, LMScore,
and TLength, which involve using top-ranked ex-
amples. These strategies have been shown to po-
tentially improve the quality of the generated sum-
maries by selecting more effective prompt exam-
ples. While our current approach did not incorpo-
rate these strategies, we recognize that exploring
and incorporating better prompt examples could
potentially yield improved results. This is an area
that warrants further investigation and experimen-
tation to enhance the performance of our models in
future iterations of the study.

Data Privacy Both GPT-3 and GPT-4 are not lo-
cal models; we utilize OpenAI’s API to run these
models, which actually violates data protection
laws such as HIPAA. Ensuring data privacy during
fine-tuning or testing is of paramount importance.
We have not taken this aspect into consideration.

6 Conclusion

We have showcased our solution, submitted to the
MEDIQA-Chat shared task, designed to generate
clinical notes from doctor-patient dialogues. Our
evaluation encompassed fine-tuned approaches uti-
lizing models such as CONFIT, GPT-3, RoBERTa,
and SciBERT, as well as an innovative method em-
ploying GPT-4. The results garnered are remark-
able, evidenced by our team securing a fourth-place
ranking amongst all participating teams, underscor-
ing the efficacy of our methodologies. Of particular
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note is the fact that expert annotations were de-
ployed to substantiate the comparative superiority
of the ICL GPT-4 over other baseline models. This
infusion of expert validation fortifies the credibility
of our research and its ensuing findings, contribut-
ing a robust dimension of trustworthiness to our
results.

7 Limitations and Future Work

For task A, the CONFIT model was utilized with
dynamic length outputs, while task B placed sig-
nificant emphasis on prompting-based techniques.
The method hinges on API calls to OpenAI models,
which are not open-source. This dependency could
potentially induce instability.

We surmise that performance may have been fur-
ther enhanced if initial training on PubMed data
had preceded fine-tuning on the given dataset. Fu-
ture endeavors could aim to provide theoretical sub-
stantiation or engage in ablation studies to affirm
this hypothesis.

In task B, we employed a function to condense
dialogues. However, due to time constraints, we
did not explore the potential impact of this conden-
sation on the performance, specifically, whether
any information loss incurred during the shorten-
ing process might affect the results.

The results appear promising, particularly with
the employment of CONFIT models with dynamic
max length. This suggests an intriguing avenue for
future exploration and research.
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