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Abstract

Our paper investigates the use of discourse em-
bedding techniques to develop a community
recommendation system that focuses on mental
health support groups on social media. Social
media platforms provide a means for users to
anonymously connect with communities that
cater to their specific interests. However, with
the vast number of online communities avail-
able, users may face difficulties in identifying
relevant groups to address their mental health
concerns. To address this challenge, we explore
the integration of discourse information from
various subreddit communities using embed-
ding techniques to develop an effective recom-
mendation system. Our approach involves the
use of content-based and collaborative filtering
techniques to enhance the performance of the
recommendation system. Our findings indicate
that the proposed approach outperforms the use
of each technique separately and provides in-
terpretability in the recommendation process.

1 Introduction

The rise of social media as a platform has allowed
people all over the world to connect and communi-
cate with one another. Further, these communities
that exist online are able to keep their members
anonymous from one another, allowing new com-
munities to form which would have a hard time
existing without anonymity.

Specifically, this new and robust anonymity has
allowed an explosion of online communities with a
focus on giving each other advice on health issues.
While being involved in seeking peer support in
a community with people that have experienced
similar issues can provide a significant positive im-
pact on someone’s ability to navigate their personal
problems (Richard et al., 2022), finding commu-
nities with relevant discourse is not trivial. Often,
the platforms which host these communities have a

*These authors contributed equally to this work

very large quantity of them. There are over 100,000
different communities on Reddit alone. Further,
some communities are not easily found due to their
inherently anonymous nature, so the only way a
user can decide if they fit within the community
is by spending time reading through the discourse
happening within the community.

For these reasons, new users seeking others who
have experienced similar situations may have a
very hard time finding communities that would
help them the most, even if they are familiar with
the platform which hosts the communities.

Recently, embedding long sequences of text has
received lots of interest both from the research com-
munity and from practitioners. A number of studies
have shown embeddings can be useful for measur-
ing the similarity both between document pairs
and between question-document pairs (Karpukhin
et al., 2020; Xiong et al., 2020; Qu et al., 2021), al-
lowing for retrieval of the most similar documents
given a new question or document. However, little
work has been done investigating how the discourse
within a community, which represents the meaning
of that community, can be represented in a sin-
gle embedding. The discourse of a community in
this context can be all users’ posts in that specific
community or represented community’s descrip-
tion. This poses a unique challenge as discourse
within these communities is often in the form of
threads that, unlike documents, are not naturally
represented as a single block of text.

The goal of this work is to develop a system to
recommend support groups to social media users
who seek help regarding mental health issues us-
ing embeddings to represent the communities and
their discourse. Specifically, we aim to leverage
the text of a given user’s posts along with the de-
scription and posts in each subreddit community to
help recommend support groups that the user could
consider joining.

Our main research questions are as follows:
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1. In representing online communities through
discourse embeddings, what type of informa-
tion can be used?

2. To what degree do these representations im-
prove the accuracy of predicting users’ behav-
iors regarding their involvement in sharing
experiences within groups or communities?

3. Do different discourse embedding methods
change the prediction capacity of our commu-
nity recommendation model?

In exploring these research questions, we pro-
pose a hybrid recommendation approach that lever-
ages both content-based and collaborative filter-
ing to construct our community recommendation
model. As shown in Fig. 1, the content-based fil-
tering component investigates different methods of
embedding discourse within a community to rec-
ommend similar communities to users. It is then
combined with a matrix factorization model that
learns user engagement behavior in a community
to improve recommendation decisions. Utilizing
users’ past interactions as well as text-based infor-
mation about the communities, we show that our
model achieves promising accuracy while offering
interpretability.

2 Related Work

There are a number of studies related to our work.
Son et al. (2022) and Balusu et al. (2022) con-

structed discourse embeddings to find relations be-
tween short text segments. While the two studies
were similar in concept, they focused on short text
segments where this work instead focused on con-
structing discourse embeddings for entire social
media communities.

Garriga et al. (2022) showed NLP techniques
could be used with electronic health records to
predict mental health crises 4 weeks in advance.
While online communities were no replacement
for professional medical help, this suggested many
who had looming mental health problems seek help
before a crisis.

Low et al. (2020) experimented on the same
dataset we used with Natural Language Processing
techniques such as TF-IDF and sentiment analysis
to understand the effects of COVID-19 on mental
health. Although working on the same dataset, our
work studies a different task: to recommend mental
health-related support community to Reddit users.

Musto et al. (2016) adopted a similar approach to
ours in content-based filtering for recommendation.
Specifically, they mapped a Wikipedia page to each
item and generate its corresponding vector repre-
sentation using three feature-extraction methods -
Latent Semantic Indexing, Random Indexing, and
Word2Vec. We extended this method by exploring
more recent representations of text such as BERT
(Devlin et al., 2019) and OpenAI embeddings.

Halder et al. (2017) recommended threads in
health forums based on the topics of interest of
the users. Specifically, self-reported medical condi-
tions and symptoms of treatments were used as ad-
ditional information to help improve thread recom-
mendations (Wang et al., 2020; Jiang et al., 2012).
While our work is also situated in the health do-
main, we are interested in recommending a broader
support group to users rather than a specific thread.

Ghazarian et al. (2022) used sentiment and other
features to automatically evaluate dialog, showing
NLP techniques could be used to evaluate quality
of discourse. In doing so, they leveraged weak su-
pervision to train a model on a large dataset without
needing quality annotations.

3 Problem Definition

Suppose we have a Reddit’s "who-posts-to-what"
graph, which is denoted by G = (U, V,E) where
U is the set of users, V is the set of subreddit com-
munities, and E, a subset of U × V , is the set
of edges. The number of user nodes is m = |U |
and the number of subreddit communities is n =
|V |. So, U = {(u1, P1), (u2, P2), ..., (um, Pm)}
where Pi is the set of posts by user ui and V =
{(v1, P ′

1), ..., (vn, P
′
n)} where P ′

j is the set of all
posts in subreddit vj . If a user ui posts to subreddit
vj , there is an edge that goes from ui to vj , which
is denoted by eij = e(ui, vj). The problem is that
given G, predict if eij = e(ui, vj) exists. In other
words, will user ui post to subreddit vj?

4 Methodology

Figure 1 illustrates our recommendation pipeline,
which adopts a hybrid approach by incorporating
both content-based filtering (CBF) and collabora-
tive filtering, specifically matrix factorization (MF)
strategies. The CBF model recommends new sub-
reddits based on the average of a user’s previous
interactions, weighted by how similar the previous
subreddits are to the new ones. Meanwhile, users
and subreddits are represented in a k-dimensional
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Figure 1: Our recommendation pipeline, which linearly combines the prediction of a content-based filtering (CBF)
and a matrix factorization (MF) model. In the CBF model, recommendations of new subreddits are made through
the average of a user’s past interaction, weighted by how similar the past subreddits are to the new ones. In the
MF model, users and subreddits are represented in a joint latent space of k dimensions. Recommendations of new
subreddits are made based on the distance between users and subreddits in this latent space.

joint latent space in the MF model. The distance
between users and subreddits in this latent space is
used to provide recommendations for new subred-
dits. The predictions from these two components
are linearly combined to obtain the final recommen-
dation of subreddits to users.

The collaborative filtering component of our
solution leverages nonnegative matrix factoriza-
tion to represent our users and subreddits in lower-
dimensional latent space. In this sense, we rede-
fine the adjacency matrix A in our problem def-
inition so that it works with nonnegative factor-
ization. More specifically, users’ past interactions
with items are represented by the adjacency ma-
trix A ∈ {5, 1, 0}m×n. Aij = 5 if the user ui has
posted to subreddit j, Aij = 1 if the user ui has
NOT posted to the subreddit vj , and Aij = 0 is the
missing connection that needs predicting. Given
this adjacency matrix A, the task is to predict the
missing elements Aij = 0. In the following sec-
tions, we elaborate on each component of our rec-
ommendation model and then discuss how they are
combined to obtain our final solution.

4.1 Content-based Filtering

In recommending items to users based on their past
interactions and preferences, content-based filter-
ing methods represent each item with a feature

vector, which can then be utilized to measure the
similarity between items (Linden et al., 2003). If an
item is similar to another item with which a user in-
teracted in the past, it will be recommended to that
same user. Thus, in addition to the adjacency ma-
trix A, we utilize another matrix C of size m×m,
where Cab is the similarity between the embed-
dings for two subreddits with embedding vectors
a and b. In this paper, we use cosine similarity as
the similarity measure:

Cab =
a · b

∥a∥ ∥b∥ ,

To predict the value of the missing element
where Aij = 0 (whether user ui will post to sub-
reddit vj), we compute the average of user ui’s past
interactions (which subreddits user ui posted and
did not post to), weighted by the similarity of these
subreddits to subreddit vj . Mathematically,

A′
ij =

∑n
k=1AikCkj∑n

k=1Ckj
.

We can generalize the above formula to obtain the
new predicted adjacency matrix using matrix-level
operations:

A(CBF) = (AC)⊙D,

where
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• D = 1./(I ·C) (element-wise),
• I is an indicator matrix such that Iij = 1 if
Aij ̸= 0, otherwise Iij = 0,

• and ⊙ is the Hadamard product.

4.1.1 Representing Subreddit Discourse with
Description and Posts

It is helpful to consider the specific domain of the
application to represent each item as an embedding.
In the context of our subreddit recommendation
problem, we take advantage of two types of text-
based information about a subreddit to construct
the similarity matrix: (1) the posts within the sub-
reddit itself and (2) the general description about
the reddit provided by the subreddit moderators.

We then use a feature extraction method to ob-
tain two embeddings of a subreddit, one based on
its description and the other based on its posts. As
a subreddit contains many posts, each of which
has a different embedding given the same feature-
extraction method, we take the average of the em-
beddings across all posts within a subreddit to ob-
tain one embedding for the subreddit.

4.1.2 Feature Extraction
In this paper, we consider three feature-extraction
methods: Term Frequency-Inverse Document Fre-
quency (TF-IDF), Bidirectional Encoder Represen-
tations from Transformers (BERT) (Devlin et al.,
2019), and OpenAI.*

TF-IDF: The TF-IDF algorithm represents a
document as a vector, each element of which cor-
responds to the TF-IDF score of a word in that
document. The TF-IDF score for each word in the
document is dictated by (1) the frequency of the
word in the document (Sparck Jones, 1972), and
(2) the rarity of the word in the entire text corpus
(Luhn, 1957). That is, a term is important to a doc-
ument if it occurs frequently in the document but
rarely in the corpus. We use the implementation
from scikit-learn (Pedregosa et al., 2011) to obtain
the TF-IDF representations of our subreddits.

BERT: We employ BERT to generate sentence
embeddings as another feature extraction technique
(Devlin et al., 2019). BERT takes a sentence as in-
put and generates a fixed-length vector representa-
tion of the sentence. This representation is meant to
capture the syntactic and semantic meaning of the
input sentence in a way that can be used for various
natural language processing tasks, such as sentence

*OpenAI API Embeddings: https://platform.openai.
com/docs/guides/embeddings

classification or semantic similarity comparison. In
the context of our problem, we can treat each sub-
reddit description or each post as a sentence and
feed it to a pre-trained BERT model to generate
the embeddings that represent the subreddit. Long
posts are truncated to fit within the context limits of
pre-trained models. We experiment with 4 different
variations of BERT embeddings:

• BERT base and large (Devlin et al., 2019)

• Sentence-BERT, or SBERT (Reimers and
Gurevych, 2019)

• BERTweet (Nguyen et al., 2020)

OpenAI: Similar to BERT embeddings, OpenAI
embeddings take in a string of text and output an
embedding that represents the semantic meaning
of the text as a dense vector. To do this, the input
string is first converted into a sequence of tokens.
The tokens are then fed to a Large Language Model
(LLM), which generates a single embedding vector
of fixed size. OpenAI’s text-embedding-ada-002
can take strings of up to 8191 tokens and returns a
vector with 1536 dimensions.

4.2 Nonnegative Matrix Factorization for
Collaborative Filtering

Matrix factorization (MF) approaches map users
and items (subreddits in this case) to a joint latent
factor space of a lower dimension k (Koren et al.,
2009). The goal of this method is to recommend
to a user the subreddits that are close to them in
the latent space. More formally, MF involves the
construction of user matrix P of dimension n× k
and subreddit matrix Q of dimension m × k. In
this sense, the resulting term, pi

⊤qj , captures user
ui’s interest in item vj’s characteristics, thereby ap-
proximating user ui’s rating of item vj , or denoted
by Aij .

This modeling approach learns the values in P
and Q through the optimization of the loss fuction

min
P,Q

∑

Aij∈A
(Aij − p⊤

i qj)
2 + λ(∥pi∥2 + ∥qj∥2).

Matrix factorization offers the flexibility of ac-
counting for various data and domain-specific bi-
ases that may have an effect on the interaction be-
tween user ui and subreddit vj . In this paper, we
consider three types of biases: global average µ,
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user bias b(p)i , and subreddit bias b(q)j . The updated
loss function is given by:

min
P,Q

∑

Aij∈A
(Aij − µ− b

(p)
i − b

(q)
j − p⊤

i qj)
2+

λ(∥pi∥2 + ∥qj∥2 + b
(p)2

i + b
(q)2

j ).

(1)

After optimization, each element in the new pre-
dicted adjacency matrix AMF is given by:

A(MF)
ij = p⊤

i qj + µ+ bi + bj

4.3 Final Model: Hybrid Approach
Our main model leverages insights from both
content-based filtering and matrix factorization by
taking a linear combination of their predicted ad-
jacency matrix. Specifically, the new adjacency
matrix is given by:

A(MF+CBF) = βA(CBF) + (1− β)A(MF),

where β is a hyperparameter that controls how
much the CBF model (vs MF model) contributes
to the final prediction.

5 Data and Experimental Setup

For the experimental setup, we use the data from
Low et al. (2020) working on Reddit platforms in
mental health domains, particularly health anxiety.

5.1 Data Description
The dataset is collected from 28 mental health and
non-mental health subreddits. The dataset is suit-
able for studying how subreddits and social me-
dia platforms correlated with individuals’ mental
health and behavior. The original data comprises
952,110 Reddit posts from 770,176 unique users
across 28 subreddit communities, which include
15 mental health support groups, 2 broad mental
health subreddits, and 11 non-mental health subred-
dits. We also manually collect descriptions of the
28 subreddits and use that information along with
the posts to conduct the content similarity matrix.

5.2 Data Preprocessing
Although the original dataset has a large number
of unique users, the majority of them only con-
tribute posts to one or two different communities.
This presents a challenge when evaluating our spe-
cific task. As our objective is to examine users’

behavior over time and provide recommendations
for engaging in suitable subreddits, we have imple-
mented a filter to exclude users who post to fewer
than three subreddits. After filtering, the remaining
users and posts are 16,801 and 69,004, respectively,
while the number of subreddits remains to be 28.
We also seek to understand the distribution of in-
teractions between users and different subreddits.
The detailed distribution of post frequency across
subreddits is visualized in Figure 2.
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Figure 2: Distribution of post frequency across subred-
dits: r/depression, r/anxiety, and r/suicidewatch are the
three most popular subreddits.

5.3 Experimental Setup
5.3.1 Data Splits
To construct our data splits, for each user in our
dataset, we choose the most recent subreddit that
the user first posted to as the test example. For
example, if the user post history is [subreddit1, sub-
reddit2, subreddit3, subreddit1, subreddit2], then
subredddit3 will be used as the test example. For
each positive training example, we pair it with a
negative example randomly sampled from the list
of subreddits where the user has not posted to.

5.3.2 Evaluation Metrics
In assessing the performance of our recommenda-
tion method and the baseline, we use the following
evaluation metrics: Recall@K and Mean Recipro-
cal Rank (MRR).

5.4 Results
Table 1 presents the performance of our hybrid
recommendation system as well as its individual
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Figure 3: Model Performance on Recall@K

components (MF or CBF). For CBF, we report its
performance on different types of embeddings con-
structed using different information (posts or de-
scription) and different feature extraction methods
(TF-IDF, BERT, or OpenAI). Figure 3 visualizes
the results of exemplary models in a diagram for
better analysis using Recall@K.

According to Table 1, all variants of our recom-
mendation method outperform the random predic-
tor. Among all the variants, the hybrid solution
using the content similarity matrix generated from
OpenAI embeddings achieves the highest perfor-
mance in MRR (0.4244) and average Recall@K.

For CBF, operating a feature-extraction method
on subreddit posts results in higher performance
than operating the same method on description. For
example, the MRR for CBF - BERT base is 0.3140
when using posts and 0.3024 when using descrip-
tion. It can also be observed that given the same
information (either posts or information), deep-
learning-based feature extraction methods like Ope-
nAI and BERT bring about better performance for
CBF than TF-IDF.

As our recommendation model combines both
MF and CBF, we investigate the effect of hyper-
parameter β, which dictates how much CBF con-
tributes to the final prediction. Figure 4 illustrates
the performance of the hybrid models on varying
β. When β = 0, the hybrid model’s performance
is the same as that of MF. When β = 1, the hybrid
model’s performance is the same as that of CBF.
It can be seen from the peak of these curves that
this way of linearly combining MF and CBF brings
about significant improvement in MRR.

Figure 4: Hybrid Model Performance (MRR) across
different values of β

5.5 Case Studies
We perform a series of case studies to understand
why certain information and methods are more
helpful than others in recommending subreddits
to users. We present our findings by comparing the
behavior of the following models: (1) CBF models
using TF-IDF and OpenAI Embedding on Subred-
dit Descriptions, (2) CBF models using OpenAI
Embeddings on Subreddit Descriptions and Posts,
and (3) MF model and Hybrid model.

5.5.1 CBF models using TF-IDF and OpenAI
Embedding on Subreddit Descriptions

The objective of the first case study is to investigate
the impact of different types of embedding meth-
ods on the performance of recommendations. To
achieve this, we employ TF-IDF and OpenAI Em-
bedding approaches to analyze subreddit descrip-
tions and compare their predictions using content-
based filtering (CBF) approaches, as illustrated in
Figure 5. Specifically, we consider User A’s his-
torically interacted subreddits, which relate to de-
pression, loneliness, and anxiety, respectively, with
the ground truth of socialanxiety. For CBF mod-
els, the content similarity C between historically
interacted and ground truth subreddits is crucial
for accurate predictions. Hence, we evaluate the
similarity scores between them. According to the
result, the OpenAI Embedding technique outper-
forms TF-IDF in learning the representation of sub-
reddits. Based on the analysis of content similarity
matrices of the two approaches, we observe that
TF-IDF has low similarity scores among subreddits
due to its bag-of-words (BOW) approach, which
fails to capture semantic relationships in short texts
(Naseem et al., 2021), such as subreddit descrip-
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Approach MRR Recall@1 Recall@3 Recall@5 Recall@10

Random Predictor 0.1631 0.0429 0.1318 0.2221 0.4409

Matrix Factorization (MF) 0.3895 0.2300 0.4197 0.5585 0.7946

CBF - TF-IDF (Description) 0.2751 0.1503 0.2777 0.3634 0.5494
CBF - BERT base (Description) 0.3024 0.1807 0.3050 0.3799 0.5668
CBF - OpenAI (Description) 0.3113 0.1761 0.3233 0.4266 0.6093
CBF - SBERT (Post) 0.2865 0.1317 0.3109 0.4281 0.6545
CBF - BERT base (Post) 0.3140 0.1598 0.3446 0.4776 0.6651
CBF - BERT large (Post) 0.3168 0.1637 0.3436 0.4795 0.6674
CBF - BERTweet base (Post) 0.3154 0.1570 0.3516 0.4918 0.6700
CBF - OpenAI (Post) 0.3195 0.1642 0.3484 0.4815 0.6823

MF + CBF OpenAI (Description) 0.4039 0.2405 0.4491 0.5790 0.8093
MF + CBF BERT base (Post) 0.4114 0.2449 0.4613 0.5966 0.8023
MF + CBF BERTweet base (Post) 0.4221 0.2570 0.4809 0.6022 0.8056
MF + CBF BERT large (Post) 0.4237 0.2593 0.4832 0.6000 0.8059
MF + CBF OpenAI (Post) 0.4244 0.2571 0.4841 0.6063 0.8154

Table 1: Model Performance with different content similarity matrices generated by embedding methods evaluated
on MRR and Recall@K

User A depression
Timestamp 1

anxiety
Timestamp 3

lonely
Timestamp 2

Top 3 - TF-IDF (Description)
1. Alcoholism
2. adhd
3. COVID-19_Support

Top 3 - OpenAI (Description)
1. socialanxiety
2. alcoholism
3. EDAnonymous

True label
Timestamp 4
TF-IDF rank: 15 

Figure 5: Case Study 1: Top 3 TFIDF Predictions vs.
OpenAI Predictions. The higher the timestamp, the
more recent the interactions between the user under
study and the subreddits they engaged with.

tions. In contrast, OpenAI Embeddings, which can
capture semantic meanings, performs better for en-
coding the meanings of subreddit descriptions for
recommendation tasks.

5.5.2 CBF models using OpenAI Embeddings
on Subreddit Descriptions and Posts

The second case study aims to investigate the im-
pact of different types of information on the per-
formance and recommendations of CBF models.
To achieve this goal, we evaluate OpenAI Em-
beddings approaches on two types of information,
subreddit descriptions, and posts. Figure 6 illus-
trates the predictions using CBF approaches utiliz-
ing OpenAI Embeddings on posts and descriptions.

Specifically, we examine User B’s historical posts,
which are in depression and personalfinance, and
the ground truth label is legaladvice. To under-
stand the behavior of CBF on these two types of
information, we analyze the similarities between
historical subreddit interactions of User B and how
the ground truth label is correlated with these sub-
reddits. Our analysis shows that using OpenAI
Embeddings on subreddit posts can capture strong
relationships between personalfinance and legal-
advice, where many legaladvice posts are related
to financial information. However, when only us-
ing subreddit descriptions of legaladvice, which
is "A place to ask simple legal questions, and to
have legal concepts explained.", the model fails to
capture this relationship. Furthermore, as shown
in Table 1, the use of subreddit posts as represen-
tations for communities generally exhibits higher
performance across most metrics when compared
to using community descriptions. The reason is
that subreddit descriptions contain less information
than posts describing only the general purpose of
the subreddit. In contrast, using subreddit posts can
accurately learn the representations of the subred-
dits. Therefore, among the two types of informa-
tion, using subreddit posts to represent subreddits
helps models achieve better performance.
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User B
depression

Timestamp 1
personalfinance

Timestamp 2

1. suicidewatch
2. fitness
3. alcoholism

OpenAI (Description)

Peer support for 
anyone struggling 
with a depressive 
disorder..

Learn about budgeting, saving, 
getting out of debt, credit, 
investing, and retirement 
planning. Join our community, 
read the PF Wiki, and get on 
top of your finances!

True label: legaladvice 
(predicted rank = 15)

Timestamp 3
A place to ask simple legal 
questions, and to have legal 
concepts explained."

1. legaladvice
2. suicidewatch
3. teaching

OpenAI (Posts)

depression personalfinance

True label

I've been a wreck since my 
best buddy committed s**** 
last month. I've started 
treatment, and I sincerely 
hope it will help. What ought 
I to try? I'd do anything to 
regain my normal state.

How do I use Mint's weekly 
buckets? Because of 
Learnvest's technological 
difficulties, I recently 
switched to Mint. Anyone 
with knowledge of this 
process in Mint?

Friend promised in writing that 
they would reimburse me, but 
they are now refusing. [...] To 
cut a long story short, we got 
into a fight, and now he won't 

give me my money back. What 
alternatives do I have to get the 

money back?

Figure 6: Case Study 2: Top 3 OpenAI Description Predictions (Left) vs. OpenAI Post Predictions (Right). The
higher the timestamp, the more recent the interactions between the user under study and the subreddits they engaged
with. Post content has been paraphrased to protect user’s privacy.

5.5.3 MF vs MF + CBF model using OpenAI
Embeddings on Subreddit Discourses

The objective of the third study is to investigate the
performance improvement achieved by combining
MF and CBF. Specifically, we aim to explore how
the use of discourse embeddings to generate con-
tent similarity matrices among subreddits can ad-
dress challenges encountered by the MF approach.
To this end, we evaluate the MF and MF + CBF
approaches using OpenAI Embeddings on posts.
The predictions generated by the two models are
presented in Figure 7.

We further examine the construction of scores
using MF for this case study. The scores values
are generated using latent features P , Q, µ, b(p),
and b(q), representing user, item features, global
average, user, and item biases, respectively. How-
ever, due to the imbalance in the dataset, there are
more posts in some subreddits than others, leading
to a cold start problem for the MF approach to ac-
curately learn communities with a small number
of examples. In this case study, MF fails to gener-
ate correct predictions for the divorce community
due to the limited number of posts available. Ad-
ditionally, MF is biased towards subreddits with
more posts, as reflected by the b(q) values that have
strong correlations with the number of posts in the
subreddit communities, as depicted in Figure 8.

We demonstrate that the top three predictions
generated by MF are the subreddits with the high-
est item biases compared to other subreddits, which
are also the ones with the most posts. However, as
divorce only accounts for 0.78% of the dataset,
the performance of MF is limited. By utilizing

Top 3 - MF + CBF OpenAI (Post)
1. guns
2. jokes
3. divorce

User C parenting
Timestamp 1 legaladvice

Timestamp 3

personalfinance
Timestamp 2

Top 3 - MF
1. depression
2. anxiety
3. suicidewatch

True label
(MF rank = 20)

Real estate and possible 
divorce: a question [...] Are my 
residences included in the 
"50/50" divide if the wife and I 
had a divorce? Is there a way I 
can safeguard myself? [...]

Any other firemen here who 
have divorced and successfully 
negotiated child custody 
arrangements? I'm simply 
curious how custody works 
when someone has a peculiar 
job schedule, like a fireman.

Timestamp 4

Figure 7: Case Study 3: Top 3 MF Predictions vs. Top 3
MF + CBF Post Predictions. The higher the timestamp,
the more recent the interactions between the user under
study and the subreddits they engaged with. Post content
has been paraphrased to protect user’s privacy.

OpenAI Embeddings on Subreddit Discourses to
represent subreddit communities, we can integrate
semantic information into the prediction process,
thereby overcoming the cold start problem encoun-
tered by MF. Furthermore, this approach captures
the relationships between the target recommended
subreddit, historically interacted communities and
semantic similarities. In this case, the most simi-
lar subreddits to personalfinance are legaladvice
and divorce, while the most similar subreddits to
parenting are autism and divorce.

Overall, we showcase that integrating semantic
information into MF can address the cold start prob-
lem, and combining MF with CBF using discourse
embeddings can make better recommendations.
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Figure 8: Item Biases values learned from MF vs. Sub-
reddits’ number of posts

6 Conclusion

This study aimed to investigate the effectiveness
of different types of discourse embeddings when
integrated into content-based filtering for recom-
mending support groups, particularly in the men-
tal health domain. Our findings showed that the
hybrid model, which combined content-based fil-
tering and collaborative filtering, yielded the best
results. Moreover, we conducted an extensive case
study to demonstrate the interpretability of our ap-
proach’s predictions.

Previous studies have brought to light the use of
past behaviors to make more accurate recommen-
dations in mental health (Valentine et al., 2022).
They also emphasize effective communication be-
tween the recommender system and the user as an
essential factor for users’ proper understanding of
mental health in general as well as in their own jour-
ney (Valentine et al., 2022). Through promising
prediction accuracy and interpretability, we believe
that this method can serve as a valuable tool to
support individuals, particularly those with mental
health concerns, to share and seek help regarding
their issues.

Limitations

In our current project, we have not taken into
account the temporal information that treats the
historical behavior of users as a sequence of ac-
tions. Thus, the model may not capture how user
behaviors change over time. To ensure full sup-
port to users in need, we recommend that future
work should address this limitation by consider-
ing users’ historical behaviors as a sequence of
actions. Moreover, although our pre-trained mod-
els achieved significant results without fine-tuning
discourse embeddings, we suggest that fine-tuning

these models can enhance performance by captur-
ing the nuances of the datasets’ distribution and
contexts. Furthermore, conducting a detailed com-
parison of additional open-source Large Language
Models (LLMs) would provide more comprehen-
sive insights into their performance. Additionally,
in addition to analyzing the efficiency of different
models, it is crucial to evaluate the cost associ-
ated with implementing these models. Therefore,
future work should consider both fine-tuning and
evaluating additional LLMs, while also taking into
account the costs of utilizing these models.
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