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Abstract

We propose a tool for the semi-automatic pro-
duction of terminological databases, divided
in the steps of corpus processing, terminology
extraction, database population and manage-
ment. With this tool it is possible to obtain a
draft macrostructure (a lemma-list) and data for
the microstructural level, such as grammatical
(morphosyntactic patterns, gender, formation
process) and semantic information (hypernyms,
equivalence in another language, definitions
and synonyms). In this paper we offer an over-
all description of the software and an evaluation
of its performance, for which we used a linguis-
tics corpus in English and Spanish.

1 Introduction

Terminology-related software has been available
for more than sixty years (Hutchins, 1998), first
promoted by the Vienna School (Wüster, 1979;
Felber, 1984), but later gravitating towards compu-
tational linguistics (Sager, 1990; Kageura, 2012).
Currently, the field of computer assisted termi-
nology consists of a large variety of tools and
methods, not only for term management (Steurs
et al., 2015), but also for terminology extraction
(Kageura and Umino, 1996; Rigouts Terryn et al.,
2022), bilingual terminology alignment (Simões
and Almeida, 2008; Filippova et al., 2021) and in-
formation extraction (Pearson, 1998; Meyer, 2001),
among other related areas.

Despite all the efforts, there is still ample room
for improvement not only in each of the individual
areas but in the field as a whole. There is, in fact,
no tool yet available that can offer an integral so-
lution for all the different problems terminologists
face up to when creating terminological databases.
In this context, we present Termout1, a tool for au-
tomatising, at least partially, many of those tasks.

1 http://www.termout.org

The tool we present allows the user to process a
specialised corpus and extract a draft macrostruc-
ture (a lemma-list) as well as data for the mi-
crostructural level, such as grammatical and seman-
tic information. The possibilities of this software
are very diverse and there is potential to benefit dif-
ferent professionals, foremost terminologists and
lexicographers. Users are able to generate raw ma-
terial which they can later improve manually by
adding or correcting data. If the raw material is
of some quality, it is undoubtedly better to build
from it than starting from scratch. It is hoped that,
with the help of this system, larger databases will
be possible, saving time otherwise spent in tedious
mechanical tasks.

The current implementation of the software is
a web-based prototype that can perform the tasks
of corpus processing (file uploading, conversion to
plain-text format, language detection, POS-tagging
and indexing), terminology extraction (with op-
tional human supervision), information extraction
(hypernymy, definitions, equivalence in another lan-
guage, term variation, etc.) and database manage-
ment (editing, storage, retrieval and import/export
options in HTML, CSV and TBX).

In this paper we focus on the evaluation of the
results of the main functions of the software: ter-
minology and information extraction. To this end,
we experimented with a linguistics corpus in En-
glish and Spanish. As the evaluation shows, in its
current state the software can already be useful for
terminology processing.

The structure of the paper is as follows. Section
2 offers a brief overview of computational termi-
nology techniques with emphasis in terminology
extraction. In Section 3 we present a description
of the proposed method. Finally, in Section 4 we
discuss about the advantages and disadvantages of
the method as well as the challenges ahead.
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2 Related work

As mentioned in the introduction, the first efforts
in initiating the computational treatment of termi-
nology were by members of the Vienna School, but
then the field took a turn towards empiricism and
began to import methods from computational lin-
guistics (Sager, 1990; Kageura, 2012). This change
was accompanied by the emergence of new schools
and theories, since data analysis lead to the admis-
sion of previously unrecognised phenomena, such
as polysemy and term variation, which are less evi-
dent when relying only on introspection (Humbley,
2022).

Automatic terminology extraction (ATE), i.e. the
separation of terms from the general vocabulary
of a corpus (Kageura and Umino, 1996), was an
early and strong force of change in practical termi-
nology. The topic attracted the attention of many
researchers and a wide variety of ideas were pro-
posed. In the early years, some systems used statis-
tical measures to detect multi-word terms (Daille,
1994; Frantzi et al., 2000). Others incorporated syn-
tactic knowledge (Justeson and Katz, 1995; Bouri-
gault et al., 1996). Others used statistics to cal-
culate keywordness or weirdness, which means
exploiting reference corpora by comparing the fre-
quency of a term in a specialised corpus versus a
corpus of general language (Ahmad et al., 1999;
Drouin, 2003; Baisa et al., 2017).

The most recent tendency in the literature is the
application of machine learning techniques, espe-
cially deep neural networks (Hazem et al., 2020;
Lang et al., 2021; Rigouts Terryn et al., 2022; Tran
et al., 2023). A drawback is however that their
complexity makes them difficult to use, to interpret
their results and, as Rigouts Terryn et al. (2020)
point out, their behaviour is often unpredictable.

Aside from terminology extraction, other rele-
vant subfields must be commented upon. One of
those is bilingual terminology alignment using par-
allel, comparable or unrelated corpora (Simões and
Almeida, 2008; Lefever et al., 2009; Aker et al.,
2013; Haque et al., 2018; Filippova et al., 2021).
Another subfield consists of the application of text
mining techniques to obtain information about the
terms from the corpus, which can be definitions
(Pearson, 1998; Meyer, 2001; Anke et al., 2016);
hypernymy relations (Hearst, 1992; Weeds and
Weir, 2003; Bordea et al., 2015; Shwartz et al.,
2017) and term variants (synonyms) (Ville-Ometz
et al., 2007; Cram and Daille, 2016). The work by

Wachowiak et al. (2021) is a recent example of a
combination of term and term-relation extraction.

The number of relevant and recent publications
to the different subareas of computer assisted ter-
minology is on the thousands and still rising. How-
ever, the tendency seems to be analytical, i.e., to
specialise in the different individual problems. As
a consequence, not may proposals exist for the
comprehensive solutions needed in practical ter-
minology. There are some terminology extraction
services (e.g. OneClick Terms2 or MultiTerm3),
but no software exists, commercial or public, that
can accompany the user in the different steps of
a terminology project. The software Terminus4

(Cabré and Nazar, 2011) was a first attempt in that
direction, but it was not further developed.

The present year 2023 is, of course, one of un-
precedented changes in the field of A.I., and it is
likely that new proposals for terminology process-
ing will come from that side. In fact, some lexicog-
raphers (de Schryver and Joffe, 2023) have already
started using ChatGPT (OpenAI, 2023) to automate
different lexicographic tasks. Again, the results of
neural network algorithms using large language
models are promising although unpredictable, as
they occasionally “hallucinate”5.

In this juncture, we still think that there is room
for experimentation with alternative methods, espe-
cially if they do not entail great complexity, require
massive computing power and are not own by large
private corporations.

3 Description and evaluation of the
prototype

3.1 Overview

The described tool is designed to help the terminol-
ogist in every step of a project. The routines for
the development of a terminology database are the
compilation and processing of a specialised corpus
(3.2); terminology extraction (3.3), information ex-
traction (3.4) and database management (3.5). In
order to evaluate the different functions we com-
piled a corpus of research articles from 15 open
access scientific journals in English and Spanish in

2 https://terms.sketchengine.eu/
3 https://www.trados.com/products/multiterm-desktop/
4 http://terminus.iula.upf.edu/
5 According to the technical report, “care should be taken

when using the outputs of GPT-4, particularly in contexts
where reliability is important” (OpenAI, 2023, p. 2).
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the field of general linguistics6. The sample con-
sists of 3680 PDF files with a total extension of ca.
35 million word tokens.

3.2 Corpus preprocessing

With this tool, a terminology project starts with a
corpus, which at the moment must be provided by
the user7. A specialised corpus (Pavel and Nolet,
2002; Steurs et al., 2015) must cover a single topic
or domain, must have some authority in the field
and, most importantly, it must be very large. The
latter is especially important in our case, as results
deteriorate considerably with corpus of less than
200 documents.

The corpus can be uploaded as a ZIP file. It will
be uncompressed and each input document will be
submitted to the following processes:

Format detection and conversion: The pro-
gram will guess the type of file (ZIP, TXT, PDF,
PS, DOC, DOCX, ODT, HTML, XML, etc.) and
convert it to UTF-8 Unix plain text format.

Language detection: It detects the main lan-
guage of each document and also fragments of text
inside that are in a different language. This is based
on text similarity measures using samples of text in
different languages. The text samples were down-
loaded from the Wortschatz Project8 (Goldhahn
et al., 2012). The program will only accept text in
the supported languages (for now, only English and
Spanish).

POS-tagging: Once with the documents sep-
arated by language, the corpus is submitted to a
POS-tagging procedure. This is done with UDPipe
(Straka and Straková, 2017), an external tool.

Indexing: As the program makes intensive use
of concordance extraction for various functions,
speed is thus critical, and for this a corpus indexing
is needed as part of the pre-processing. We devel-
oped an indexing method consisting of a table with
the positions of each word type in the corpus.

6 We downloaded papers published in the last 15 years
in the following journals: Alfal (ISSN 2079-312X); An-
uario de letras (2448-8224); Boletı́n de Lingüı́stica (0798-
9709); Colombian Applied Linguistics Journal (0123-4641);
Cuadernos de Lingüı́stica Hispánica (0121-053X); Forma y
Función (0120-338X); Íkala (0123-3432); Lenguaje (0120-
3479); Letras (0459-1283); Lexis (0254-9239); Lingüı́stica
(2079-312X); Literatura y lingüı́stica (0716-5811); Logos
(0716-7520); Núcleo (0798-9784); Signos (0718-0934) and
RLA (0718-4883).

7 New functions for automatic corpus compilation are now
in development, as explained in Section 4.

8 https://wortschatz.uni-leipzig.de

3.3 Terminology extraction

As explained in Section 2, terminology extraction
is a categorisation problem in which, for every term
candidate, a system will produce as a result a score
which will lead to the acceptance or rejection of
the candidate. In this respect, this system does not
depart from traditional approaches, but the method
to score the term candidates is original.

The proposed terminology extraction method
has a battery of filters arranged in increasing order
of computational complexity, finishing in a combi-
nation of statistical measures. The initial exclusion
rules are computationally inexpensive because they
are based on stoplists and morphosyntactic patterns.
The core of the method is the later application of
a series of statistical measures such as term fre-
quency, dispersion (based on document frequency)
and co-occurrence (the analysis of other words shar-
ing the same sentences with the candidate).

The first step of the terminology extraction pro-
cedure is the creation of lists of word n-grams (with
n defined by the user, ranging from 1 to 5 by de-
fault). Each n-gram is treated as a potential term
and submitted to the following battery of measures:

Stoplist: This is a set of simple exclusion rules to
eliminate ngrams that begin or end with a member
of a list of function words (grammemes such as
prepositions, articles, conjunctions, some adverbs,
etc.). These function words are however admitted
inside the candidate, as it may occur with some
ngrams with n > 2 (e.g., the linguistics term part
of speech).

Morphosyntactic patterns: In this project we
have opted to limit the number of term candidates
to those which can be parsed as noun phrases. Can-
didates including other grammatical categories or
patterns, such as verbs or adverbs, are excluded9.

Term frequency: For any candidate x that sur-
vives the previous filters, we calculate its term fre-
quency: f(x). This measure might not be useful in
isolation or while analysing a single document, as
most terms in a text will be hapax legomena or dis
legomena, but it can be a useful indicator if used
in conjunction with other statistical measures and
when analysing a large collection of specialised
documents.

Dispersion: This measure is defined as a combi-
nation of term frequency and document frequency,

9 This is certainly a limitation for users interested in spe-
cialised predicates, but these units may require a different
methodology.
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Figure 1: Dispersion of units deixis, a linguistics term,
and importance, a non-term, in a sample of documents

df(x), i.e. the number of documents in which a
term occurs. When one observes how a candidate
is distributed within a corpus, useful patterns be-
gin to emerge, which can be exploited to make a
prediction. Drawing inspiration from Spärck Jones
(1972), we used coefficient (1) to measure the dis-
persion of a candidate. It can be described as a
simplified derivative of tf-idf, less costly to com-
pute. The variable h(x) in (2) is the number of
documents in a collection D in which term x has
frequency 1.

d(x) = 1− h(x)

df(x)
(1)

h(x) =

|D|∑
i=1

{
1 f(x,Di) = 1
0 otherwise

(2)

Figure 1 shows the dispersion of two units in the
corpus. The blue, continuous line corresponds to
the term deixis, a genuine linguistics term, and the
red, dashed line to importance, a non-term. Rough
curves with sharp spikes appear to be associated
with higher information, because they show that
when a term occurs in a document, it is also likely
that it will be used more than once. On the contrary,
smoother curves mean that the expression is often
used once per document, a pattern associated with
non-terminological units.

Co-occurrence: As shown in previous work dat-
ing back from Harris (1954) and Firth (1957), one
can know about a word by looking at the company
it keeps. In this case, this means that terminologi-
cal units are often revealed by their co-occurrence

Figure 2: Co-occurrence profile of units rheme, a lin-
guistics term, and set of rules, a non-term

patterns, and this can be used as a robust predic-
tor of the specialised value of a candidate. Terms
show a tendency to co-occur with a reduced num-
ber of other terms which conform their semantic
field. For instance, Figure 2 shows the case of a
pair of units, rheme, a linguistics term (blue, con-
tinuous line), and set of rules, a sequence of words
with no terminological value (red, dashed line). As
expected, the term shows a tendency to appear in
the same sentences with other related terms such as
theme, clause, progression, sentence, etc. The other
one, however, does not show a strong association
with any other word despite being 20 times more
frequent than the first. We used a co-occurrence
measure (3) to exploit this phenomenon.

c(x) =
log2

∑k
i=1Rx,i

log2 f(x)
(3)

In Equation 3, x is a term candidate; Rx the
set of (single) words co-occurring with x; f(x) is,
again, the frequency of x and Rx,i the frequency
of the ith most frequent co-occurring word in the
contexts of occurrence of x. The value k is an
arbitrary parameter10.

Extras: With variable e(x) we denote an addi-
tional value for x when it is found in the title of
bibliographic references in the corpus and/or when
definitional patterns are found in the immediate
vicinity of a term (the program includes a module

10 In our experiments, k = 20. Larger ks mean longer
processing times, but not necessarily better results. Users will
have to experiment and adjust this parameter themselves to
find the best compromise.
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for the extraction of definitions from the corpus,
explained later in Subsection 3.4). Appearing in
titles and being defined are both taken as indicators
of the significance of a term.

Final score: The above mentioned statistical
measures, frequency, dispersion, co-occurrence
and extras, defined as set A (4), are combined to
produce a final score s(x) (5). A threshold for this
score is defined by the user.

A = {
√
f(x), d(x), c(x), e(x)} (4)

s(x) =

|A|∏
i=1

(1 +Ai) (5)

After the calculations, the system also classifies
the term candidates by language, which is done by
inspecting the language of their contexts of occur-
rence, using the same mechanism described in 3.2.
It also displays tables of rejected candidates that
scored close to the cutting threshold, so users can
manually rescue eventual false negatives. There
is also the possibility of eliminating all candidates
that include any arbitrary component.

As an alternative, the program also offers the
user the possibility of uploading a list of terms
to be used as examples. In this way, users may
obtain more refined results, as the program will
promote those candidates that tend to co-occur with
those presented as examples. In particular, this last
function may benefit those users who need terms
of a very specific topic but only have a general
corpus of the discipline (e.g., those interested only
in phonology terms but having a general linguistics
corpus or interested in PTSD terms but having a
general psychiatry corpus, etc.).

For the purpose of evaluation, we extracted terms
from the corpus restricting the minimum frequency
to 10, a conservative parameter that favours pre-
cision over recall. This way we obtained a total
of 1882 term candidates, automatically separated
by language: 618 in English and 1264 in Spanish.
The separation by language was almost perfect (we
found only four errors). Regarding the term/non
term separation, there were 104 false positives in
English and 190 in Spanish. That makes a total
precision of 84%.

Some examples of correct terms in English are
the following: argument structure; bilingualism;
evidentiality; universal grammar, etc. Among the
errors we find some proper nouns (Alarcos Llorach;

Figure 3: A screenshot of the results of the terminology
extraction function

Berkeley Linguistics Society; Prentice Hall; etc.),
some subject-verb pairs (students work; teachers
need, etc.) among other cases (assistant professor;
Chinese student, etc.). Figure 3 shows a screenshot
of the program’s interface with a fragment of the
list of extracted candidates.

3.4 Information extraction

Once a list a terms has been obtained and, ideally,
manually revised, the program then offers a battery
of functions to populate the terminology database
with a number of fields. Aside from fields such as
inflection, grammatical gender and part of speech,
the following functions provide further database
enrichment:

Semantic categorisation: This function pro-
duces full hypernymy chains for each extracted
term in each language, with progressive levels of
abstraction and a graphic depiction of the concep-
tual hierarchies. The algorithm that produces this
result combines co-occurrence statistics and mor-
phosyntactic patterns (Nazar et al., 2021). Co-
occurrence statistics tend to be asymmetric in the
case of hyponym-hypernym pairs, in such a way
that hyponyms show a tendency to co-occur with
hypernyms in a non-reciprocal relation. This is
combined with rules of morphosyntactic patterns à
la Hearst (1992), which are used to triangulate in-
formation and reinforce a suspicion of hypernymy
between pairs of terms. The main difference with
respect to previous research using such type of pat-
terns is that our algorithm only uses them to gather
information about one term at a time. That is, it first
collects all the contexts of occurrence of a given
term and then computes statistics on the number of
patterns found among those contexts.

An example of a correct result for the case of
the term articulatory phonetics is the following
hypernymy chain: phonetics → linguistics → so-
cial science → science → study → abstract entity
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→ entity. After the evaluation, we found that in
99% of the cases there was a result and 64% of
those were correct. The main cause of errors in the
assignment of hypernym chains were cases of poly-
semy, in particular regular polysemy. An example
of this type of error is the following: narrative text
→ document → artefact → physical object. The
problem here is that the term narrative text in our
corpus actually refers to the abstract content of the
text, not the physical object.

Semantic clustering: This function produces
clusters of terms that are semantically related.
Here, a semantic relation is operationalised as co-
occurrence associations computed as in Subsection
3.3, and the clustering is done with a co-occurrence-
graph algorithm11. Specialised terms have a seman-
tic field consisting of a set of other terms. Con-
sequently, terms sharing a similar co-occurrence
profile are placed in the same cluster.

For the evaluation of this function, a total of 65
clusters were produced, of which 83% presented
internal consistency. For instance, one cluster
presents discourse-related terms, another presents
corpus linguistics terms, and so on. Figure 4 shows
a fragment of a cluster the system creates with 35
terms in this case related to phonology in Spanish.
For the visualisation of these graphs we used the
GraphViz library (Gansner and North, 2000).

Figure 4: A fragment of a co-occurrence-graph cluster
for phonology terms in Spanish

Spurious clusters were invariably cases with
weakly interconnected nodes, and this could be
exploited to further develop the method.

Definitions: With this function, users can obtain
definitions of the terms from the corpus. For this
we manually compiled a large list of definitional
patterns in English and Spanish. Similarly as with
the extraction of hypernymy chains, we first scan

11 We developed a clustering method based on co-
occurrence graphs to avoid the quadratic complexity of to
classical agglomerative clustering algorithms.

all the contexts of occurrence of a given term and
extract the concordances that match a definitional
pattern. These concordances are then sorted ac-
cording the type of pattern found and its proximity
to the analysed term.

For the evaluation we considered a correct result
one in which for a term at least one context (out of
max. 5) provides enough data for a definition. Con-
sider, for instance, the following result for the case
of language planning: “language planning refers
to deliberate efforts to influence the behaviour of
others with respect to the acquisition, structure, or
functional allocation of language”12). Considering
only the definitions extracted for the genuine terms,
we found that 53% of the proposed definitions were
acceptable; 12% of the cases produced no result
and the rest were errors.

Bilingual alignment: Users can obtain a bilin-
gual alignment of the extracted terms. This is
achieved by applying a combination of disper-
sion and co-occurrence association measures, in-
cluding also an orthographic similarity coefficient
for the cognates. To calculate dispersion and co-
occurrence we followed a similar principle as in
Subsection 3.3. In the case of co-occurrence, the
only difference is that in this case the interest is to
find the intensity of the association between two
terms i and j, for which we used coefficient 6. As
in Subsection 3.3, this measures co-occurrence in
the same sentences, irrespective of the order and
distance between the two terms. In the case of
dispersion and orthographic similarity, we used co-
efficient 7, in one case to measure how many docu-
ments two terms i and j have in common and in the
other case how many character bigrams (sequences
of two letters) they share.

coo(i, j) =
f(i, j)√

f(i).
√
f(j)

(6)

sim(i, j) =
2|i ∩ j|
|i|+ |j|

(7)

Regarding the evaluation, from the sample of
extracted terms we obtained 466 alignments (75%
of the 618 English terms). Among these, we found
a total of 108 errors (ca. 77% precision). Some
example of correct alignments are the following:
academic genre = género académico; action verbs
= verbos de acción; phonological system = sistema

12 The fragment is attributed to Cooper, R. L. (1989). Lan-
guage Planning and Social Change. Cambridge University
Press.
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fonológico, etc. Typical errors are alignments of
terms that are semantically related but not equiva-
lent (e.g. conceptual metaphor ̸= dominio fuente;
critical language awareness ̸= conciencia crı́tica;
foreign language learners ̸= lengua extranjera).
Figure 5 shows a moment of the bilingual align-
ment process.

Figure 5: Examples of bilingual alignment

Term variants: The final function in this Sec-
tion consists of extracting term variants, i.e. terms
in the same language which have different forms
but the same meaning. In our case, the proposal
to address this problem is based on the bilingual
alignment conducted in the previous function, and
it follows a simple intuition: two terms in the same
language i and j can be considered term variants
if they consistently share the same equivalences
in the other language. For instance, analyser and
parser are considered specialised synonyms be-
cause they share the same equivalence in Spanish
(analizador), and the same occurs for other pairs
such as semantic field ∼ semantic space; coeffi-
cient ∼ ratio; discourse ∼ speech; poll ∼ survey;
phrase ∼ sentence; core ∼ nucleus; meaning ∼
significance; etc. Examples in Spanish are similar:
alfabetismo crı́tico ∼ alfabetización crı́tica; debate
∼ discusión; aplicación ∼ implementación, and so
on.

From the dataset of 1884 terms, a total of 105
pairs or groups of variant terms were obtained.
From those, 60 cases we confirmed to be genuine
synonyms (57%). Typical errors consist of pairs
of words that are semantically related but are not
synonyms (e.g. learning ̸= pupil; apprenticeship
̸= learning; classroom ̸= teaching, etc.).

Task Precision
Term extraction 84%

Semantic categorisation 64%
Semantic clustering 83%
Definition extraction 53%
Bilingual alignment 77%

Term variant extraction 57%

Table 1: Summary of evaluation figures per task

3.5 Term management
In addition to the term extraction and information
extraction functions, the tool also offers the possi-
bility of manually editing the database in order to
correct false information, to complete term records
with missing data, or to delete and/or create new
term records.

The system also offers the standard functions
for querying the database with a search form that
allows to retrieve information by any field or a
combination of fields. As usual in this type of sys-
tems, a user may, for instance, retrieve all the terms
that have a certain component (word or segment
of word), or a certain term as a hypernym, or as
equivalent, as synonym, etc.

When satisfied with the result, users can export
the database in CSV, TBX or HTML formats. They
can also import databases in CSV or in an industry
standard such as TBX (Melby, 2015). The lat-
ter can be convenient for users already having a
terminology database that needs to be completed,
expanded or edited.

3.6 Summary of evaluation figures
Table 1 offers a summary of the evaluation figures
obtained in this section, indicated in all cases as
precision rates. Evaluation of recall for all func-
tions would be harder to estimate in most cases.
It would be possible to approximate a figure of
recall in the case of term extraction by manually
annotating some documents. But in the case of
other functions it would be more challenging. Con-
sider, for instance, the case of semantic clustering
or bilingual alignment. It is difficult to determine
how many clusters or alignments are in the corpus.
We therefore leave the evaluation of recall for a
future paper.

Here we also have to mention that some re-
searchers have proposed annotated corpora to evalu-
ate term extraction systems. Among them, we find
the ACL RD-TEC 2.0 (QasemiZadeh and Schu-
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mann, 2016) and the TermEval 2020 (Rigouts Ter-
ryn et al., 2020). We did not use these materi-
als, however, for different reasons. In the first
case, because it is intended for systems that operate
on the sentence-level, and thus they only include
small fragments of text (abstracts). In contrast,
our system is designed to work with natural, inte-
gral texts. In the second case, because we seem
to have a different definition of what constitutes
a term. As already mentioned, we only include
sequences that can be parsed as noun phrases. We
exclude predicate-argument structures as termino-
logical units (e.g., for us, to combat corruption or
fight corruption are not multi-word terms, but a
combination of a verb and its complement).

4 Conclusions and future work

In this paper we presented a software for termi-
nology processing that integrates a variety of tools
for the creation of a terminology database, and we
reported on a series of tests to evaluate its perfor-
mance. As a first take after our assessment, we
believe that despite some limitations, it could be
useful for professional lexicographers and termi-
nologists. In addition, we see also a possible appli-
cation of the tool in the teaching of terminology, as
students may use it to learn from practical experi-
ence in term database creation.

As pointed out in the introduction, there is to-
day no single software product that can provide
solutions for the different tasks involved in term-
database creation. The software products now avail-
able for terminology and lexicography processing
are too time-consuming. We believe, thus, that a
tool such as the one we propose is useful not only
for the convenience of automation but also because
a technical glossary should be created using spe-
cialised corpora as input. Another advantage of the
proposal is that it is based on simple algorithms,
compared to those using neural networks. Disper-
sion and co-occurrence statistics can be performed
in relatively cheap hardware, although it is still
necessary to improve computational efficiency to
reduce processing times.

The current implementation of Termout is freely
available and has no restrictions of any kind. This
might become a problem if the number of users
increases significantly, since we lack the necessary
infrastructure (manpower, servers, etc.). If con-
fronted with such scenario, we would be forced to
explore alternatives for sustainability.

It is also worth pointing out that the system uses
no information external to the user’s own corpus.
We are, however, considering the possibility of
changing this in future versions, in order to include
the optional use of Wikipedia or other external
knowledge sources.

Another point to mention is that, currently, the
system only operates with English and Spanish text.
However, the method is fundamentally based on
statistical and language-agnostic algorithms, apart
from the POS-tagger and the lexical patterns used
in the extraction of hypernyms and definitions. We
are, indeed, already attempting to adapt the system
to different European languages.

We are also exploring new ways to let the users
acquire corpora, and this function will soon be
available. One alternative is to provide the program
with a URL that contains links to other documents,
and let the program decide which links are relevant.
The other possibility is to upload a single document
that the program will use to automatically extract,
using text-similarity measures, a subset of similar
documents from a larger general corpus such as the
TenTen corpora collection (Jakubı́ček et al., 2013).
This will offer the user the possibility of having the
most laborious tasks of a terminology project fully
automated.
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