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Abstract

Cultural heritage is an arena of international re-
lations that interests all states worldwide. The
inscription process on the UNESCO World Her-
itage List and the UNESCO Representative List
of the Intangible Cultural Heritage of Human-
ity often leads to tensions and conflicts among
states. This research addresses these challenges
by developing automatic tools that provide
valuable insights into the decision-making pro-
cesses regarding inscriptions to the two lists
mentioned above. We propose innovative topic
modelling and tension detection methods based
on UNESCO’s summary records. Our analysis
achieved a commendable accuracy rate of 72%
in identifying tensions. Furthermore, we have
developed an application tailored for diplomats,
lawyers, political scientists, and international
relations researchers that facilitates the efficient
search of paragraphs from selected documents
and statements from specific speakers about
chosen topics. This application is a valuable
resource for enhancing the understanding of
complex decision-making dynamics within in-
ternational heritage inscription procedures.

1 Introduction

The United Nations Educational, Scientific and Cul-
tural Organization (UNESCO) is an international
intergovernmental organisation that fosters coop-
eration in education, science, and culture among
its members (currently 194 states). It is the most
important universal organisation responsible for
promoting and safeguarding cultural heritage, a
matter of great concern worldwide. Under the
auspices of UNESCO, many international legal
agreements were adopted, among them the World
Heritage Convention (1972) and the Intangible Cul-
tural Heritage Convention (2003) (Francioni and
Lenzerini, 2008; Blake and Lixinski, 2020). These
conventions established two famous UNESCO her-
itage lists: the World Heritage List (Convention
1972) and The Representative List of the Intangible

Cultural Heritage of Humanity (Convention 2003).
The inscriptions of outstanding cultural sites or in-
tangible cultural traditions and practices to these
lists (UNESCO heritage lists) shall promote mu-
tual respect and dialogue among states. However,
because those inscriptions bring prestige to states
having them (Schreiber, 2017) and economic boost
for communities associated with them (Bortolotto,
2020), there is a lot of competition between states
regarding their visibility on the UNESCO heritage
lists (Schreiber and Pieliński, 2023). States are
prone to inscribe as many of "their" elements on the
lists as possible (Meskell, 2012). At the same time,
the character of the UNESCO heritage lists, which
promotes the common cultural heritage of human-
ity and the diplomatic character of the decision-
making process, creates a situation in which open
conflicts are infrequent. Therefore to follow the
politics behind the lists, one has to focus on less ap-
parent expressions of disagreements between states
– tensions – which can be identified in summary
records published by UNESCO.
Despite accumulating substantial textual data pro-
duced from the moment of establishment of the
UNESCO heritage lists, these documents needed
consistent structuring to ensure their analysis using
automated and Artificial Intelligence (AI) tools. Us-
ing diplomatic language poses unique challenges
for machine learning models trained on standard
datasets, as it differs significantly from formal texts
like Wikipedia or informal such as Twitter. Diplo-
matic language is known for its diplomatic speech
acts, such as hedging, indirectness, rhetorical de-
vices, persuasive techniques, and diplomatic for-
mulas, making it difficult for models to discern the
intended meaning. These subtle linguistic nuances
and references require a deep understanding of the
cultural, political, and historical context in which
they are used (Burhanudeen, 2006; Topală et al.,
2014; Pokharel, 2020). Domain research (Parkin,
1984; Duthie et al., 2016) has highlighted these
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challenges and emphasised the urgent need for not
yet developed approaches to analysing diplomatic
language.

Tension Operationalisation Our research aims
to create automatic tools that provide insights into
the decision-making processes on the international
level by identifying instances of tensions between
actors (Schreiber and Pieliński, 2023). They are
not frequently observed because many state interac-
tions at international level are based on consensus.
The diplomatic practice demands that all public
discussions be pre-planned and expressed politely.
Some things that appear controversial to the un-
trained eye are sanctioned ways of discussing ter-
minology or procedural issues. There is no ac-
tual conflict behind them, although the rhetorical
form may suggest it. Tensions are very sporadic
moments during discussions when actors express
their disagreement with the actions of UNESCO
bodies or representatives of other State Parties to
UNESCO Conventions. Tension - for the sake of
this project - appears when an actor involved in
an international decision-making process expresses
its opinion on a particular decision or topic that
is considered as constituting a threat to their inter-
est or officially promoted set of values. Therefore,
to identify tensions on the operational level, one
has to reject all controversial issues that are only
controversial by their rhetorical form but are fo-
cused on purely linguistic, procedural or technical
issues. Only then are we left with a specific type
of controversial issues – tensions – rooted in dis-
agreements related to states’ interests and values.
A sample paragraph from summary records of In-
tangible Cultural Heritage Committee meeting in
2017 that contains tension is:
The delegation of India congratulated the Evalu-
ation Body for the presentation of its very com-
prehensive report and for its work, adding that
50 nomination files in one year was no mean feat.
However, the delegation noted that there were more
cases of referral than it would like to see, and ques-
tioned why this was so, especially as Committee
Members and States Parties did not have the chance
to clarify or to supply additional information that
would have improved the process. It referred to
the 1972 Convention in which there was a clear
window for States Parties to supply additional in-
formation that inevitably improved the chance of
success and inscription, which was ultimately the
objective as this boosted communities back home.

The delegation thus recommended that the Conven-
tion include a time window during which States
Parties could clarify and supply additional infor-
mation. [...] In this regard, the delegation sought
a more in-depth discussion on the issue and stated
the case for an open-ended working group of States
Parties, also open to Observers, that would bring
these recommendations to the next Committee ses-
sion for adoption, and then on to the General As-
sembly, which would lead to greater interaction,
transparency and dialogue between the Evaluation
Body and the States Parties.
A controversial issue is defined in (Choi et al.,
2010) as one that invokes conflicting sentiments or
views, which can be represented by the disparity in
volume between two polarities. We decided to base
our research and approaches on the results from
the previous controversy detection research (Choi
et al., 2010), but we narrowed it to tension detec-
tion (see above).
Studying tensions based on a large corpus of doc-
uments stretching from the first World Heritage
Committee meeting in 1973 to the present day al-
lows international affairs and political science re-
searchers to analyse what topics for which set of ac-
tors have been perceived as threats to their interests
and values and how these situations were managed.
This data also allows for comparing the political
dynamic at UNESCO to discussions at other in-
ternational organisations and capturing a potential
specificity of the organisation’s power play focused
on preserving humanity’s cultural heritage.

Contributions The paper’s contributions can be
summarised as follows:

1. Development of a language model that classi-
fies paragraphs by tension using a pre-trained
language model.

2. Identification and extraction of additional lin-
guistic properties: speaking actors and topics.

3. Creation of a Graphical User Interface applica-
tion that enables practitioners and researchers
to find paragraphs from the transcripts with
desired properties quickly.

4. Development of a tool allowing longitudinal
studies of tensions in international affairs on
the example of one selected international or-
ganisation documents (UNESCO).
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2 Dataset preprocessing

Fetching documents Our dataset was comprised
of summary records obtained through web scrap-
ing from the World Heritage Convention1 and In-
tangible Cultural Heritage Convention2 websites.
Specifically, we collected 98 documents from ordi-
nary and extraordinary World Heritage Committee
(WHCOM) sessions and 15 from ordinary and ex-
traordinary Intangible Cultural Heritage Commit-
tee (ICHCOM) sessions. They form a complete
database of all available summary records from the
meetings of these organs of both conventions. Each
paragraph in the transcript typically represents an
actor’s statement, which could be written in direct
or reported speech.
The documents were available in both English and
French. For our analysis, we focused exclusively
on documents written in English. However, it is
worth noting that summary records from specific
years contained sections written solely in French
(see Section 2 French to English translation). In to-
tal, our dataset contained roughly 6.3 million words
from 113 documents.

Text extraction The summary record files could
be divided into three groups based on how they
were created:

• Scans in pdf format.
• Scans with a copyable layer of text on top,

added with an optical recognition program by
the document authors, in pdf format.

• Born digital documents in pdf or DOCX/DOC
format.

For the first two, we used the open-source optical
character recognition software3 to add our layer of
copyable text, as we found our program produced
better results than the probably less-modern meth-
ods applied by the document authors. The text data
from the PDF documents were later extracted us-
ing a Python library pdfminer.six4, and from the
DOC/DOCX documents by using python-docx5.

Splitting the text into paragraphs We used
paragraphs as our main unit of text for two reasons.
First, paragraphs are natural units of text that often
contain cohesive and coherent information. In the
case of reported speech in the summary records,

1http://whc.unesco.org/en/sessions/
2https://ich.unesco.org/en/decisions/
3https://github.com/ocrmypdf/OCRmyPDF
4https://github.com/pdfminer/pdfminer.six
5https://python-docx.readthedocs.io

one paragraph typically addresses all issues raised
by the speaker. In the case of direct speech, the sit-
uation is more complex, as one speech may consist
of several paragraphs of varying lengths. Joining
all paragraphs into a single statement could intro-
duce bias into the model, as very long texts are
more likely to be dense. Second, the model input
size was limited by the constraints of the RoBERTa
model (Liu et al., 2019) that we used as our base
architecture. With paragraph splitting, the longest
input size was about 800 words.

The summary record files had no consistent
structure, with document elements such as table
formatting and ways of using reported and direct
speech changing throughout the years, making sub-
dividing the text data into paragraphs more chal-
lenging. We solved this problem by using a combi-
nation of many different regular expression patterns
handcrafted explicitly to detect the various cases
of breaks between paragraphs we have analysed.
Figure 1 depicts an example image of the original
document structure with Table 1 showing the di-
vided paragraphs. Further details on the applied
heuristic are presented in Appendix A.

Spelling correction The usage of the optical
character recognition program, along with the poor
quality of the scanned files, has inevitably intro-
duced some minor errors into the dataset. More-
over, the documents still contained non-text data,
such as tables and numbers. We were able to re-
move some instances of these problems with more
regular expressions and tried to fix the spelling
errors with many different tools for spelling cor-
rection, like Hunspell6, SymSpell7, or symspellpy8.
However, we found that while these programs did
correct some of the errors, they all introduced new
errors of their own, and ones that could not be ig-
nored, e.g. changing the word UNESCO to enesco
or (United Arab) Emirates to Pirates. We ulti-
mately decided not to use a spelling correction
tool.

French to English translation The summary
records include transcripts of State Parties using
French. We decided to translate those parts of
our data into English for the controversy detec-
tion task. To do so, we used GoogleTranslator (Wu
et al., 2016) on sentences that were detected to most

6https://github.com/tokestermw/spacy_hunspell
7https://github.com/wolfgarbe/SymSpell
8https://github.com/mammothb/symspellpy

http://whc.unesco.org/en/sessions/
https://ich.unesco.org/en/decisions/
https://github.com/ocrmypdf/OCRmyPDF
https://github.com/pdfminer/pdfminer.six
https://python-docx.readthedocs.io
https://github.com/tokestermw/spacy_hunspell
https://github.com/wolfgarbe/SymSpell
https://github.com/mammothb/symspellpy
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likely be French by langdetect9. We also removed
paragraphs that langdetect did not classify as either
English or French, as they were mostly comprised
of OCR and poor scan quality artefacts.

Figure 1: Original paragraphs example

Extracted paragraphs example.
The Chairperson:
"Thank you very much. Now, the floor goes to
Norway."
Norway: "Thank you Chair. We support the
suggestion made by Australia and Kuwait that
we leave paragraph 5 as it was and insert the
new paragraph 6 and paragraph 7 explains
what the Committee wants the State Party to
do."
The Chairperson: "Thank you. I now give the
floor to Spain."

Table 1: Extracted paragraphs example

Speaking actor extraction A vital feature of the
data is that it primarily consists of descriptions of
what was said and by whom. Assigning speakers to
paragraphs is essential from the perspective of po-
litical science research. Speaking actors include in-
dividuals with a specific function (the Chairperson,
the Rapporteur), representatives of State Parties
to the UNESCO Conventions (the Delegation of
Turkey, the British representative), representatives
of other organisations such as UNESCO advisory
bodies or non-governmental organisations. The
speaker will only be mentioned by full name in
rare cases. The script recognised occurrences of
phrases that could be the speaker and assigned the
first occurring one as the speaker of the paragraph.
The phrases are:

1. Specific organisation or role such as Chair-
person, Rapporteur, ICOMOS (Interna-
tional Council on Monuments and Sites),
IUCN (International Union for Conservation
of Nature), ICCROM (International Centre

9https://github.com/shuyo/language-detection

for the Study of the Preservation and Restora-
tion of Cultural Property).

2. Phrases like ‘delegation of X’, ‘delegate of X’,
with ‘X’ replaced with a country name.

The results depicted in Figure 2 show the percent-
ages of paragraphs with detected speakers in each
ordinary session of the World Heritage Convention
(results for ICH Convention see Appendix D) The
average results surpass 70%, particularly in newer
documents. It is essential to acknowledge that as-
signing speakers is not always feasible in every
paragraph. Several factors contribute to this limita-
tion. Firstly, certain sections lack explicit speaker
attribution as they either provide supplementary
information such as lists, introductions or quotes
or are part of a larger statement where only the first
paragraph contains a speaker phrase. Furthermore,
the identification of specific speakers poses chal-
lenges when relying solely on regular expressions,
especially in cases where individuals are referred to
by their full names or when representatives of spe-
cific organisations unrelated to UNESCO, such as
the Wildlife Conservation Society10, are mentioned.
Moreover, the data quality can impact speaker de-
tection, particularly in older texts where poor data
quality becomes prevalent.

Figure 2: Percentage of paragraphs with identified
speakers in each ordinary WHC session.

3 Data annotation

To enable the implementation of the tension detec-
tion model, we required labelled text data indicat-
ing whether paragraphs contained tension or not.
Two domain experts were involved in this process,
assigning binary labels to the samples of datasets
mentioned in Section 2. A label of 1 was assigned
if a paragraph contained tension and 0 if it did not.

10https://www.wcs.org/

https://github.com/shuyo/language-detection
https://www.wcs.org/
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The experts labelled 654 from WHC sessions and
616 from ICHC sessions. After all annotation steps,
321 paragraphs were labelled as ones that contain
tension. Details regarding the annotation process
are available in the Appendix B.

4 Topic modelling

Topic modelling is a text-mining method used to
identify and extract hidden topics from large cor-
pora of text data. These topics are usually repre-
sented as small sets of keywords or phrases that
best capture the topic’s semantic meaning (Boyd-
Graber et al., 2017). Historically, the standard
approach was to treat the document as a bag of
words, disregarding the word order (Blei et al.,
2003). In recent years, however, there has been
a surge in neural network-based topic modelling
approaches leveraging pre-trained models, such
as BERT (Toutanova, 2018), following the idea
that learned word- and document-level embeddings
can provide richer context information than bag-of-
words (Zhao et al., 2021).
To deepen our understanding of the data and as they
will be helpful during the building of our applica-
tion, we used one such powerful topic modelling
tool, BERTopic (Grootendorst, 2022), to generate
a representation of the topics most often brought
up in our dataset. BERTopic uses clustering tech-
niques to divide data based on semantic similar-
ity into distinct groups, each constituting a differ-
ent topic, and then retrieves their keywords and
phrases.
Due to the specific, diplomatic nature of the lan-
guage used in our dataset, the topics generated by
the BERTopic model out-of-the-box could have
been better, with most topic key phrases extensive
and generic, not describing any meaningful top-
ics. To mitigate this problem, we used the spaCy
library (Honnibal and Montani, 2017) to classify
words in our dataset into lexical categories. We
removed all but adjectives, nouns, adverbs, and
verbs, as we theorised they carried the most se-
mantic meaning. On top of that, we performed
stemming (Khyani et al., 2021). Then, we removed
all stopwords and a hand-picked list of overwhelm-
ingly popular words that we did not want to influ-
ence the paragraphs’ topics, such as Rapporteur
and delegate. We provide the complete list of re-
moved phrases in Appendix C. This experiment
proved successful; after running BERTopic on the
modified paragraphs, we obtained a list of 1024

topics. We performed a human rating of the quality
of obtained topics, similar to (Hoyle et al., 2021).
We randomly sampled 100 paragraphs with their
topics. Then, we assigned two people to indepen-
dently rate each paragraph on a scale from 0 to 2,
where 0 meant Not very related, and 2 meant Very
related. The average scores for the sampled top-
ics were 1.48 and 1.46. For reference, the scores
for topic modeling without text preprocessing were
0.91 and 0.83.

5 Tension classifier

When developing our initial model, we aimed to
perform supervised classification experiments us-
ing a pre-trained language model augmented with
additional layers. For this purpose, we chose
RoBERTa (Liu et al., 2019), comparing the results
between RoBERTa base and RoBERTa large ver-
sions, which differ by the number of parameters
and size of a training set. Both of these models are
readily available online via Huggingface11.
Our tension model consists of multiple blocks, with
each block comprising a Linear Layer, an Acti-
vation function - ReLU (Agarap, 2018), Layer
Norm (Ba et al., 2016), and a Dropout layer (Sri-
vastava et al., 2014). The final layer of the model
consists of a Linear Layer responsible for produc-
ing the classification logits. A visual representation
of the architecture can be seen in Figure 3.

Class imbalance Upon intuitively and empiri-
cally examining the ICHC and WHC datasets, it be-
comes evident that a substantial disparity exists be-
tween the number of positive and negative samples.
This phenomenon, commonly known as class im-
balance, is a prevalent challenge in NLP, especially
in the context of classification problems (Henning
et al., 2023).
Two classical approaches are commonly employed
to address the class imbalance in datasets. The
first approach, known as random undersampling
(RUS) (Ali et al., 2019), involves randomly re-
moving a selection of majority instances (in our
case, negative instances) from the dataset. Al-
though RUS risks discarding potentially valuable
data, we empirically decided to drop specific data
segments, namely the introductory parts, which we
deemed less relevant for our analysis. In our case,
we removed 20 paragraphs from the beginning. We

11https://huggingface.co/roberta-base, https://
huggingface.co/roberta-large

https://huggingface.co/roberta-base
https://huggingface.co/roberta-large
https://huggingface.co/roberta-large
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Figure 3: Architecture of tension model.

explored BCEWithLogitsLoss12, specifically a pa-
rameter pos_weight, which can be used to balance
the ratio between classes. During training, we man-
ually selected which values to use.

Active learning Active learning, as outlined
in (Ren et al., 2021), employs a strategic approach
to select the data that should be labelled to max-
imise the impact on training a supervised model, eg.
enhance precision and help with class imbalance.
Rather than randomly selecting a subset of data
for manual labelling, we adopted a targeted ap-
proach called Uncertainty Sampling (Zhu et al.,
2008), where we select samples near the decision
threshold, in our case 0.5. We chose 20 samples
during each iteration and sought expert annotations
for them. Once the paragraphs of interest were
labelled, we incorporated these newly labelled sam-
ples into the training set.

5.1 Tension classifier experiments

To assess the effectiveness of our model, we utilised
three metrics: recall, precision, and accuracy. We
conducted a series of experiments to identify the op-
timal hyperparameters for our model. Let us call ex-
periments with additional fine-tuning with datasets
based on Guardian and Wikipedia, described in
Section 7, as experiments with pre-fine-tuning. It
is important to note that all our experiments were
subjected to fine-tuning with the expert-labelled
datasets outlined in Appendix B. If pre-fine-tuning
was conducted, it was consistently performed be-
fore the main fine-tuning process.
Throughout the training process, we kept the
weights of the RoBERTa model frozen, ensuring
that only the weights of the Linear Layers and
Layer Norm were subject to gradient updates. Our
main goal was to find the best parameters for the
number of Linear Layers, Dropout, pos_weight pa-
rameter. Moreover, we wanted to determine which

12https://pytorch.org/docs/stable/generated/
torch.nn.BCEWithLogitsLoss.html

base model we choose (if we need a bigger space
of parameters to tune or not) and if we should do
pre-fine-tuning.
The splitting ratio of training and test was equal to
8:2 (80% of samples were used in training, 20% for
testing purposes). The hyperparameters we were
looking for were determined based on test set re-
sults. The label distributions in the training and
evaluation sets are equal to 7:2, with 260 positive
and 905 negative in a test set and 65 positive and
227 negative in a training set.
Pre-fine-tuning took around 20 epochs, whereas the
fine-tuning on datasets described in Appendix B
took between 6 and 12 epochs. The weight decay
parameter was equal to 0.0001, and the learning
rate was 0.0005 in all presented experiments.

Pre-fine-tuning This experiment batch compares
results with and without pre-fine-tuning. We
suspected that paragraphs using non-diplomatic
speech might not be suitable for the inference pur-
pose of our model. On the other hand, we observed
that certain expressions, such as is/go wrong, ex-
pressed concern, or want to discuss/have a debate,
have a universal nature that transcends language
boundaries. These expressions often carry implicit
meanings and can indicate underlying tensions, re-
gardless of the specific language or cultural context.
By incorporating these expressions into the pre-
fine-tuning process, our model can benefit from the
prior knowledge of their association with tension,
thereby enhancing its ability to detect tension in
diplomatic discourse. In all experiments, dropout
= 0.4, linear blocks = 3, and the base model was
RoBERTa large. Results can be seen in Table 2.

Dropout The comparision of different dropouts
is in Table 3. All experiments consist of 3 linear
blocks and dropout equal 0.4.

Weight of positive examples Comparison of us-
ing different pos_weight parameter can be found in
Table 4. All experiments consist of 3 linear blocks

https://pytorch.org/docs/stable/generated/torch.nn.BCEWithLogitsLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.BCEWithLogitsLoss.html
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Description Precision Recall Accuracy
pos_weight = 5 with
pre-fine-tuning

0.82 0.52 0.54

pos_weight = 5 with
pre-fine-tuning with
removing beginning

0.81 0.44 0.45

pos_weight = 5
without pre-fine-
tuning

0.79 0.5 0.52

pos_weight = 10
with pre-fine-tuning

0.79 0.72 0.72

pos_weight = 10
with pre-fine-tuning
with removing be-
ginning

0.75 0.60 0.64

pos_weight = 10
without pre-fine-
tuning

0.82 0.52 0.57

Table 2: Comparision of performance with and without
pre-fine-tuning.

Description Precision Recall Accuracy
Dropout = 0 0.75 0.64 0.68
Dropout = 0.2 0.82 0.52 0.55
Dropout = 0.4 0.82 0.58 0.61
Dropout = 0.6 0.82 0.53 0.55

Table 3: Comparision of performance with different
dropouts of the tension classifier.

with dropout equal to 0.4, weight decay equal to
0.001, learning rate equal to 0.0005, and the base
model was RoBERTa large.

Number of linear blocks The number of linear
blocks directly influenced the number of trainable
parameters utilised by the model. The base model
used was RoBERTa large. After exploring various
configurations, the 3 linear blocks perform best as
shown in Table 5.

Comparing RoBERTa base and RoBERTa large
Initially, we assumed that a larger model would be
a better choice, as tension is a complex concept. As
the last set of experiments, summarised in Table 6,
we wanted to investigate how many parameters we
need to catch the complexity of tension. To do so,
we compared the results between RoBERTa base
and RoBERTa large as a base model. We found
that using the larger model with correct hyperpa-
rameters is no better than using the smaller one.

Results The experiments conducted demon-
strated that pre-fine-tuning had a positive impact on
the results, improving them by 5-10%. While these
improvements were relatively small, they under-
score the need to investigate further the influence
of different language styles on the model’s infer-
ence performance.

Description Precision Recall Accuracy
pos_weight = 2 0.7 0.71 0.72
pos_weight = 5 0.79 0.57 0.61
pos_weight = 10 0.82 0.57 0.6

Table 4: Comparision of performance using different
pos_weight values.

Description Precision Recall Accuracy
N = 3, Dropout =
0.6

0.82 0.53 0.55

N = 2, Dropout =
0.6

0.80 0.61 0.64

N = 1, Dropout =
0.6

0.79 0.65 0.68

N = 3, Dropout =
0.4

0.82 0.58 0.61

N = 2, Dropout =
0.4

0.80 0.61 0.64

N = 1, Dropout =
0.4

0.79 0.65 0.68

Table 5: Comparision of performance for different num-
bers of layers (N) in the tension classifier.

We analyse the effect of various hyperparameters
on the model’s performance. Setting the dropout to
0 resulted in the highest accuracy, although it did
not necessarily yield the best precision. A dropout
value of 0.4 was chosen as a compromise to balance
accuracy and precision. Additionally, we found that
setting the pos_weight to 2 improved the overall
accuracy. Surprisingly, the findings revealed that
employing only one linear block achieved the best
recall while maintaining comparable precision and
overall accuracy. It proves that a simpler model
architecture can effectively capture the relevant fea-
tures and achieve optimal recall.

6 Application

We have developed an application specifically de-
signed for researchers of global heritage regimes
and UNESCO diplomats to facilitate their search
for information within selected speeches. Previ-
ously, these individuals had to devote hours to
studying extensive summary records to locate rel-
evant fragments for their research or diplomatic
practice. However, our application is intended to
drastically reduce the time required for this task, en-
abling users to quickly find the specific statements
they need. The application offers the following
filtering options for the displayed paragraphs:

• session: specifies the sessions from which the
paragraphs are displayed.

• actor: specifies the speakers of the para-
graphs.
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Description Precision Recall Accuracy
RoBERTa base,
pos_weight = 5,
do = 0.4 with
pre-fine-tuning

0.74 0.70 0.72

RoBERTa base,
pos_weight = 10,
do = 0.4 with
pre-fine-tuning

0.8 0.36 0.33

RoBERTa base,
pos_weight = 5,
do = 0.4 without
pre-fine-tuning

0.79 0.34 0.30

RoBERTa base,
pos_weight = 5,
do = 0.6 without
pre-fine-tuning

0.70 0.76 0.71

RoBERTa base,
pos_weight = 2,
do = 0.4 with
pre-fine-tuning

0.7 0.71 0.72

RoBERTa base,
pos_weight = 10,
do = 0.4 with
pre-fine-tuning

0.79 0.72 0.72

Table 6: Comparision of performance between
RoBERTa base and RoBERTa large as a base model.

Furthermore, users can specify the number of para-
graphs to be displayed and the preferred order of
presentation, either by tension or by date. In con-
junction with each presented paragraph, the ap-
plication provides additional details, including the
speaker’s identity, a tension score, and a convenient
button that enables users to reveal all paragraphs
related to the selected paragraph. All these features
are presented in Figure 4.

7 Related work

Recent research on controversy (and, in our case,
tension) detection is not broad. We found only
one model available publicly, which detects con-
troversy, specifically in the Guardian16 corpus13

and is described in further detail at (Kim and Al-
lan, 2019), where it is additionally stated that a
generic document without implicit or explicit topic
annotations cannot only rely on inherent topic an-
notation. The subset of data involving comments
has similar issues to other Twitter-based contro-
versy datasets (Chang et al., 2023), as the language
used is exceptionally informal and often consists
of short sentences. It differs from our dataset, as
diplomatic language is significantly more formal.
Another popular dataset idea in the controversy
classification community contains labelled arti-

13https://drive.google.com/file/d/
1g6yh77tBgWlgXcKCLULLBVcUt7Xvs1JE/view

Figure 4: Sample screen from the application.

cles fetched from Wikipedia (Bykau et al., 2021).
The method for building this dataset was first de-
scribed in (Dori-Hacohen et al., 2016) and later
expanded upon in a doctoral dissertation (Shiri
Dori-Hacohen, 2017). From that point, researchers
build their Wikipedia-derived datasets (Jasper Lin-
mans, 2018) where positive examples were based
on Wikipedia’s List of controversial issues14 for
their own need, but rarely making the produced
textual data public. IBM researchers used original
description (Dori-Hacohen et al., 2016) to produce
a downloadable dataset named dataset_ii.csv15.
In addition, they extracted 3561 concepts, crowd-
annotated later, from Wikipedia pages under
edit protection, assuming that many of these
would be controversial. This dataset was named
dataset_iii.csv16. The average pairwise Cohen
Kappa agreement on this task was 0.532. Table 7
illustrates each dataset’s negative (0s) and positive
samples (1s) and thus shows an imbalance between
classes that are needed to address. It’s worth noting
that this set of textual data was never used together
in controversy detection research.

14https://en.wikipedia.org/wiki/Wikipedia:
List_of_controversial_issues

15https://research.ibm.com/haifa/dept/vst/
debating_data.shtml

16https://research.ibm.com/haifa/dept/vst/
debating_data.shtml

https://drive.google.com/file/d/1g6yh77tBgWlgXcKCLULLBVcUt7Xvs1JE/view
https://drive.google.com/file/d/1g6yh77tBgWlgXcKCLULLBVcUt7Xvs1JE/view
https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
https://research.ibm.com/haifa/dept/vst/debating_data.shtml
https://research.ibm.com/haifa/dept/vst/debating_data.shtml
https://research.ibm.com/haifa/dept/vst/debating_data.shtml
https://research.ibm.com/haifa/dept/vst/debating_data.shtml
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Name of the dataset Non-tension Tension Total
Guardian 439 281 720
Wiki ii 608 605 1213
Wiki iii 2720 841 3561
Guardian + Wiki 3767 1727 5494
Guardian + Wiki +
Comments

100435 172093 272528

Table 7: Number of positive and negative samples for
each dataset.

8 Conclusions

During our research, we have successfully de-
veloped a pioneering tool for the computational
analysis of UNESCO World Heritage Convention
(WHC) and Intangible Culture Heritage Conven-
tion (ICHC) proceedings. This tool encompasses
many features and functionalities, catering to the
diverse needs of diplomats and political scientists
analysing these important textual resources.
To achieve the primary goal of detecting tensions
within the text, we harnessed the power of pre-
trained language models and enhanced them by
incorporating additional layers. By doing so, we
have successfully created a classifier that operates
in the complex and multifaceted domain of political
science, specifically within the realm of UNESCO
proceedings.
The development of our tool marks a significant
advancement in the field, providing researchers and
practitioners with a robust solution for computa-
tional analysis and exploration of tensions within
these important discourse contexts.
Our findings contribute to understanding tension in
a specific domain and provide valuable insights for
further research in related areas.

9 Limitations and future work

While the proposed methodology for analysing
diplomatic documents presented in this paper offers
significant contributions to the field, it is important
to acknowledge certain limitations and potential
areas for improvement. These limitations include:

• Scalability: Annotating controversies is time-
consuming and resource-intensive. Creating
a large annotated dataset requires significant
effort and expertise. As a result, the current
dataset size may not be sufficient to capture
the full complexity and variability of tensions.
Future research should aim to overcome scal-
ability challenges and develop strategies for

efficiently creating larger annotated datasets,
for example, by adding more active learning
loops.

• Generalisation to Other Political Organi-
zations: The proposed methodology’s effec-
tiveness in detecting tensions in other political
organisations is uncertain. Different political
organisations often have distinct ideologies,
rhetoric, and controversies that may not align
with the training data. The model may not ef-
fectively capture tensions’ unique characteris-
tics and dynamics in diverse political contexts.
Our model is based only on the UNESCO
dataset, but we suspect it can represent the
language political scientists use well. We plan
to create a model fine-tuned on datasets con-
taining diplomats’ speeches that can be used
in the diplomatic language in NLP tasks.

• Variability in Speaker References: Identi-
fying speakers solely through regular expres-
sions may be challenging when multiple ways
of referring individuals or groups exist. Speak-
ers can be referred to using various forms,
such as names, pronouns, titles, or descrip-
tions. Regular expressions alone may not cap-
ture all possible variations and may lead to
inaccurate or incomplete speaker detection.
Developing a robust tool for detecting speak-
ing actors in any reported speech data would
enhance detection and facilitate generalisation
to other problems.

• Extending range of tension: In this work,
we’ve focused only on binary classification of
tension. However, in real-world scenarios, ten-
sion is often a nuanced and multi-dimensional
concept that cannot be adequately captured
by a simple binary classification. Future work
could explore the possibility of extending the
range of tension by considering a more fine-
grained approach.
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A Details about splitting text into
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specialised regular expressions capable of detect-
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B Details about expert-labelling

Our experts labelled two sessions: 35 WHC or-
dinary session17, which encompassed 654 para-
graphs, and 12 ICHC ordinary session18, which
consisted of 616 paragraphs. Initially, there was a
notable discrepancy in their annotations, primarily
due to the lack of strict guidelines for labelling the
positive class. However, once stricter guidelines
were established, the distribution between para-
graphs containing tension and those that did not
change, as indicated in Table 8.
The row Consistent annotation from beginning
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rigorous examination and expert discourse, a con-
sensus was reached, and additional 166 paragraphs
from the 35 WHC COM dataset and 99 paragraphs
from the 12 ICHC COM dataset were labelled as
positive.
These findings highlight the inherent challenges
associated with the annotation process and under-
score the significance of expert discussions and
consensus-building to ensure the accurate classifi-
cation of tension within the analysed paragraphs.

Description of a subset 0s 1s Total
Full 35 WHC 471 183 654
Full 12 ICHC 478 138 616
Full 35 WHC and 12 ICHC 949 321 1270
Consistent annotation of full 35
WHC and 12 ICHC after the first
annotation stage

810 56 866

35 WHC without introduction 451 183 634
12 ICHC without introduction 458 138 596
35 WHC and 12 ICHC without
introduction

909 321 1230

Table 8: Details about the annotation of datasets.

B.1 Annotation guidelines
Annotation was done by two researchers and co-
authors of this paper. The first annotator was a
political scientist with extensive expertise in text
analysis (Bartosz Pieliński). The second one was
international affairs researcher and long-time UN-
ESCO cultural heritage expert (Hanna Schreiber).
Each annotator was presented with the annotation
guidelines as stated below.

Introduction In this task, you aim to detect ten-
sions in UNESCO Summary Records, transcrip-
tions from UNESCO sessions. Tensions refer to
controversial issues rooted in disagreements related
to states’ interests and values. The annotation task
involves classifying paragraphs as either indicating
tension (1) or not indicating it (0). You should fol-
low the guidelines below to ensure consistency and
accuracy in annotation process.

Annotation schema

• Tension Mark a paragraph as indicating ten-
sion if (1) there is a controversy between par-
ticipants of a discussion, and (2) the contro-
versy relates to the interests or values of at
least one of the actors taking part in the dis-
cussion.

• No Tension Mark a paragraph as not indi-
cating tension if (1) there is no controversy

between participants of a discussion or if (2)
there is a controversy, but it is not related to
the interests or values of at least one of the
actors taking part in the discussion.

Document Segments Each document is splitted
into paragraphs. They may vary in length, rang-
ing from a single word to several sentences. You
should read and analyse each segment to determine
its classification based on the provided annotation
schema.

Annotator Instructions

• Familiarise yourself with the topic of the re-
search and the context of diplomacy docu-
ments.

• Focus on identifying any indications of ten-
sion, disagreement, or conflicting positions
within the segment.

• Make the annotation judgment based solely
on the content of the segment itself; do not
consider information from other parts of the
document or external sources.

• Use your best judgment and avoid making
assumptions or inferences beyond what is ex-
plicitly stated in the text.

• If you encounter ambiguous segments or are
uncertain about the classification, mark them
for review, and consult with the research team.

Annotation Process

• Use the annotation tool provided by the re-
search team to mark each segment as tense or
non-tense.

• Pay close attention to sentence boundaries and
ensure the annotation accurately represents
the segment’s overall meaning.

• If a document segment contains a mix of tense
and non-tense elements, consider the domi-
nant tone and classify it accordingly.

• Do not modify the original document or al-
ter the text in any way during the annotation
process.

Inter-Annotator Agreement (IAA) To ensure
the reliability of the annotations, at least two an-
notators will independently review each document
segment. The research team will provide a guide-
line for handling cases of ambiguous or challenging
segments to promote consistent annotations.
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Confidentiality and Data Handling Treat all re-
search documents and data as confidential and only
use them for the purpose of this research project.
Do not share or discuss any document content or
results with unauthorised individuals or outside the
research team.

Annotation Completion and Review Inform the
research team once you have completed the anno-
tation task. Participate in review meetings with the
research team to address any questions, concerns,
or discrepancies in the annotations.

By following these guidelines, you can con-
tribute to the creation of a reliable dataset for detect-
ing tensions in diplomacy documents, facilitating
the research’s success and impact.

C Removed phrases

The full list of hand-picked phrases we removed
from consideration during topic modelling is
provided below. Moreover, we omitted all
descriptions of nationalities and country names.

• chairperson

• committee

• cultural

• delegate

• delegation

• heritage

• iccrom

• icomos

• iucn

• lesion

• outstanding

• party

• property

• rapporteur

• representation

• session

• representative

• site

• state

• world
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Figure 5: Percentage of paragraphs with identified
speakers in each ordinary ICH session.


