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Abstract

In this paper, we examine the concept of coref-
erence in natural language text, and the chal-
lenge of identifying when two or more narra-
tive entities should be resolved as anaphori-
cally bound, and hence viewed as semantically
identical or related. To help answer this ques-
tion, we propose a coreference scale (Scalar
Anaphora) for determining the degree of sim-
ilarity between an anaphoric expression and
its antecedent in narratives. We create a cor-
pus of pairs of such anaphors and antecedents
and annotate the relations between them based
on the newly defined scale. Our data shows
that the ratio of human annotators’ agreement
score aligns with the scale of coreference. We
also present the baseline results of predicting
the scales using recent T5 and GPT-4 mod-
els, which suggests that predicting such fine-
grained scales is still a challenging task for
large language models. We will make the code
and the data publicly available.

1 Introduction

Anaphora resolution involves identifying the men-
tions that contain anaphoric or coreferential rela-
tions and predicting the correct relation for the
extracted mentions. Conventional anaphora reso-
lution corpora such as OntoNotes (Marcus et al.,
2011) and ACE (Doddington et al., 2004) focus
largely on coreference. However, there are many
“anaphora-related" phenomena that are extremely
important for facilitating deeper linguistic analysis
and modeling by modern NLP systems.

Bridging (Clark, 1975; Asher and Lascarides,
1998; Hawkins, 2015) is one such phenomena. It
refers to a set of non-identity anaphoric relations.
Despite the recent growing attention on bridging,
existing corpora and methods (Uryupina et al.,
2020; Yu et al., 2022) still treat the bridging resolu-
tion and coreference resolution as two independent
problems, overlooking the linguistic closeness be-
tween anaphoric phenomena and coreferential iden-

tity, which leads to discrepancies of annotations on
the same mention across corpora (Recasens et al.,
2010).

To alleviate the principal complexity resulting
from using a binary distinction of identity and non-
identity, Recasens et al. (2011) proposed the con-
cept of “Near-Identity” which denotes partial iden-
tity relations between mentions. Many previous
works acknowledged the importance of having a
mid-ground as Near-Identity (Uryupina et al., 2020;
Rösiger et al., 2018), but did not include it in their
annotation schema or modeling implementation for
fear of introducing too much uncertainty. Recasens
et al. (2012) is the first attempt to create a public
corpus of near-identity. However, the whole ty-
pology of near-identity was treated as a coarsed
weak and strong classifications, still leaving some
gaps between identity, near-identity, bridging and
non-identity.

In this paper, we extend the themes from Re-
casens et al. (2010) and treat anaphora resolution
as a continuum with a middle zone of near-identity
relations. To supplement and enrich the notion
of near-identity, we introduce Scalar Anaphora, a
typology that categorizes near-identity with a sim-
plified but more operationalized granularity, while
unifying it with other anaphoric relations. Further-
more, we leverage the disagreements in the raw
annotation of Phrase Detectives (PD) 3.0 (Yu et al.,
2023) to create a dataset using Scalar Anaphora
(SA) as the annotation schema. The presence of
disagreement underscores the absence of a singular,
unequivocal interpretation within a specific context
for anaphora resolution, consistent with the concept
of SA.

The major contributions outlined in this paper
include:

• The introduction of Scalar Anaphora, a uni-
fied typology for anaphoric relations. Specifi-
cally, we define relations of Coreference un-
der Description and Coreference under Trans-
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formation to fill the gap between identity and
non-identity while considering their semantic
closeness on the scale of identity.

• We leverage the raw annotations in PD 3.0
release (Yu et al., 2023) to facilitate the detec-
tion of mentions with ambiguous anaphoric
relation, and create a dataset of SA relations
using our typology.

• We experiment with T5 and GPT-4 as baseline
models for the evaluation of our anaphoric re-
lations against human annotations. The results
suggest that identifying ambiguous anaphoric
relations in SA is still challenging.

2 Related Work

Anaphora resolution refers to the task of detecting
the relation that holds between two textual entities
in a text. Conventional linguistic anaphora desig-
nates coreference, where the two mentions refer to
(denote) the same entity or concept. The Computa-
tional Linguistics literature has broadened this term
to also allow for more general anaphoric relations,
where the two mentions refer to different entities,
but are linked via semantic, lexical, or encyclo-
pedic relations (Hou et al., 2018). Most existing
anaphora corpora only annotate coreference (Mar-
cus et al., 2011; Yu et al., 2023). Within the wider
definition of anaphora, however, the other major
phenomenon of interest is bridging.

The Vieira / Poesio corpus (Poesio and Vieira,
1997) and GNOME (Poesio, 2004) are the two early
attempts to annotate bridging. Since the release of
the ARRAU corpus, more efforts have been ded-
icated to annotating bridging relations (Markert
et al., 2012; Grishina, 2016; Rösiger, 2016; Zeldes,
2017; Rösiger et al., 2018). The Prague Depen-
dency Treebank (Hajič et al., 2020) and the Pol-
ish Coreference Corpus (Ogrodniczuk et al., 2016)
are other corpora annotating bridging in languages
other than English. Due to the difficulty of de-
tecting bridging (Poesio and Vieira, 1997; Vieira,
1998), most bridging corpora are still very small.
Only ARRAU has a comparatively large annota-
tions of bridging in English with 5,512 pairs of
anaphor and antecedents. Moreover, these corpora
all have rather diverse definitions and annotations
of bridging which makes it even more difficult to
do cross-corpus analysis and modeling (Rösiger
et al., 2018).

Prior research on bridging resolution typically
adopts two approaches: 1) incorporating bridging
recognition within information status classification
(Markert et al., 2012; Hou et al., 2013a); 2) focus-
ing solely on antecedent selection, assuming prior
completion of bridging recognition (Poesio et al.,
2004; Hou et al., 2013b; Hou, 2018). Vieira and
Poesio (2000) and Hou et al. (2014) also experi-
mented with rule-based systems. More recently,
there are a growing number of works using neu-
ral networks to tackle the problem (Yu and Poe-
sio, 2020; Kantor and Globerson, 2019). Kantor
and Globerson (2019) proposed the first neural
model for full bridging resolution, leveraging a
span-based neural model originally developed for
entity coreference resolution. Hou (2020) proposed
a neural approach to bridging resolution based on
question answering.

Near-identity is also an anaphoric phenomenon
that bears great linguistic values. The near-identity
relations are akin to "bridging anaphora" as indi-
rect connections requiring inference, yet distinct as
they cannot be considered anything other than iden-
tity (Recasens et al., 2010). Since Recasens et al.
(2011) introduced the concept of Near-Identity and
proposed to redefine coreference as a scalar rela-
tion, a series of works on near-identity have been
made. Recasens et al. (2010) proposed a typology
of near-identity relations that comprised fifteen re-
lations under five families. Preliminary annotation
were also made to prove that the inter-annotator
agreement is stable enough for a more extensive an-
notation of near-identity (Recasens et al., 2012) on
NP4E corpus (Hasler et al., 2006). The granularity
of typology in Recasens et al. (2010), however, was
lost in the annotation as all the relations were la-
beled as either weak or strong near-identity. Ogrod-
niczuk et al. (2016) also contains near-identity re-
lations in the corpus. These works, despite provid-
ing a strong theoretical base for research in near-
identity, still lack empirical modeling and evalua-
tion. Our paper presents a typology of anaphoric re-
lations by merging and simplifying the typology of
near-identity in Recasens et al. (2010). The Scalar
Anaphora typology offers a means to establish a
corpus with more nuanced subtypes of anaphoric
relations, organized semantically in a hierarchical
manner, as these SA relations correspond to vary-
ing degrees of identity on a scale. Additionally, our
study delves into the modeling of SA relations and
assesses their alignment with human annotations
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to explore the practicality of this schema.
Recasens et al. (2010) defined the anaphoric rela-

tion between one facet or attribute of an entity and
the entity itself as a subtype of near-identity. It is
also referred as metonymy in Markert and Nissim
(2007) and Pustejovsky and Rumshisky (2009). In
this work, we are only treating metonymy as a part
of the near-identity. The type structure proposed
in Generative Lexicon theory (Pustejovsky, 1995)
could serve as the theoretical approach to further
address the categorization of dot objects (system-
atic polysemies).

Recent work also studied the tracking of trans-
formation or changes of entities within the frame
of anaphora resolution. Fang et al. (2022) and Rim
et al. (2023) annotated anaphoric relations includ-
ing coreference and bridging for procedural texts.
They treat the transformation of entities, e.g., oil
mixed with salt being later referred to as a mix-
ture, as a bridging relation. Rim et al. (2023) also
defined the concept of Coreference under Trans-
formation, which is the first attempt to introduce
transformation of events into the scope of anaphora
resolution. Oguz et al. (2022) presented a multi-
modal anaphora corpus on recipes where the trans-
formation is annotated as a near-identity rather than
bridging. Zeldes (2021) also argued the impor-
tance of tracking the change of entities over time
for coreference resolution problem and proposed
adding a new layer of annotation on “scope” for
OntoNotes.

Learning from disagreements among coders has
been a growing topic in the NLP field. An emerg-
ing trend in dataset creation involves moving be-
yond a solitary "gold" annotation to encompass the
inclusion of the entirety of raw annotations pro-
vided by coders.Uma et al. (2021) and Leonardelli
et al. (2023) posted shared tasks to model the dis-
agreements among annotators in a variety of fields
including coreference resolution, pos tagging, hu-
mour detection, etc. Recasens et al. (2012) also
created the NIDENT corpus by automatically iden-
tifying near-identity relations using human coders’
disagreements.

3 Defining Scalar Anaphora

For this paper, we propose a coreference scale
called Scalar Anaphora, for determining the de-
gree of similarity between an anaphoric expression
and its antecedent in narratives. Figure 1 shows
the typology of Scalar Anaphora as a decision tree,

where neighboring nodes are semantically closer
on the scale of identity. Following Recasens et al.
(2010), we believe anaphoric binding relations in
text are best viewed as expressing degrees of iden-
tity between the entities. In this paper, we go fur-
ther and argue that these types can be partially
ordered on a scale of referential similarity.

Formally, for two narrtive entities, e1 and e2,
we identify five anaphoric relations on the scale
based on the semantic closeness between them.
The scale begins by distinguishing between the
relation of (strict) Identity and (strict) Non-identity.
If e1 and e2 are substitutible under both transparent
and opaque contexts, then we say e1 and e2 are
coreferential or Identical. For example, conven-
tional coreference clusters, e.g., including Clinton,
Hillary Clinton, and she, illustrate semantic sub-
stitutibility between all members of the cluster, in-
cluding opaque contexts. Hence, in a belief context,
such as believes x is a good Senator, any member
of the cluster can be substituted without changing
the truth value. Strict identity is the strongest rela-
tion of similarity.

Figure 1: Typology of Scalar Anaphora.

The nearest relation to this comes about by iden-
tifying when a pair of entities is not substitutible
under both opaque contexts and non-opaque. This
arises with occupational and functional descrip-
tions of entities, complicating substitutions.

(1) Clinton[ANTECEDENT], the Sena-
tor[ANAPHOR] from New York, voiced
her concerns about the proposed bill during
the congressional hearing.

For example, in 1, while the pair (“Clinton", “the
Senator") are substitutible under non-opaque con-
texts (being female, American, medium height), the
functional nominal senator can be embedded in an
opaque context (“a very good senator"), while not
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allowing Clinton to necessarily be judged as good.
Hence, we introduce a class of Coreference under
Description (CuD) to describe the semantic rela-
tion between two entities, if they are substitutible
only under non-opaque contexts. Hence, CuD is
weaker than Identity.

The next class on the scale of similarity is de-
fined by Coreference under Transformation (CuT).
This includes entities that are “substance identical",
but are not formally identical. For entities that un-
dergo changes by virtue of explicitly mentioned
actions or processes (slicing, chopping, grilling), If
two entities denote identical substances, regardless
of individuation (form), we say they are substance
identical. If the formal difference is the result of
a transformative action, e.g., chopping or grilling,
we say e1 and e2 are coreferential under transfor-
mation, e.g., an onion and the chopped onion. As a
result, CuT is weaker than CuD.

The final distinction is defined by identifying
whether the two entities are conceptually of the
same type or different type. This of course in-
cludes Clark’s original examples of bridging rela-
tions, where we focus on tangible relations such as
part-of, member-of and location. Clearly, Bridg-
ing is weaker than CuT. If none of these relations
holds, we identify two entities as being in a strictly
non-coreferential relation. The extremum of dis-
similarity, Non-Identity, is therefore weaker than
Bridging.

4 Corpus Annotation

Inspired by the method in Recasens et al. (2012) of
automatically extracting mentions of near-identity
relations by leveraging coders’ disagreement, we
seek to use disagreement scores to speed up the
process of identifying mention pairs with anaphoric
relations rather than annotating exhaustively. Once
the pairs are automatically extracted, we apply our
schema of SA to them and annotate the scale of
annaphora for each of the relation they hold.

4.1 Data Preparation

PD 3.0 (Yu et al., 2023) is a corpus collecting
multiple human judgments about anaphoric refer-
ence crowdsourced in the form of Games-With-A-
Purpose (Von Ahn, 2006) on fictions and Wikipedia
texts. During annotation, players either aim at la-
beling antecedent for a given anaphor or they make
a binary anaphoric judgment about other player’s
annotation where the participants have to agree or

disagree with the interpretation. We prepare the
annotation by extracting mentions from the PD 3.0
corpus because of its rich annotations. Every men-
tion in the texts is at least annotated by 8 players
(20 in average). And for each different anaphoric
judgment of two mentions, there are at least 4 play-
ers conducting the validation. The disagreement
among the players for each pair is also reported.

We only use 35 Wikipedia texts from the PD
3.0 corpus gold data as our source data because
comparing to fictions, Wikipedia tends to contain
more proper nouns and less pronouns, which usu-
ally hold identity relation with their antecedents.
The other reason is that Wikipedia requires more
common knowledge than interpretation of the con-
text, which results in less confusion among the
annotators.

We parse the raw data from masxml files and
extract candidate anaphoric relation pairs. Each
pair has two mentions anaphor and antecedent,
along with an array of human judgments agreeing
or disagreeing with this interpretation. We calcu-
late the DISAGREEMENT SCORE (DS) by dividing
the number of disagreements by the total number
of judgments. The higher the DS, the higher the
ratio of disagreement among annotators.

Intuitively we hypothesize that the DS could in-
dicate the scale of identity between the anaphor
and antecedent, and the DS will be inversely pro-
portional to the identity scale, i.e., with the DS
increasing, the two mentions are less identical. In
that sense, we are binning our set of pairs into three
bins according to their DS assuming that different
bins would show corresponding distributions of SA
relations. We set the three bins as [0, 0.4], [0.4, 0.7]
and [0.7, 1.0].

While there are 2,939 pairs extracted from the
PD corpus, we do not have enough resources to
annotate every one of them. To keep the topic di-
versity from the Wikipedia texts, for the document
from each topic, we randomly sample three pairs
from each DS bin. After careful examination, we
exclude 7 cases where the sentence contexts are
limited or missing for determining the anaphoric
relation of the pair. Finally we have 308 pairs that
are split into three batches.

4.2 Scalar Anaphora Annotation

Given a pair of anaphor and antecedent, and their
sentence contexts, we ask annotators to annotate
the pairwise anaphoric relation. After each round
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of annotation, annotators would adjudicate dis-
agreements and create the harmonized annotation.
All 308 pairs are dually annotated in three batches
by two expert annotators from the linguistics and
computer science departments of a US-based uni-
versity. The annotation involves each annotator
classifying the relation into the SA typology by
judging the degree of identity between pairs of men-
tions. We design the annotation workflow based
on the SA typology from Figure 1 and follow its
decision-tree based methodology:

1. The annotator should first judge if the two
mentions are strictly identical, which means
they appear to denote the same individual. If
yes, annotate IDENTITY.

2. If not, then check if one mention represents
one facet or some attributes other than formal
role of the other mention. For example, a
company produces a product (i.e., a dot object
with a metonymic interpretation (Pustejovsky,
1995)). If yes, annotate CUD.

3. Then check if one mention is substance iden-
tical to the other mention after some trans-
formative actions where they are no longer
strictly identical but still share some common
characteristics. If yes, then annotate CUT.

4. Next, check if both mentions point to two en-
tities that are conceptually of the same type or
different type, while holding some relations
such as part-of or location. If yes, then anno-
tate BRIDGING.

5. Finally, if none of that above relations holds
and the two mentions point to different enti-
ties, annotate NON-IDENTITY.

We use pairwise F1 and Cohen’s Kappa as our
metrics for Inter-Annotator Agreement (IAA). Ta-
ble 1 shows the IAA from each round of the an-
notation. The complexity of annotating CuD and
BRIDGING leads to most of the disagreement from
the first round of the annotation. However, as anno-
tators are getting more familiar with the SA typol-
ogy, the IAA increases and reaches the highest in
the last round.

The IAA for each relation in F1 is shown in Table
2. CUD, CUT and NON-IDENTITY constitute the
relations with the highest disagreement in that they
are of fewer instances and they tend to be more
confusing because of their inherit ambiguity. For

F1 Cohen’s κ
Round 1 51.43 0.31
Round 2 66.67 0.51
Round 3 76.19 0.64

Table 1: IAA of each annotation round.

example, CUD are often mistaken as BRIDGING

where the attribute of an entity is regarded as a
relation:

(2) Laramie cigarettes [ANTECEDENT], see-
ing an opportunity to sell their products
[ANAPHOR] to children legally, offers to buy
the rights to market tomacco for $150 million.

For CUT, the nature of narration in Wikipedia data
exerts more subtlety onto the transformation unlike
procedural texts. In 3, Henry undergoes a series
of events including captivity and location change.
However, one annotator overlooked the transforma-
tion and labeled CUT as IDENTITY.

(3) a. Henry [ANTECEDENT] was found off the
coast of North Wales in a lobster pot, and is
in captivity at the Blackpool Sea Life Centre
in North West England;
b. Henry [ANAPHOR] is going to be in a new
exhibit with an octopus at the Blackpool Sea
Life Centre, entitled “Suckers”.

The reason why the disagreement for NON-
IDENTITY is low is that judgment is heavily con-
text based. The anaphor and antecedent are usually
similar strings but actually refer to two different
entities after contextualization.

(4) An advantage of the knork is that it can be
used easily by people who have only one arm
[ANTECEDENT]; Roald Dahl reports in Boy
how his father invented a knork precursor as a
result of losing his arm [ANAPHOR].

We are pleased to report a high level of agree-
ment in the annotation of both IDENTITY and
BRIDGING instances. The robust concordance ob-
served in IDENTITY annotations can be attributed
to their relatively straightforward criteria, primarily
involving exact string matching and explicit pro-
noun references. In the case of BRIDGING, the flex-
ibility of its annotation criteria facilitates the dis-
cernment of tangible relations between mentions.

In our final corpus (Table 2), the ratio of near-
identity (57.79%) in all annotations of anaphora



33

is significantly higher than 12%-16% which is re-
ported in (Recasens et al., 2012) as we have a more
strict definition of NON-IDENTITY and a broader
definition of BRIDGING resulting in a shift from
NON-IDENTITY to BRIDGING.

Count Ratio (%) IAA (F1)
IDENTITY 114 37.0 75.98
CUD 31 10.1 40.68
CUT 18 5.8 37.04
BRIDGING 129 41.9 70.87
NON-IDENTITY 16 5.2 36.36
OVERALL 308 100 65.31

Table 2: Statistics of annotation in terms of SA relation.

4.3 Correlation between Scales and
Disagreement

To further understand whether the disagreement of
the mention pairs from the PD 3.0 corpus can help
identify high-quality candidates for our annotation,
we investigate the possible correlations between the
SA relation types and the DS of the mention pairs.
We start by calculating the Spearman Rank Cor-
relation coefficient (Spearman, 1961) between SA
and DS. The score is 0.2248 which indicates there
is a modest correlation between the two variables.
Figure 2 details the distribution of SA relations
when grouping them into the bins that are used
in our annotation. IDENTITY is the relation with
the highest proportion, showing that it is less con-
fusing. The proportions of CuD and CuT remain
similar across bins of low and medium DS and
decrease in the high DS bin. This indicates that
the two relations tend to trigger low and medium
disagreements among annotators and behave like
IDENTITY. Most NON-IDENTITY cases are in the
final bin, indicating that it is the most confusing
among all relations. BRIDGING, being the most
dominant relation in the medium and high DS bins,
has a similar trend of appearing more in the bins of
higher DS as NON-IDENTITY.

Table 3 shows the average DS of each relation.
The DS of IDENTITY is lower while the other rela-
tions all demonstrate a comparatively high DS. No-
tably, the average DS increases as the relation be-
comes more towards non-identity on the anaphoric
scale, which aligns with our hypothesis that DS
could be inversely proportionate to identity. Over-
all, we believe that the DS is a useful resource for
anaphoric relation annotation, and the correlation
could be more statistically significant with more

annotations.

Figure 2: Distribution of SA relation in different DS
bins (left inclusive).

Average DS
IDENTITY 0.376
CUD 0.465
CUT 0.477
BRIDGING 0.594
NON-IDENTITY 0.727

Table 3: Average DS of each relation.

5 Scalar Anaphora Resolution

In this section, we present experiments of the task
for anaphora resolution with fine-grained relations
that we defined in the SA. We explore baselines
from language models and provide further insights
on our data. In our experiments, we formalize SA
resolutions the task of identifying the SA relation
between each mention pair given the sentence con-
text of the entity.1

5.1 Data Processing

We use our annotated data for model training and
evaluation. For all the pairs from each SA relations,
we randomly sample 80% of the pairs for training
and hold out the other 20% for testing. Table 4
shows the train test split for the experiments. Since
some relation have much fewer pairs than the oth-
ers, sampling by relation type is useful for ensuring
the data balance between train and test.

Since PD only contains human-selected pairs
where the two entities have associations, there is
no “real” non-identity relation between the existing
pairs. With that in mind, for each Wikipedia topic,

1Unlike conventional coreference resolution tasks, we pro-
vide gold mentions and only predict the relations between the
mentions as our baselines are designed for providing insights
on the new relations from SA.
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we generate two negative pairs with mentions ran-
domly sampled from all the mentions from this
topic. Those negative pairs will also be labeled as
NON-IDENTITY in modeling. When reporting the
results, we will label these pairs as NEGATIVE.

Train Test
IDENTITY 91 23
CUD 25 6
CUT 14 4
BRIDGING 103 26
NON-IDENTITY 13 3
NEGATIVE 56 14
OVERALL 302 76

Table 4: Train test split of the SA dataset.

5.2 Experiment 1: Scalar Anaphora with T5

Experiment Setup We use the recent sequence-
to-sequence generation model T5 (Raffel et al.,
2020) as the baseline. We set the input sequence
as the question answering format with entities that
are highlighted in the text. An example sequence is
shown in Figure 3. The input includes the questions
and the context where the mentions are wrapped by
a pair of squared brackets ([...]).The output is the
SA relation. We fine-tune the T5-base model on
the training set, and evaluate the results on the test-
ing set. Model performance was evaluated using
precision, recall and F1-score.

Figure 3: Example of T5 model input and output for SA
resolution task.

Results Table 5 shows the results of the pairwise
SA relation classification on our test set. IDENTITY

and BRIDGING are the two relations that achieve
relatively high F1 scores. The reasons are: 1. There
are more training examples; 2. The two relations
are relatively easy to categorize which aligns with
human annotation. The result of randomly picked
negative examples is also relatively high in that they
are mostly just completely distinct entities thus also
straightforward to distinguish. It is not surprising
to see that the performance on CUD is low. T5
often times confuse it with IDENTITY. The model
also fail to predict any CUT or NON-IDENTITY

relation. Besides the fewer number of examples,

the ambiguity of the two relations also contributes
to the poor performance. Notably, T5 labels all
examples of these two relations as IDENTITY.

(5) It bought this land as a standard-sized lot in
1903 [ANTECEDENT], but the City widened
Pender Street in 1912 and expropriated 24 feet
(7.3 m) of the lot [ANAPHOR].

(6) The bulb [ANTECEDENT] was officially
listed in the Guinness Book of World Records
as “the Most Durable Light”, in 1972, replac-
ing another bulb [ANAPHOR] in Fort Worth,
Texas.

For example, in 5, the relation of CUT is mistak-
enly predicted as IDENTITY. This indicates that T5
model is unable to capture the transformative event
the antecedent undergoes; while in 6 the model also
failed to detect that the bulb and another bulb are
distinct entities in a complicated context.

P R F1
IDENTITY 56.25 78.26 65.45
CUD 100 16.67 28.57
CUT 0 0 0
BRIDGING 60.00 57.69 58.82
NON-IDENTITY 0 0 0
NEGATIVE 100 28.57 44.44
OVERALL 52.71 30.20 32.88

Table 5: Pairwise relation classification results on the
test set with T5.

5.3 Experiment 2: Scalar Anaphora with
GPT-4

Experiment Setup We experiment with GPT-4
(Brown et al., 2020; OpenAI, 2023) as another
baseline for the SA resolution task. Comparing
to the T5 baseline with fully supervised learning
(§5.2), we use GPT-4 with few-shot prompt learn-
ing. In each prompt, we use a single set of 5 ex-
emplars from the training set and a human-created
instruction on how to perform the task. We conduct
prompt tuning on a small subset of the training set,
and evaluate the best prompt on the testing test.
Similar to T5 baseline, Model performance was
evaluated using precision, recall and F1-score.

Prompt Tuning We randomly sample 25 pairs
from the training set as the “seeds” to evaluate the
GPT-4 performance with different prompt formu-
lations. Table 6 shows the prompt combinations



35

Figure 4: Flat instruction (top) and hierarchical instruction (bottom) part of the prompt.

in the experiments. Each type of the prompt con-
sists of an instruction and 5 exemplars (5-shot). 0-
shot only contains the instruction. 5-shot-random
contains random human-generated exemplars; 5-
shot-domain contains in-domain exemplars from
the training set; 5-shot-CoT adds additional chain
of thought (Wei et al., 2022) to each in-domain ex-
emplar. We generate two types of instructions for
the prompts (Figure 4). The flat one instructs the
model to predict the relations all as separate and
individual classes, while the hierarchy one instructs
the model to make decisions following several tem-
porally ordered steps.

Flat Instruct. Hierarchical Instruct.
0-shot ✔ ✔

5-shot-random ✔ ✔

5-shot-domain ✔ ✔

5-shot-CoT ✔ ✔

Table 6: GPT-4 prompt combinations for the SA resolu-
tion baseline.

Table 7 shows the results on the 25 pairs using
different prompts. We achieve the highest macro F1
score with few-shot tuning using CoT and Hierar-
chical instructions. For the following experiments
with GPT-4, we will continue using this prompt
setting.

Results Table 8 shows the results of GPT-4 using
few-shot learning with CoT and hierarchical struc-
ture. The model achieves pretty good results on
IDENTITY and CUT. However, the performances
of the other relations are not very high.

Comparing the results of GPT-4 in table 8 with
that of T5, we can notice that the overall perfor-
mance slightly decreases as well as the perfor-
mance for most individual relation. This is likely
due to supervised learning outperforming few-shot
learning since the task is non-trivial and it is natu-

rally difficult to fully understand all the relations
with just a few examples. The performance of re-
lation IDENTITY is consistently high across the
two models, while NON-IDENTITY still cannot be
correctly predicted. This complies with our as-
sumptions that IDENTITY relation is fairly easy
to categorize and NON-IDENTITY is very confus-
ing. We are glad to see that the F1 score of CUT
increases significantly after explicitly asking the
model to pay more attention to the transformative
event. However, it is disappointing to see that the
performances on CUD, BRIDGING and NEGATIVE

all drop.

P R F1

Flat

0-shot 32.41 40.00 33.63
5-shot-random 36.94 33.33 26.79
5-shot-domain 20.50 30.00 21.30
5-shot-CoT 40.00 40.00 36.41

Hierarchy

0-shot 44.44 30.00 34.78
5-shot-random 46.30 30.00 27.78
5-shot-domain 41.32 30.00 34.76
5-shot-CoT 50.11 36.67 37.90

Table 7: Pairwise relation classification results on 25
random examples with different prompt settings.

P R F1
IDENTITY 46.81 95.65 62.86
CUD 10.00 16.67 12.50
CUT 40.00 50.00 44.44
BRIDGING 66.67 15.38 25.00
NON-IDENTITY 0 0 0
NEGATIVE 100 14.29 25.00
OVERALL 43.91 32.00 28.30

Table 8: Pairwise relation classification results on the
test set with GPT-4.
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6 Conclusion

We have proposed the Scalar Anaphora, a unified
typology for anaphoric relations that can be iden-
tified and evaluated between coreference and non-
coreference by considering their semantic close-
ness on the scale of identity. To that end, we
have defined Coreference under Description and
Coreference under Transformation, two additional
granular relations that express difference seman-
tic closeness on the scale of identity. We have
constructed a new dataset that encodes manually
annotated anaphoric relation between each men-
tion pair, and our annotations have been able to
show that the anaphoric relation correlates with hu-
man judgments on the closeness of each mention
pair on the identity scale. We have also performed
pairwise classification tasks on the anaphoric rela-
tions and presented baselines from recent T5 and
GPT-4 models. The results have shown that the
understanding of anaphoric relations remains chal-
lenging to current large language models. In future
research, we intend to apply our method and an-
notation to more data and a broader range of text
genres. We will also explore the validity and appli-
cation of the anaphoric scale typology on the chain
of cluster of entities and mentions by not limiting
it to pairwise evaluation.

Ethics Statement

In conducting this research and preparing this pa-
per, we want to affirm that our research has solely
focused on scientific inquiry and there are no ethi-
cal concerns or issues that have arisen in the course
of our study.

Limitations

Since the goal of PD annotation is to only anno-
tate coreference, the raw data we process would be
biased towards identity, and many cases of other
SA relations could be omitted. And during data
preparation stage, we exclude the human expert
annotations and only focus on crowdsourced an-
notations in PD. In future work, we plan to take
advantage of the expert annotations in determin-
ing the DS since it is of higher quality. Also due
to the nature of narrative texts, the number of in-
stances of CUT is low. A better understanding of
how transformation affects the semantic closeness
of an entity to its antecedent requires an extended
annotation on procedural texts where tranformative

events are more prevalent. To address the afore-
mentioned issues, a new corpus of annotation of
SA relations on different types of texts is needed.
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