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Abstract

This paper introduces DiscoFlan, our system
for the DISRPT 2023 shared task on discourse
relation classification. We leverage recent ad-
vances in NLP finetuning and use Flan-T5 as a
multilingual discourse relation classifier. Our
model uses multilingual instructional prompts
to finetune on datasets from different languages
and generate relation labels as classification
outputs. The model’s hyperparameters are
tuned to enable efficient label generation by
finetuning on low-resource datasets. Moreover,
we introduce a post-processing step to tackle
the problem of label mismatches caused by the
generative nature of a seq2seq model by using
the label distribution. In contrast to the previ-
ous state-of-the-art model, our approach elimi-
nates the need for hand-crafted features in com-
puting the discourse relation classes. Overall,
DiscoFlan showcases how instruction finetun-
ing can perform multilingual discourse relation
classification for the DISRPT 2023 discourse
relation classification shared task.

1 Introduction

Discourse Relation Classification (DRC) is a
discourse-level task that requires the identifica-
tion of discourse relations between text segments
in a document. This low-resourced task contains
multiple subtasks with different languages and for-
malisms. The numbers of unique labels vary from
9 in zho.pdtb.cdtb to 33 in nld.rst.nldt.

We train DiscoFlan and compare it with the cur-
rent state-of-the-art model as well as a multilingual
classification baseline on the DISRPT datasets and
present our results for the 2023 DISRPT sharedtask
for Discourse Relation Classification.

Supervised Large language models (LLMs)
trained with human labels are truly a paradigm
shift due to their zero-shot and low-resource capa-
bilities. Improved language representation mech-
anisms and utilization of large pre-training cor-
pora of LLMs have led to significant advancements

in two key areas: zero-shot capabilities and low-
resource prompt learning. In this paper, we focus
on low-resource DRC. Such breakthroughs are a
testament to the power of large-scale pretraining.
With enhanced representations, language models
can generalize and transfer knowledge across dif-
ferent tasks and domains, enabling impressive zero-
shot capabilities where models can perform well
on tasks they were not explicitly trained on. These
improved zero-shot learners have the capability to
learn efficiently on low-resource complex tasks like
Relation Classification. The availability of even
limited amounts of training data allows for effec-
tive low-resource prompt learning. These advance-
ments highlight the immense potential of LLMs
and their ability to tackle the real-world problem
of DRC.

Our main contributions are: 1. We perform in-
struction finetuning of multilingual prompts with
DiscoFlan for DRC tasks of different formalisms
and languages to develop a seq2seq generative la-
bel classification system. 2. We use a simple post-
processing stage harnessing the label distributions
using majority label distributions for low resource
dataset.1

2 Related Work

2.1 Instruction Finetuning

LLMs, such as InstructGPT (Ouyang et al., 2022),
ChatGPT, FLAN-T5-XXL(13B) (Chung et al.,
2022), LLaMA (Touvron et al., 2023) have revolu-
tionized natural language processing. Fine-tuning,
a process of training these models on specific tasks
enhances their performance and is typically used
for low-resource classification where creating large
annotated datasets can be difficult resulting in small
dataset sizes. Instruction fine-tuning leverages the
models’ powerful representations and contextual

1We release our code here: https://github.com/
erzaliator/DiscoFlan
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understanding to achieve superior accuracy and effi-
ciency in a wide range of NLP tasks. This approach
enables adaptation of large language models to suit
specific applications, making them valuable tools
for natural language understanding and generation.

FlanT5 (Chung et al., 2022) is a generative LLM
that has gained significant attention in the field of
natural language processing (NLP). It is based on
the T5 (Text-To-Text Transfer Transformer) archi-
tecture (Kale and Rastogi, 2020) and is pre-trained
on a massive corpus of text data. FlanT5, demon-
strates strong multi task generalization capabili-
ties through the training paradigm of instruction
finetuning, a process that involves further training
the base model on specific NLP tasks with task-
specific data and instructions. By providing ex-
plicit instructions during the finetuning phase, the
model’s underlying representations and contextual
understanding can be harnessed to achieve superior
performance in various NLP applications.

Motivated by the strong NLU capabilities of
FlanT5 (Chung et al., 2022), similarly, we finetune
FlanT5 to learn discourse relation classification by
posing it as a seq2seq generative task. For the re-
spective DISRPT discourse relation datasets, the
model is tasked with generating sequences that cor-
respond to the discourse relations from that dataset.
We perform instruction finetuning on each individ-
ual dataset by using a suitable prompt template to
the sentence pairs to harness the structured prompt
input format that FlanT5 is pre-trained on for multi-
task reasoning.

Figure 1: Prompt template for DRC in different lan-
guages for instruction finetuning. We translate the
prompt across datasets.

2.2 Multilingual Discourse Classification

Discourse relations refer to the connections and
dependencies between different parts of a text
that contribute to its overall coherence and mean-
ing. Various annotation frameworks have been pro-
posed for the task of DRC such as RST(Carlson
et al., 2002), PDTB(Prasad et al., 2008) and
SDRT(Lascarides and Asher, 2007) among others.
The Discourse Relation Parsing and Treebanking
(DISRPT) provides DRC datasets across various
languages and formalisms in the form of a sentence
pair classification task (Zeldes et al., 2021).

Kurfalı and Östling (2019) applied cross-lingual
transfer learning on the DRC task but only eval-
uated in a zero-shot setting. Their results were
considerably below the state-of-the-art system. Dis-
coDisco (Gessler et al., 2021) obtains the state-of-
the-art performance by using hand-crafted features
to descibe the discourse segments and training with
individual checkpoints for each language.

3 Methodology

3.1 Modelling Classification as a Refined
Label Generation task

With instruction finetuning, the model learns to
generate discourse labels given a prompt encoding
the input sentence pair. The decoded output is
passed through a refinement stage which ensures
that mismatches are removed based on the dataset
label distribution.

3.1.1 Generating labels using seq2seq model

Classification is typically performed using Au-
toEncoder models which are pre-trained on data-
denoising objectives such as Mask Language Mod-
elling. These models are finetuned for classifica-
tion with a final prediction layer (Jin et al., 2020)
to learn label representations from the model’s hid-
den representations. FlanT5 (Chung et al., 2022)
is an EncoderDecoder model which was trained
with Instruction Finetuning objective. On the other
hand, current-state-of-the-art Discourse Relation
Classifiers are AutoEncoder based architectures
(Gessler et al., 2021; Jiang et al., 2022) which use
a prediction layer to encode the labels as discrete
categories.

Instruction-based prompts: The input is for-
mulated as an instruction-based prompt to utilize
the Instruction Finetuning capabilities of FlanT5.
It is modified as shown in Figure 1.
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DiscoFlan: The FlanT5 decoder is adopted to
generate discourse relation labels. The model is
called DiscoFlan as the decoder hyperparameters
are adjusted to generate short sequenced labels and
the model is finetuned on DRC datasets.

Finetuning: The model is trained with standard
loss for training EncoderDecoder models. During
training, through a conditional generation cross
entropy loss meant for sequence generation, the
model learns to generate a sequence corresponding
to the relation label rather than a typical classifi-
cation cross entropy loss used to learn categorical
representations.

Generating Discourse Relation labels: During
inference, the decoder’s output tokens are used for
generating discourse relation labels. This has the
added benefit of utilizing the task representations
of the FlanT5 to generate sequences grounded in
real-world knowledge to incorporate label meaning.
This grounds the meaning of the relation labels to
the model’s generative space which is significantly
richer than using one-hot representations. (Yung
et al., 2022) also note that using one-hot encod-
ing for label representation ignores the inherent
ambiguity of discourse relation labels.

We can investigate the effect of using special nu-
meric tokens for classification, however, we leave
that to future work.

3.1.2 Refinement logic
While working with discourse relation classifiers it
is empirically observed that relation classification
models are prone to a large number of false pre-
dictions of the majority label. Additionally, due to
a lack of training data which is generally the case
for DRC datasets, DiscoFlan generates substantial
mismatches. These mismatches can be partial or
complete. In order to alleviate the issue of mis-
matches and to construct a system submission for
the shared task we propose a processing step after
the label generation stage. This allows the model’s
generated outputs to be refined to suit the shared
task’s analysis criterion i.e. the outputs always
belong to the set of dataset labels.

Mismatches are strings that do not belong to the
label space. For example - The RST label elabo-
ration being incorrectly generated as elab by the
model. While developing DiscoFlan it was ob-
served that a significant portion of the mismatches
were of the form - elaboration of, elaborated, elab-
orating. Hence, a simple post-processing stage is
used to refine the decoder’s generated sequences

during evaluation. After removing the noisy affixes
(such as "-er", "-ed", etc.), the remaining lemma is
matched against the training set’s labels (for out-of-
domain datasets, the validation set labels are used).
The label matching with the lemma is used as the
final output.

When the prediction lemma does not belong to
the label space, it is replaced with the majority label
of the training dataset. Figure 2 provides such an
example.

This modification is denoted as DiscoFlan+Ref.

Figure 2: Refinement stage for the decoded output im-
plemented for DiscoFlan+Ref.

3.2 Baseline (Xlm-R classifier)
DiscoFlan is a multilingual model whereas previ-
ous models for DRC have been monolingual with
separate language models for each dataset. In order
to assess the impact of using multilingual represen-
tations, we also compare our results with Xlm-R
(Conneau et al., 2020) model for multilingual rep-
resentations which has been shown to perform well
on NLI tasks across a diverse set of languages.

3.2.1 Training Setup
The performances of DiscoFlan and other variants
are assessed for Discourse Relation Classification
using the weights provided by HuggingFace library
2. Due to practical considerations, FlanT5-small is
used (specifically, google/flan-t5-small is used as
the model type). The FlanT5-small model consists
of significantly lesser parameters as compared to
FlanT5-base.

For comparability, the same hyperparameters
are kept for all models across all language pairs. A
batch size of 16 is used for all runs. The models
are trained for 50 epochs with an Early Stopping
patience of 12 calls. 5 or 10 epochs are used to

2https://huggingface.co/docs/transformers/
model_doc/flan-t5
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train the larger datasets. Details of the epoch hyper-
parameter can be found in our code. The smaller
datasets are trained with a high learning rate, 1e−3
while the larger datasets use a smaller learning rate
of 1e− 5.

The huggingface Transformer and Pytorch li-
brary are used. Each instance of a model is run on
a 32 GB Nvidia Tesla V100 GPU card.

3.2.2 Model Setup
It is noted that raw generations are sensitive to
the model parameters - max generation length, min
generation length. Figure 4 shows the average label
length for the datasets. The average length varies
from 8 to 22 characters within the shared task.

The minimum generation length and maximum
generation length are set on a per-dataset basis.
Readers are suggested to refer to our code to obtain
these values for each dataset.

Reducing the beam width improves the quality
of generations. A smaller beam width means that
the model only considers a limited number of can-
didates at each decoding step. When generating
small text, such as labels for classification tasks,
small beam width is suitable. Additionally, smaller
beam width leads to faster model convergence as
the generation will favour a specific set of candi-
dates early on. A beam width of 4 is used.

4 Results

4.1 Learning seq2seq representations
We train DiscoFlan on the DISRPT datasets and
present our results for the 2023 DISRPT shared-
task for Discourse Relation Classification. Firstly,
we make predictions using raw generated tokens.
The results are presented in Table 1 (column Dis-
coFlan). Secondly, we apply simple refinement
logic to exploit the distribution of discourse labels.
The results are also presented in Table 1 (column
DiscoFlan+Ref).

5 Analysis

5.1 Refinement improves low resource
relation classification

Table 1 shows how the refinement logic helps the
model to infer better labels. We find that super-
vision alone is not enough to produce good la-
bels. Many of the labels that the model generates
are not in the label space. We fix this by replac-
ing them with the most common label prediction.
This improves the model performance for all the

datasets. The 2023 DISRPT sharedtask adds 11
more datasets to the 15 datasets that the previous
best models used. DiscoFlan+Ref does not use
hand crafted features, but it is close to the best
model for fas.rst.rpstc. We note that the model of-
ten overfits on one label. This means that we need
to improve the instruction fine-tuning, because just
using the text and a suitable loss function is not
sufficient.

Figure 3: Labels predicted by DiscoFlan for datasets
eng.pdtb.pdtb, fas.rst.prstc, zho.rst.sctb

Additionally, DiscoFlan+Ref outperforms the
DiscoFlan model for low-resource datasets as it
resolves mismatches. This is due to the fact that
language generation requires a large amount of
data for finetuning. Mismatches are also subse-
quently higher for generative models. Refinement
addresses the issue of complete and partial mis-
matching caused to generation issues.

This highlights that weak label learners can be
augmented with simple distributional logic to im-
prove model classification. The column "Probs"
denotes the accuracy achieved by always predicting
the majority label. This chance probability bounds
the gains that can achieved by DiscoFlan+Ref.

Figure 3 shows the labels produced for three
sample dataset for DiscoFlan. In the case for com-
plex labels like eng.pdtb.pdtb, the model is prone to
generating out-of-vocabulary labels. Where the la-
bels are not significantly complex, the model learns
to overfit on a single label.

Note that Xlm-R and DiscoDisco 3 are also
prone to majority label generation.

6 Conclusion and Future Work

In conclusion, our paper introduces DiscoFlan, a
multilingual discourse relation classifier submitted
for the DISRPT 2023 shared task. We addressed

3The numbers for DiscoDisco reported in Table 1 are taken
from the paper
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Corpus DD w/ feats. DD w/o feats. DiscoFlan DiscoFlan+Ref Baseline Probs
deu.rst.pcc 39.23 33.85 0.00 13.08 15.51 9.70
eng.dep.covdtb na na 0.00 50.15 na 50.25*
eng.dep.scidtb na na 0.00 34.12 na 34.59
eng.pdtb.pdtb 74.44 75.63 0.00 24.41 66.95 27.92
eng.pdtb.tedm na na 0.00 33.05 na 29.6*
eng.rst.gum 66.76 62.65 0.00 25.39 53.07 21.86
eng.rst.rstdt 67.1 66.45 0.00 36.94 62.47 40.33
eng.sdrt.stac 65.03 59.67 0.00 22.65 43.4 23.74
eus.rst.ert 60.62 59.59 7.96 28.61 22.74 21.4
fas.rst.prstc 52.53 51.18 19.59 45.44 34.01 23.78
fra.sdrt.annodis 46.4 48.32 19.36 19.36 33.12 20.50
ita.pdtb.luna na na 0.00 22.37 na 22.3
nld.rst.nldt 55.21 52.15 0.00 35.08 33.84 26.43
por.pdtb.crpc na na 7.93 43.83 na 32.1
por.pdtb.tedm na na 0.00 29.95 na 25.1*
por.rst.cstn 64.34 67.28 0.36 35.29 58.7 27.74
rus.rst.rrt 66.44 65.46 0.00 23.60 58.05 23.53
spa.rst.rststb 54.23 54.23 5.86 26.76 31.53 20.17
spa.rst.sctb 66.04 61.01 0.00 44.65 46.12 34.16
tha.pdtb.tdtb na na 0.00 19.35 na 23.03
tur.pdtb.tdb 60.09 57.58 36.49 36.49 35.23 25.05
tur.pdtb.tedm na na 35.71 35.71 na 27.10*
zho.dep.scidtb na na 29.00 33.49 48.72 30.92
zho.rst.gcdt na na 59.36 59.37 na 18.93
zho.rst.sctb 64.15 64.15 0.00 20.46 47.92 33.25
zho.pdtb.cdtb 86.49 87.34 0.00 43.40 na 66.01

Table 1: Comparing results of Relation Classification results against Xlm-R baseline and state-of-the-art Dis-
CoDisCo (DD) Gessler et al. (2021) in terms of accuracy. We report the accuracy from the DISRPT 2023 sharedtask
for DiscoFlan+Ref. Using the released test set and metric, we also report the accuracy for DiscoFlan. Improved
numbers are denoted in bold. Accuracy of the current year’s new shared task datasets are underlined where model
outperforms chance probability.
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Figure 4: Average unique Label sequence length

the challenge of mismatched in seq2seq models by
leveraging label distribution information for label
generation.

Our approach eliminates the need for hand-
crafted features and introduces a novel label genera-
tion mechanism that anchors the labels to a fixed set.
Emperical results demostrate promising results for
DiscoFlan+Ref as well as DiscoFlan compared to
the state-of-the-art model and a multilingual base-
line.

We analyzed the limitations of multilingual mod-
els as weak learners and showed that larger models
with richer pre-training objectives, in the form of
instruction fine-tuning, yield more meaningful rep-
resentations.

Post-processing refinement logic improves low-
resource relation classification, as evidenced by
the consistent outperformance of DiscoFlan+Ref
over the baseline model. It addresses issues of
mismatches caused by generation problems, lead-
ing to enhanced classification accuracy. Our find-
ings highlight the potential of augmenting weak
label learners with distributional logic to improve
model classification. DiscoFlan showcases instruc-
tion finetuning for multilingual discourse relation
classification for the DISRPT 2023 shared task and
provides valuable insights for future research in
this area.

We recognize the potential of larger models to
improve prediction quality; however, due to con-
straints in terms of resources and time, we were
unable to test the performance of Flan-T5-Large

in our study. Furthermore, we acknowledge that
further advancements in decoding strategies and
imporved prompts have the potential to enhance
label representations and generation. In our future
work, we intend to explore these topics to enhance
our current models.

Limitations

While using the majority label solves the prob-
lem of handing out-of-vocabulary labels during
fine-tuning, we acknowledge that label refinement
method relies on the majority label. This makes a
strong assumption about our dataset bias, namely,
that the majority label outnumbers the rest of the
labels significantly to impact accuracy. Hence, this
method may not be applicable to well-balanced
datasets.

We also note that simply predicting the majority
label is simple method of label prediction which
does not generalized to new unseen datasets. Im-
proving label prediction by enriching datasets man-
ually or automatically might make the task more
representative of natural data.

Using larger models can improve model predic-
tion however due to time and machine constraints
we leave the evaluation using FlanT5-large for fu-
ture work.

Ethics Statement

We note that low resource classifiers are prone to
overfitting. We encourage users to thoroughly anal-
yse the predicted labels before using our provided
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