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Abstract

Automatic Speech Recognition and its appli-
cations are rising in popularity across appli-
cations with reasonable inference results. Re-
cent state-of-the-art approaches, often employ
significantly large-scale models to show high
accuracy for ASR as a whole but often do
not consider detailed analysis of performance
across low-resource languages applications. In
this preliminary work, we propose to revisit
ASR in the context of Connected Number
Recognition (CNR). More specifically, we (i)
present a new dataset HCNR collected to under-
stand various errors of ASR models for CNR,
(ii) establish preliminary benchmark and base-
line model for CNR, (iii) explore error mitiga-
tion strategies and their after-effects on CNR.
In the due process, we also compare with end-
to-end large scale ASR models for reference,
to show its effectiveness.

1 Introduction

Automatic Speech Recognition is a wide vari-
ety with a majority of them claiming that these
speech-to-text systems are able to deliver high ac-
curacy on some of the well-established bench-
marks (Prabhavalkar et al., 2023). Connected
Number Recognition (CNR) is a subproblem of
ASR that focuses on recognizing spoken num-
bers that are connected in a continuous sequence.
For example, Tol.l.āyirattu aintu is a CNR
speech sample representing number 905. Ex-
tracting such numbers from the speech is helpful
in multiple applications (Vajpai and Bora, 2016)
ranging from assisting senior citizens to make on-
line purchases to simplification of complex bank-
ing functions. Recently there are many works that
further augment ASR systems into low-resource
languages such as Tamil (Diwan et al., 2021). The
motivation for this research work lies in the use of
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ASR techniques in the sectors (like finance etc.)
where the frequency of speaking connected num-
bers and the importance of each utterance is very
high.

However many of these methods largely fo-
cus on reporting exclusively the overall Word Er-
ror Rate (WER) of the whole without discern-
ing application-specific results and corner cases.
These results are not transferable across the sub-
set of ASR applications with different human per-
ceptions (Kim et al., 2022). As such to advance
applications of the ASR further there is a need to
understand the impact of input in realistic applica-
tion settings on the final ASR output across spe-
cific applications. Moreover, such analysis of er-
rors, will in turn help introduce better post-editing
mechanisms that are dynamic and selectable for
specific inputs, leading to improved effectiveness
of such systems. Specifically, benchmarking of
CNR will economic progress by enabling technol-
ogy for people across the spectrum. Thus, in this
work, we analyze ASR systems for the problem of
CNR in Tamil and Hindi languages.

Specifically, this work focuses on benchmark-
ing ASR systems for CNR in Tamil, and Hindi and
the impact of input data-related errors on the fi-
nal performance of CNR. For the former case, we
study the performance of 4 different models that
currently exist for ASR. Accordingly, we find that
all the existing models show significant perfor-
mance degradation for CNR in Tamil and Hindi.
In the latter case, we find very few works to focus
on input data-related errors of ASR systems, with
a majority of them concentrating on the English
Language and establishing WER and few of them
on other languages (Choudhary et al., 2023; Singh
et al., 2020), but not from the point of CNR. Over-
all the contributions of this paper are as follows.
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• We create a new CNR dataset (HCNR) for
Tamil and Hindi in line with guidelines of
Bakhturina et al. (2021) and present compre-
hensive error analysis.

• We establish preliminary baselines on HCNR
with existing state-of-the-art models.

• We identify various errors and associate them
with data characterstics.

• Finally, we explore some error mitigation
strategies of spectral gating (Sainburg et al.,
2020), spectral subtraction (Martin, 1994),
speaker diarization (Bredin et al., 2020)
and PESQ (Perceptual Evaluation of Speech
Quality) (Rix et al., 2001) to reduce impact of
few of the common errors to help researchers
understand strengths and weaknesses of the
developed baseline.

The rest of the paper is organized as follows. In
section 2, we present the existing literature, fol-
lowed by 3 showing HCNR dataset used in this
work. Meanwhile in section 4, we discuss vari-
ous methods, followed by results and key findings
in section 5. We conclude with implications on
future work in section 6.

2 Related Work

Automatic Speech Recognition systems often
aim to learn end to end with output directly con-
ditioned on raw input sample (Schneider et al.,
2019). To achieve this, many works add variety of
dense architectures (Povey et al., 2011), weak su-
pervision (Radford et al., 2022) and unique com-
ponents (Kaur et al., 2023). More recently there
are a plethora of ASR systems for Indian lan-
guages despite low resource constraints (Gupta
et al., 2023; Kumar and Mittal, 2021; Sharma
et al., 2023; Madhavaraj and Ramakrishnan, 2017;
Choudhary et al., 2022).

Number Recognition using speech samples,
often limited to recognizing single digits with
shallow analysis on few samples. Notable of these
include Muhammad et al. (2009) which identifies
digits spoken in Bangladesh, Alotaibi (2005) in-
vestigated the recognition of Arabic digits from
the speech signals using artificial neural network
and attempts of Mishra et al. (2011), Krishna-
murthy and Prasanna (2017) and Patel and Patel
(2017) for languages of Hindi, Malayalam, Gu-
jarati respectively. In this work, we focus on estab-

lishing a comprehensive benchmark for connected
number recognition using Povey et al. (2011) and
Radford et al. (2022).

Datasets often used to train these models are
trained on large, clean, and very generic. Few of
the notable datasets for Indian languages include
Bansal et al. (2023) for Hindi, Rakib et al. (2023)
for Bengali, Manjutha et al. (2019) for Tamil,
Banga et al. (2019) for emotion-based speech
recognition and accented speech data by Rajaa
et al. (2022). However to date, there aren’t any
large datasets specifically developed for connected
numbers, accordingly in this work, we create new
dataset catering to CNR in Tamil and Hindi.

3 Dataset

Characteristics Values
Languages Selected Tamil, Hindi

Number of Train Samples 56000, 35000
Number of Test Samples 8000, 5000

Sampling Rate 16 KHz
Preprocessing at collection None

Maximum SNR 60%
Dual Talk Yes

Background Noise Yes
Inaudible Sound Yes

Clipping Yes
Repeated Numbers Yes

Pitch Variations Yes
Long Pauses Yes

SNR ě20

Table 1: Dataset Characteristics of HCNR

The overall HCNR dataset characteristics are
as shown in Table 1. Specifically, we collected
datasets for two languages namely Tamil and
Hindi, with the former used for the main evalua-
tion and the latter to test the scalability of results.
For Tamil, we explored various districts of Tamil
Nadu, while for Hindi we collected data across
Northern states of India. Moreover, each person
was randomly shown a number and was asked to
repeat the same as per day-to-day usage and these
were recorded at the specific sampling frequency.
Each of the collected samples was re-sampled at
16KHz inline with Radford et al. (2022).

The dataset was separated into the train, valida-
tion, and test splits as shown in Table 1, without
any overlap between the speakers themselves. Be-
sides, the speakers used across the sets included
both male and female genders. Also, the dataset
collected was made sure to include (a) Dual talk
(more than one person speaking) (b) Background
noise below 300 Hz (c) Inaudible sound, where
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Sample
Characteristics

Number of Samples
Tamil Hindi

Clean 4721 4432
Dual Talk 11 254

Background Noise 116 78
Inaudible Sound 40 28

Missing Segments 52 18
Repetitions 2 5

Others 58 185

Table 2: Characteristics of HCNR from randomly drawn
5000 samples from training set.

Figure 1: Histogram of SNR of Hindi data.

the quality of spoken number is poor (d) Missing
digit Segments where speech doesn’t include any
digits (e) Clipping in Spoken Number where com-
plete instance of spoken number is not present (f)
Repetition of spoken number (g) Long pauses be-
tween spoken numbers (h) Pitch variations leading
to changes of speech within a sample (See Table
2). Figures 2 and 1, show the signal-to-noise ra-
tio (Kim and Stern, 2008) of the collected dataset.
From the histograms, we can see that for the Hindi
dataset, around 45% of the total speech samples
are having SNR less than 40 db while for the Tamil
dataset, around 57% of the total speech samples
are having SNR less than 40 dB.

Figure 2: Histogram of SNR of Tamil data.

4 Experimental Setup

Our experimental setup is split into two parts
which aim to establish a strong baseline for the
problem of connected number recognition. More
specifically, we assess WER for the baseline meth-
ods that are not end-to-end ASRs, rather widely
used hybrid deep learning LSTM-TDNN model.
Following this, we understand various errors and
relate them to the characteristic of the dataset
in turn highlighting the strength and weaknesses
of the said baseline methods. Following this,
we explore certain mitigation strategies to further
ground the method so selected as a strong base-
line candidate for connected number recognition.
Throughout this work, we employ Word Error
Rate (WER) and Sentence Error Rate (SER) inline
with Klakow and Peters (2002).

4.1 Methods

Following are the various models used in this
work.

• Baseline Hybrid ASR: In this work, we use
LSTM-TDNN (LT-Kaldi) architecture that is
part of Kaldi Speech Toolkit (Povey et al.,
2011). This baseline model is composed
of size convolutional layers and 15 factor-
ized time-delay neural networks with a to-
tal of 31M parameters. We follow the stan-
dard Kaldi training recipe. The input to this
model is high-resolution MFCCs with cep-
stral mean normalization. The LT-Kaldi-F
model is trained for a total of 5 epochs on
the training samples from Table 1. Addition-
ally, LT-Kaldi-P model is trained on 50%
of total training samples. This is a stan-
dard setup taken from Kaldi Speech Toolkit
(Povey et al., 2011).

• End-to-End ASR: Though our end goal,
is to establish a baseline benchmark for
CNR and analyze it thoroughly, we how-
ever debate on the merits of end-to-end
ASR models specifically, Wav2Vec 2.0 and
Whisper. From now on we refer to these
models with the following tags (i) w2v2:
Fine-tuned wav2vec2-large-xlsr-53
in Tamil and Hindi using the Common Voice
(ii) WH: This model is a fine-tuned version
of openai/whisper-small on the Tamil and
Hindi data available from multiple publicly
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available ASR corpora (For fine tuning Tamil
ASR models, Tamil characters are used).

• Error Mitigation Methods in ASR: Addi-
tionally, we also explore (i) P1: Spectral Gat-
ing, (ii) P2: Spectral Subtraction as two mea-
sures to see effect of background noise reduc-
tion, that is part of the input, (iii) P3: Speaker
Diarization to remove samples that consists
of more than one speaker and (iv) P4: PESQ
based score assignment to remove poor qual-
ity samples.

5 Results and Discussion

5.1 Evaluation measure

For evaluating the performance of the system, we
used World error rate (WER). The motivation
for using WER as a performance measure comes
from the type of output we are getting. As we
are getting the translated text from the process of
recognizing speech there is a possibility that some
words may be left out or mistranslated. WER can
be calculated by taking into account all of these
possibilities. Mathematically, WER can be calcu-
lated as

WER “
S ` D ` I

N
, (1)

Here, S is the number of substitutions, D is the
number of deletions, I is the number of insertions,
C is the number of correct words, N is the num-
ber of words in the reference pN “ S ` D ` Cq.
Sentence error rate (SER) is the number of incor-
rect sentences divided by the total number of sen-
tences.

We structure the discussion of results by focus-
ing on establishing the suitability of the simple hy-
brid method of LT-Kaldi as the baseline for the
task of CNR. Although ASR-based methods are
used for a subset of ASR problems, the overall
results for CNR are not well-established with a
significantly large dataset as approached by this
work. Accordingly, in Table 3, we compare the
results of LT-Kaldi across different settings men-
tioned earlier. From the results we can explicitly
see that for both Tamil and Hindi with full data,
the individual word error are 15% and 7% respec-
tively, indicating the simple methods indeed show
strong performance on the overall dataset with a

variety of characteristics. SER depends on the cor-
rectness of each word in a complete sentence. If
there is a prediction error only in one word of a full
sentence, it will make the prediction of the entire
sentence wrong. That’s why the SER is relatively
higher than the WER.

Table 4 shows error statistics of LT-Kaldi in the
test set with a breakdown across sample character-
istics. Meanwhile, Table 5, shows example pre-
dictions and errors in Tamil (Transliterated).

WER (%) SER (%)
Method Tamil Hindi Tamil Hindi

LT-Kaldi 15.11 7.63 25.64 15.40

Table 3: Baseline results on HCNR across different
methods.

Sample
Characteristics

Erroneous
Samples

Tamil Hindi
Dual Talk 52 329

Background Noise 514 328
Inaudible Sound 273 138

Missing Segments 160 46
Repetitions 33 8

Others 216 241

Table 4: Error statistics across languages with LT-Kaldi
on test set.

From the table 4, we can see that for Tamil,
the overall WER is majorly dominated by sam-
ples with background noise, repetition of spoken
numbers, and Inaudible sound respectively. Mean-
while, in the case of Hindi, the resulting errors
are heavily concentrated in background noise, dual
talk, and repetition of spoken numbers. For this
analysis, we considered all samples of the test set
for both Hindi as well as Tamil language. Further
contrasting the two languages, one would argue
that background noise and dual talk are vital to be
handled in the problem of CNR, followed by rep-
etition of spoken number and Inaudible sound re-
spectively. Thus, the languages despite being dif-
ferent the model shows common behavior across
its errors, indicating its potential generalization.

Meanwhile, to further verify the effectiveness
of LT-Kaldi, we subject the samples of the test
set to noise removal using P1 and P2 respectively.
For P1, we compare the spectrogram of the in-
put speech and estimate a noise threshold (SNR
Threshold) to gate out the unnecessary signals. In
this work, we test with three different SNR thresh-
old values namely None, <15, <30 respectively.
Meanwhile, for P2, we subtract the current speech
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spectrum with noise to estimate a clean signal.
The result with these methods is as shown in Ta-
ble 6 and 7 respectively. From the tables, we can
see that with both spectral gating and spectral sub-
traction on the overall data, there is indeed a neg-
ative impact on the overall results across both lan-
guages. This is because of models like LT-Kaldi
tempo-spectral properties of any type of speech
and noise and adding noise removal method in-
deed distorts speech samples and in turn effec-
tively removes useful parts. While noise removal
using spectral gating had a negative impact, we ar-
gue that the method is crude in removing noise and
rather verify the same using spectral subtraction
to obtain results as shown in Table 7. From the
results, we can see that indeed removing noise im-
proves the results of Tamil CNR by 1% with a still
negative impact on the Hindi language. The po-
tential reason behind this may be the degradation
of signal power with respect to the noise power. In
few samples (% of total samples) the SNR is low,
which essentially signifies that the signal power is
nearly equal to the noise power. In these cases the
application of noise cancellation techniques may
also result in the degradation of necessary signal
information. However, more investigation is re-
quired in this regard.

Meanwhile, we also argue that the removal of
dual talk would improve the overall results due to
inherent distortion created by the voices of mul-
tiple people. Accordingly, we employ works of
Bredin et al. (2020) where we remove samples that
have more than one identified speaker and accord-
ingly obtain results as shown in Table 8. Besides
combining all the pre-processing methods shows
additional improvement as shown in Table 9.

Apart from the speaker diarization to remove
samples, we also employ PESQ based technique
to assign score to each speech sample. Its value
lies in between -0.5 to 4.5. A higher score indi-
cates a better signal quality. If the score is greater
than a threshold, it means that the quality of the
speech sample is good and we can consider that
sample for further proceedings. This score has
been calculated between the raw speech sample
and its processed version (speech signal after pass-
ing through the spectral subtraction based noise
cancellation pipeline). For more details refer to
this work. For getting the threshold, we create the
histogram of scores of all speech samples of Hindi
and Tamil languages (Fig. 3 and Fig. 4). After

manually visualizing the histograms, we decided
to keep 2.3 and 1.9 as the threshold for the Hindi
and Tamil speech samples respectively. However,
more experiments can be done to get a more robust
threshold value.

Figure 3: Histogram of PESQ score Hindi data.

Figure 4: Histogram of PESQ score of Tamil data.

From the result again we can see net effective-
ness restricted to only around 1% indicating the ef-
fectiveness of preprocessing methods on the prob-
lem of CNR is not high, warranting more study in
the training process and sample processing. Over-
all from results across Table 3-9, we can conclude
that LT-Kaldi is a descent baseline for CNR with
various preprocessing methods having a negligi-
ble effect on the results. To further, establish the
effectiveness of the results of LT-Kaldi, we com-
pare the results of LT-Kaldi with Wav2vec2 and
whisper respectively. To this end, we compare the
results of LT-Kaldi trained with HCNR against pre-
trained models Wav2vec2 and whisper in Table 10.
The poor performance is because the models are
trained on general speech data. It also signifies
that if we want to use the model for utilizing con-
nected numbers for any specific task, we need to
finetune the publicly available SOTA models on
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PredictionInput
Tamil Sample LT-Kaldi WH

Muppattu mūu āyirattu en. n. ūu aupattiran. t.u mūu āyirattu muppattu mūu āyirattu en. n. ūu aupattiran. t.u nukarppu en. n. ūi aupatti iran. t.u
Tol.l.āyirattu aintu eupattaintu vārttai
Ainūu irupattou et.t.u ea

Muppattu nāku āyirattu en. pattu mūu nāku āyirattu en. pattu mūu tōt.t.i nāku āyirattu topatti mūu
Ōr āyirattu nūi nāpattu mūu ōr āyirattu nāpattu mūu āyirattu nāpattu mūu āyiratti nāppatti mūn. u āyiratti nāppatti mūn. u

Tol.l.āyirattu en. pattu nāku toūu en. pattaintu coatu

Table 5: Example Errors from Tamil with LT-Kaldi and WH models

Method SNR
Threshold

WER (%) SER (%)
Tamil Hindi Tamil Hindi

LT-Kaldi + P1 None 15.34 8.23 29.23 16.84
LT-Kaldi + P1 <15 15.52 9.40 30.17 16.70
LT-Kaldi + P1 <30 15.81 9.09 30.54 17.09

Table 6: Results on HCNR for LT-Kaldi with spectral
gating.

Method SNR
Thresholding

WER (%) SER (%)
Tamil Hindi Tamil Hindi

LT-Kaldi + P2 None 14.37 9.41 26.35 18.09

Table 7: Results on HCNR for LT-Kaldi with spectral
subtraction.

WER (%) SER (%)
Method Tamil Hindi Tamil Hindi

LT-Kaldi + Diarization 14.03 6.35 26.31 12.40

Table 8: Results on HCNR across with LT-Kaldi and
Diarization

WER (%) SER (%)
Method Tamil Hindi Tamil Hindi

LT-Kaldi + P2 + P3 13.57 7.85 26.35 15.62
LT-Kaldi + P2 + P4 13.72 8.49 27.21 16.52

Table 9: Results on HCNR across with LT-Kaldi with
P2, P3 and P4

the specific dataset.
From the results it is evident both the models

are directly not suitable for CNR with high WER,
indeed indicating that simply trained LT-Kaldi is
a more suitable baseline method. Table 5, shows
various errors obtained using WH on Tamil lan-
guage. From the results it is evident that E2E mod-
els indeed being unable to understand the spoken
language, indicating the need for domain adapta-
tion. This is in contrast with other applications of
ASR where E2E show high results.

WER (%) SER (%)
Method Tamil Hindi Tamil Hindi

w2v2 98.63 71.08 99.12 87.07
WH 93.37 85.70 97.80 93.70

Table 10: Results on HCNR across Wav2vec2 and
Whisper models.

6 Conclusion and Future Work

Overall in this work, we study the problem of CNR
by creating a new HCNR dataset and report base-
line results with the LT-Kaldi model across Tamil
and Hindi languages. In the process, we find that
the baseline LT-Kaldi shows WER of around 15%
and 7% respectively across the languages. In the
due process, we conjectured the sample character-
istics might be the key reason leading to higher
WER through analysis, for which we studied spec-
tral gating, spectral subtraction, and diarization
methods for further improvement. However, we
could see that the overall results improved only
by 2% for Tamil and 1% for Hindi CNR. Most
importantly, we could also see that compared to
LT-Kaldi, the pretrained models performed signif-
icantly worse, unlike prior works. However, we
think this may be attributed to the case of out-
of-domain samples, needing further studies. In
this regard, a possible question to explore includes
evaluating the effect of training the E2E model
with HCNR and the effect of in-domain data on
CNR performance. Additionally, we plan to ex-
plore other methods to remove negative sample
characteristics and study their impact on overall
CNR results.
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