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Abstract

Sentiment analysis in natural language process-
ing (NLP), endeavors to computationally iden-
tify and extract subjective information from tex-
tual data. For low-resourced languages such as
Tamil and Tulu, predicting sentiment becomes
a challenging task due to the presence of text
comprising various scripts and langauges. In
this research, we present the sentiment anal-
ysis of code-mixed Tamil and Tulu YouTube
comments. We have developed Bidirectional
Long-Short Term Memory (BiLSTM) networks
based models for both languages by deploying
contextualized word embeddings at input lay-
ers of the models. For that purpose, ELMo
embeddings have been trained on larger unan-
notated code-mixed text like corpora. Our mod-
els performed with macro average F1-scores
of 0.2877 and 0.5133 on Tamil and Tulu code-
mixed datasets respectively.

1 Introduction

Sentiment analysis, a subfield of Natural Lan-
guage Processing (NLP), pursuits to computation-
ally identify and extract subjective data, such as
opinions, emotions, and attitudes from textual data.
It plays a crucial role in understanding human’s
evaluations expressed in numerous forms of com-
munication, including social media, customer re-
views, and online forums (Thavareesan and Ma-
hesan, 2020). The proliferation of social media
platforms allows individuals to proportion their
perspective public opinions in written form on
the internet (Patra et al., 2018). The users hav-
ing knowledge of multiple languages, often post
their thoughts and reaction in multilingualism. It
happens due to no restrictions or limitations on the
usage of diverse languages or their syntactic rules
(Suryawanshi et al., 2020).

The practice of blending multiple languages at
various levels, including sentences, words, or sub-

words within the same text, is known as code-
mixing. There are several reasons for code-mixing
such as bilingualism, social community, vocabu-
lary, the speaker and their conversation partner,
the context or situation, and social prestige (Bal-
ahur and Turchi, 2014). These are considered the
primary factors influencing code-mixing on social
media networks. Code-mixing often occurs due
to the unavailability of a particular word or phrase
in a particular language, compelling individuals
to incorporate words or phrases from their native
language in order to enhance comprehension for
the receiver (Ahmad et al., 2022).

Although sentiment analysis has gained signifi-
cant attention in recent years, most of the research
has primarily focused on monolingual text, pre-
dominantly in English. However, the emergence of
code-mixed text brings forth distinctive challenges
and opportunities for researchers. The developing
presence of code-mixed text presents unique de-
manding situations and possibilities for sentiment
analysis. There is a limited amount of research
on sentiment analysis in low-resourced languages
particularly for Tamil and Tulu. The datasets for
this research, contains various types of languages
including Tamil, Tulu, English, Romanized Tamil,
and Tulu, as well as mixed text and emoticons. The
diverse range of languages in the text presents sig-
nificant difficulties in achieving higher accuracy of
sentiment prediction models.

In this paper, we present the sentiment analy-
sis of code-mixed Tamil and Tulu YouTube com-
ments as a shared task1. We propose Bidirectional
Long-Short Term Memory (BiLSTM) networks
based models for both languages; Tamil and Tulu
which further use contextualized word embeddings
at input layers of the models. For that purpose,
Embeddings from Language Models (ELMo) em-

1https://codalab.lisn.upsaclay.fr/competitions/11095
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beddings have been trained on larger unannotated
code-mixed like corpora. For both language, the
transfer learning by using trained ELMo models
was quite helpful to achieve the improved sentiment
prediction results. Our models performed with the
macro average F1-scores of 0.2877 and 0.5133 on
Tamil and Tulu code-mixed datasets respectively.
ELMo Embeddings have shown state of the art
performances for low-resourced NLP tasks such
as part of speech tagging (Tehseen et al., 2022),
phrase chunking (Ehsan et al., 2022), constituency
(Ehsan and Hussain, 2020, 2022) and dependency
parsing (Ehsan and Butt, 2020). The next sections
of the paper present literature review, corpora de-
tails, model architecture and results.

2 Literature review

Tamil, being one of the ancient languages with
a vibrant literary heritage, is predominantly spo-
ken in the Indian state of Tamil Nadu and certain
regions of Sri Lanka (Chakravarthi et al., 2018).
There has been a surge in interest regarding senti-
ment analysis in Tamil, given its extensive usage
in diverse domains such as social media, news, and
product reviews. Numerous research studies have
concentrated on constructing sentiment analysis
models specifically for Tamil, employing a range
of methodologies, including rule-based techniques,
machine learning algorithms, and deep learning
architectures.

For code-mixed Tamil-English text’s sentiment
analysis, Chakravarthi et al. (2020a) developed a
corpus, TamilMixSentiment 2, which is a corpus
comprising Tanglish (a mix of Tamil and English)
comments from YouTube videos. The develop-
ment of TamilMixSentiment followed guidelines
based on the work from Mohammad (2016) and
without annotating language tags at the word-level.
The inter-annotator agreement was found to be 0.6,
indicating a moderate level of agreement among
the annotators. They annotated 15,744 comments,
making it the largest sentiment corpus for the under-
resourced language featuring code-mixing phenom-
ena. They detailed the procedure of developing a
code-mixed corpus and attributing polarities. Fur-
ther, they presented the outcomes of sentiment anal-
ysis trained on the corpus, serving as a benchmark.

Chakravarthi et al. (2020b) employed BiLSTM
and Recurrent Neural Networks (RNN) with sub-
word representation to categorize text based on

2https://github.com/bharathichezhiyan/TamilMixSentiment

its polarity. Additionally, for code-mixed Tamil-
English corpus, Chakravarthi et al. (2022) intro-
duced three sentiment assessment frameworks:
BERT (Bidirectional Encoder Representations
from Transformers) and logistic regression clas-
sifier, DistilBERT, and rapid Text-mod.

For Tamil code-mixed sentiment analysis, Shan-
mugavadivel et al. (2022) analyzed machine learn-
ing frameworks. The research objective was to
develop hybrid deep learning models that combine
Convolutional Neural Network (CNN) with LSTM
and CNN+BiLSTM. Hybrid models performance
was compared with state-of-the-art methods, in-
cluding traditional machine learning techniques.
Among all their developed models, the proposed
CNN+BiLSTM framework outperformed with an
accuracy of 66%.

Tulu is an Indian language belonging to the Dra-
vidian language family, spoken mainly in the re-
gion. It is gaining attention in sentiment analysis
research. However, compared to other languages,
Tulu has not been extensively studied in this area.
The limited focus on sentiment analysis in Tulu can
be attributed to the lack of annotated datasets and
linguistic resources available for the language.

For sentiment analysis of Tulu-English code-
mixed text, Kannadaguli (2021) developed a cor-
pus comprising 5,536 YouTube comments. The
dataset construction focused on extracting com-
ments written in the Latin script of Tulu and
Tulu-English code-mixed. The annotated Tulu-
English dataset was then utilized to implement
various machine learning (ML) and deep learn-
ing models, and a transformer-based classifier us-
ing BERT framework. Keras embeddings and
Term-Frequency-Inverse Document-Frequencies
(TF-IDF) were used as attributes for deep learn-
ing and machine learning models respectively. The
BiLSTM framework demonstrated the best perfor-
mance with notable F1-scores across all the classes.

Hegde et al. (2022a) worked on corpus creation
for code-mixed Tulu Text for sentiment analysis.
They scraped 7,171 YouTube comments and subse-
quently annotated them to predict emotions within
the code-mixed Tulu data, establishing a founda-
tional benchmark. They utilized traditional ML al-
gorithms employing TF-IDF features derived from
word bigrams and trigrams. In all sentiment classes,
the Multi-Layer Perceptron (MLP) and Support
Vector Machine (SVM) classifiers performed com-
parably better and reported an F1-score of 0.60.
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3 Code-Mixed Corpora

In this section, we present details of corpora and
datasets which have been used to train the sen-
timent analysis and transfer learning. The train,
development and test sets were released by the or-
ganizers of the shared task. Moreover, we used
additional corpora to train ELMo embeddings to
perform transfer learning for both Tamil and Tulu
code-mixed text.

3.1 Tamil
Details of the Tamil code-mixed text for training
and evaluation sets are given in the Table 1. The
number of sentences in the Tamil dataset is greater
than that in the Tulu dataset. Tamil train set con-
tains 320,746 tokens in total with 9.4 tokens per
sentence on average.

Category # Sentences # Tokens
Training set 33,989 320,764
Development set 3,786 35,424
Test set 649 8,019

Table 1: Details of Tamil code-mixed train, develop-
ment and test sets.

The sentences which are actually YouTube com-
ments, also have emoticons of different types. As
the text contains sentences from different scripts
and hence has large vocabulary. The Romanized
text usually lacks the standard spellings which
makes it challenging to train and achieve better pre-
dictions. The dataset contains sentences in Tamil
script, Romanized Tamil, English, Tamil and Ro-
manized and Tamil with English phrase. Each sen-
tence has been categorized in any of the four senti-
ment classes; Positive, Negative, Mixed Feelings
and Unknown State.

The transfer learning is a suitable method for
small to medium sized annotated datasets. We
have trained contextualized ELMo embeddings to
achieve context-sensitive word vectors and to cater
Out-Of-Vocabulary (OOV) words. The ELMo em-
beddings produce character-based word vectors
which are helpful to learn morphology as well as
semantics of a language. To perform the trans-
fer learning for code-mixed Tamil, we have used
corpora from multiple sources containing text in
various scripts. The Table 3 shows statistics of cor-
pora from different sources. The Tamil text corpus
has been collected from Kaggle3, the repository

3https://www.kaggle.com/datasets/praveengovi/tamil-

of Tamil - Language Corpus for NLP. We have
used a sub-directory containing 357 files of Tamil
text with 1,444,046 sentences and 50,743,745 to-
kens. The Romanized Tamil corpus has been
collected from CC100 corpora4 (Conneau et al.,
2019). The corpus contains 6,243,679 sentences
and 36,893,050 tokens. The English language text
has been collected from Kaggle under the reposi-
tory IMDB 320.000 Movie Reviews5. The repos-
itory contains reviews from IMDB6. The IMDB
dataset contains 320,748 comments and 83,249,225
tokens. As the training dataset has been collected
from YouTube comments, therefore, the movie re-
views corpus will be useful to perform transfer
learning. An additional News and Blogs7 corpus
has been collected from Kaggle to increase the size
of the English corpus. The News and Blogs dataset
contains 160,036 sentences and 82,627,416 tokens.
Overall, the corpus contains 8,168,509 sentences
and 253,513,436 tokens from the four sources.

3.2 Tulu
Details of the Tulu code-mixed text provided for
training and evaluations are given in the Table 2.
Tulu is a low-resourced language with a scarce on-
line corpora. In the shared task, Tulu language has
only 6,457 sentences and 36,628 tokens. Similarly,
the development and test sets contain 4,729 and
4,077 tokens respectively. The dataset contains
sentences in Tulu script, Romanized Tulu, Tulu
with Romanized and English text. There are four
sentiment classes, which are; Positive, Negative,
Neutral and Mixed Feelings.

Category # Sentences # Tokens
Training set 6,457 36,628
Development set 781 4,729
Test set 708 4,077

Table 2: Details of Tulu code-mixed train, development
and test sets.

To overcome the data scarcity of Tulu text re-
sources, we have performed the transfer learning by
using Kannada language corpus. As Tulu is closely
related to Kannada with respect to vocabulary and
linguistic features (Hegde et al., 2022b; Vyawahare

language-corpus-for-nlp
4https://metatext.io/datasets/cc100-tamil-romanized
5https://www.kaggle.com/datasets/nikosfragkis/imdb-

320000-movie-reviews-sentiment-analysis
6https://www.imdb.com/
7https://www.kaggle.com/datasets/patjob/articlescrape



155

Sr.# Data source # Sentences # Tokens
1 Tamil - Language Corpus for NLP 1,444,046 50,743,745
2 CC100 - Tamil Romanized8 6,243,679 36,893,050
3 IMDB 320.000 Movie Reviews 320,748 83,249,225
4 News and Blog 160,036 82,627,416

Total 8,168,509 253,513,436

Table 3: Details of Tamil code-mixed corpora to perfrom transfer learning by training contextualized ELMo
embeddings.

Sr.# Data source # Sentences # Tokens
1 CC100 - Kannada 2,000,000 30,376,315
2 CC100 - Kannada (Romanized) 2,000,000 30,376,315
3 IMDB 320.000 Movie Reviews 320,748 83,249,225

Total 4,320,748 144,001,855

Table 4: Details of Tulu code-mixed corpora to perform transfer learning by training contextualized ELMo
embeddings.

et al., 2022). We further transliterated the Kannada
text to Romanized Kannada by using a transliter-
ator called om-transliterator9. The transliterator
is an open source python library which is freely
available to use. Table 4 shows statistics of cor-
pora which have been used to train ELMo embed-
dings. The Kannada corpus has been collected
from CC100 corpora10 (Conneau et al., 2019). We
have used two million sentences from this corpus
which were further transliterated to the Roman
script. Additionally, the IMDB 320.000 Movie Re-
views dataset has been included to the code-mixed
large corpus for transfer learning.

3.3 Corpus Preparation

A few pre-processing operations have been per-
formed on the labeled datasets as well as unlabeled
corpora. In both Tamil and Tulu datasets, Roman-
ized and English text has been converted to lower
case. Tokenization is a basic task to perform any
NLP task. Initially, the tokenization has been per-
formed on the basis of the space character but there
are many non-word tokens like punctuation and
symbols which were combined with words. We
have separated these types of symbols from words
and used them as separate tokens. Both Tamil and
Tulu datasets contain emoticons in them which are
quite important to represent the sentiments and
feelings. In many sentences, there are repeating
emoticons without space in them. We have con-
verted all emoticons to the English text in both

9https://pypi.org/project/om-transliterator
10https://metatext.io/datasets/cc100-kannada

datasets. For that purpose, we have used a python
package emoji11 which has a function to demojize
the text. This function takes a sentence as input and
returns the same sentence by replacing emoticons
with equivalent text. The demojization was quite
helpful to learning contextual word vectors to learn
the sentiment labels.

4 Model

We developed the sentiment analysis model by us-
ing Bidirectional Long-Short Term Memory (BiL-
STM) networks. BiLSTM based neural models are
quite capable to learn sequence labels which can
also be used to predict sentence level tasks like sen-
timent analysis. The model has two LSTM layers,
first layer scans the word sequences in the forward
direction while the other layer scans the word se-
quences in opposite i.e. backward direction. The
LSTM based models learn next and previous words
to attain the contextual information within sen-
tences. The input sequence of N words x1,x2,...,xn

is given as input. The BiLSTM(x1:n,i) function has
been shown in the Equation 1 which demonstrates
the concatenation of forward and backward lay-
ers. LSTMf represents the forward layer whereas
LSTMr shows the backward layer. The function
denotes to a vector i by conditioning the past an-
tiquity x1:i and the forthcoming sequence xi:n as
well.

BiLSTM(x1:n, i) = LSTMf (x1:i).LSTMr(xn:i) (1)

11https://pypi.org/project/emoji
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Figure 1: BiLSTM based sentiment analysis model architecture.

The softmax non-linearity function is employed
at the output layer which performs the multi-class
classification returning sentiment label classes li
for each input sequence of N words x1,x2,...,xn as
shown in Equation 2.

oi = Softmax(Xhi + b) (2)

The Figure 1 shows our BiLSTM based neural
model architecture which has been trained for sen-
timent analysis for the Tamil and Tulu code-mixed
datasets. The dataset contains sentences followed
by sentiment labels. The training sentences have
been transformed to vectors to use them in the neu-
ral model at input layer. The word vectors have
been concatenated with the contextualized vectors
achieved from the EMLMo embeddings. The con-
catenated vectors are further fed to hidden LSTM
layers. We experimented with two hidden LSTM
layers. The Dropout layers have been added be-
tween LSTM layers and before the output layer.
The LSTM layers are followed by a Flatten layer
to perform sentiment labeling. The Softmax non-
linearity has been used at dense output layer to
perform multi-class classification. Finally, the sen-
timent classes are predicted on the basis of maxi-
mum likelihood. The predicted labels have been
evaluated against gold labels for development and
test sets.

The sentiment analysis model has been devel-
oped by using keras library with the Tensorflow
back-end in Python-3. The bidirectional LSTM
layers had 200 hidden units. The value for Dropout
layers was set to 0.2 (20%). Root Mean Squared
Propagation (RMSprop(0.001)) optimization func-
tion has been used in the model. The categorical
cross-entropy loss function was used in all experi-
ments. The word vectors have been trained to have

128 dimensions, however, ELMo embeddings have
been trained with 256 projection dimensions. The
LSTM sentence length was set to the longest sen-
tence with padding sequences in the datasets for
both Tamil and Tulu. Transfer leaning by training
ELMo embeddings were quite useful to achieve
better results. The following section describes the
details of ELMo embeddings and its parameters.

4.1 Transfer Learning

Deep learning based models are data hungry mod-
els as they require a lot of annotated samples to
produce the state-of-the-art results. However, the
annotation of such huge datasets is quite costly
in terms of human resource, expertise and time.
Transfer learning is a suitable technique by train-
ing word representations on large unannotated cor-
pora. This method helps in the training by learning
context and OOV tokens. We have trained ELMo
embeddings on code-mixed text for Tamil and Tulu
languages.

Context-free word embeddings produce unique
vectors for each token in the corpus which repre-
sent a single meaning. The well-known context-
free word embeddings are GloVe (Pennington et al.,
2014), Word2Vec (Mikolov et al., 2013) and fast-
Text (Bojanowski et al., 2017). However, contextu-
alized word representations are able to learn mean-
ings with respect to the contexts of the words be-
cause a single word may have multiple meanings in
a language. ELMo embeddings (Peters et al., 2018)
produce contextualized vectors to learn the mean-
ings with respect to the context. The code-mixed
datasets contain Romanized text for both Tamil and
Tulu. People usually use the Roman spellings ac-
cording to their personal practices which results
in a lot of variations in the text producing larger



157

Intermediate
word vectors

LSTM LSTMForward LSTM....

LSTM LSTMForward LSTM....

Intermediate
word vectors

LSTM LSTM LSTM....Backward

LSTM LSTM LSTM....Backward

Raw word
vectors

w1 w2 wn

Layer 1

Layer 2

ELMo

....

Figure 2: ELMo architecture.

vocabulary. ELMo embeddings are trained on the
basis of character sequences creating an ability to
learn spelling variations as well as morphology of
the languages.

The Figure 2 shows the ELMo architecture
which contains three neural network layers. First
layer is a convolutional layer which operates on
character sequences. The second and third lay-
ers are bidirectional layers where each layer con-
tains two concatenated LSTMs. The output of the
third layer produces the contextualized word em-
beddings for the given text. The details of corpora
which have been used to train ELMo embeddings
for both Tamil and Tulu code-mixed datasets are
given in the Table 3 and the Table 4 respectively.
The vocabulary for both languages has been used
with minimum frequency of 20. The ELMo projec-
tion dimension size was set to 256 and the ELMo
model was run for five epochs for each language.

5 Results

The macro average metric has been used to evalu-
ate the prediction of the shared task. The findings
of the shared task are presented by Hegde et al.
(2023). In our submissions, we achieved the macro
average F1-scores of 0.2150 and 0.5220 for Tamil
and Tulu code-mixed datasets respectively. How-
ever, our initial models lacked English data, proper
tokenization and demojization. We retrained the
models and the updated results for development
and test sets which are shown in the Tables 5, 6, 7

and 8.

Category Pre. Rec. F1-score
Positive 0.7669 0.7944 0.7804
Negative 0.3545 0.6521 0.4593
Mixed feelings 0.3699 0.1461 0.2095
Unknown state 0.5128 0.3290 0.4008
micro avg 0.6263 0.6263 0.6263
macro avg 0.5010 0.4804 0.4625
weighted avg 0.6277 0.6263 0.6124

Table 5: Sentiment analysis results for Tamil code-
mixed development set.

Category Pre. Rec. F1-score
Positive 0.1235 0.4247 0.1914
Negative 0.6340 0.3639 0.4624
Mixed feelings 0.2404 0.2475 0.2439
Unknown state 0.3000 0.2190 0.2532
micro avg 0.3220 0.3220 0.3220
macro avg 0.3245 0.3138 0.2877
weighted avg 0.4448 0.3220 0.3537

Table 6: Sentiment analysis results for Tamil code-
mixed test set.

The results for Tamil code-mixed sentiment anal-
ysis have been improved by enhancing the size and
the quality of the datasets for transfer learning. The
macro average F1-score has been improved with a
gain of 0.0727 points. The model performed better
on development set with a macro average F1-score
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of 0.4625 as compared to the test set. The reason
behind the significant difference is the size of evalu-
ation sets for Tamil. The development set contains
3,786 sentence whereas the test set contains only
649 sentences.

On the other hand, the Tulu evaluation sets have
almost same number of samples. The Tulu model
performed with the macro average F1-scores of
0.5386 and 0.5133 on development and test set
respectively. The Tulu dataset has less variations
as compared to Tamil data as it mostly contains
Romanized Tulu comments which resulted higher
results.

Category Pre. Rec. F1-score
Positive 0.8506 0.7561 0.8006
Negative 0.5435 0.2778 0.3676
Neutral 0.5096 0.7921 0.6202
Mixed feelings 0.4194 0.3250 0.3662
micro avg 0.6440 0.6440 0.6440
macro avg 0.5807 0.5377 0.5386
weighted avg 0.6607 0.6440 0.6373

Table 7: Sentiment analysis results for Tulu code-mixed
development set.

Category Pre. Rec. F1-score
Positive 0.8615 0.7413 0.7969
Negative 0.5588 0.3167 0.4043
Neutral 0.5034 0.7614 0.6061
Mixed feelings 0.2875 0.2150 0.2460
micro avg 0.6314 0.6314 0.6314
macro avg 0.5528 0.5086 0.5133
weighted avg 0.6494 0.6314 0.6273

Table 8: Sentiment analysis results for Tulu code-mixed
test set.

From the results, it is quite evident that transfer
learning has the ability to produce competitive re-
sults for code-mixed corpora. However, the data
preparation is an important task before the train-
ing process. There should also be a balance in the
corpus having representation of various types of
comments. In this way, the sentiment analysis mod-
els could perform better. The sentiment analysis of
code-mixed text is important research topic which
requires more research to analyze online text.

6 Conclusion

This paper presents the sentiment analysis of code-
mixed Tamil and Tulu YouTube comments. The

code-mixed text contains text from different scripts,
such as, Tamil, Tulu, English, Romanized Tamil
and Tulu, mixed text and emoticons. The variety
of languages makes it quite challenging to predict
sentiments with higher accuracy. We proposed a
Bidirectional Long-Short Term Memory networks
based model for both languages which further uses
contextualized word embeddings at the input lay-
ers of the model. For that purpose, ELMo em-
beddings have been trained on larger unannotated
code-mixed text corpora. The transfer learning by
using trained ELMo models for both language was
quite helpful to achieve improved sentiment analy-
sis results. Our models performed with the macro
average F1-scores of 0.2877 and 0.5133 on Tamil
and Tulu code-mixed datasets respectively.
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