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Abstract

Sentiment Analysis (SA) examines the subjec-
tive content of a statement, such as opinions,
assessments, feelings, or attitudes towards a
person, product or anything. The increase in
the online users has also increased the SA con-
tent demanding the automated tools to ana-
lyze such content. Though several models are
developed for SA in high-resource languages
like English, Spanish, German, etc., under-
resourced languages like Dravidian languages
are less explored. Added to this is the complex-
ity of code-mixed texts on social media. To
address the challenges of SA in code-mixed
under-resourced Dravidian language texts, in
this paper, we team - MUNLP, describe the
models submitted to ”Sentiment Analysis in
Tamil and Tulu - DravidianLangTech” shared
task at Recent Advances in Natural Language
Processing (RANLP)-2023. Three models: i)
n-gramsSA - an n-grams based model in which
Term Frequency-Inverse Document Frequency
(TF-IDF) of word n-grams and characters se-
quences within the word boundary (char wb)
both in the range (1, 3), is used to train Lin-
ear Support Vector Classifier (LinearSVC), ii)
EmbeddingsSA - a Linear SVC model trained
with a concatenation of fastText and Byte Pair
word embeddings, and iii) BERTSA - a Trans-
fer Learning (TL) model with Tamil sentiment
Bidirectional Encoder Representations from
Transformers (BERT) are proposed for SA.
Among the three models, BERTSA exhibited a
macro F1 score of 0.26 for code-mixed Tamil
texts securing 2nd place in the shared task and
EmbeddingsSA exhibited a macro F1 score of
0.53 securing 2nd place for Tulu code-mixed
texts.

1 Introduction

The dynamic nature of social media platforms like
Twitter, Facebook, and YouTube, characterized
by rapidly evolving user-generated content, un-

derscores the importance of automated SA, opin-
ion mining, hate speech detection and offensive
language detection (Hegde et al., 2022b; Chin-
naudayar Navaneethakrishnan et al., 2023). An-
alyzing the sentiments of opinions, reviews, com-
ments, etc., about the photos, videos, songs, movies
or anything, on social media platforms such as
YouTube and Facebook, can offer valuable insights
to the organizations and individuals to make in-
formed decisions about the content (Bharathi and
Agnusimmaculate Silvia, 2021; Bharathi and Var-
sha, 2022; Swaminathan et al., 2022; Subramanian
et al., 2022; Chakravarthi et al., 2023a,b). By ana-
lyzing the opinions of the users’, content providers
can also tailor their strategies to better align the
content with the preferences and expectations of
users, fostering a stronger connection with the
users with the intention of potentially enhancing
their reputation. Such sentiment-driven insights
enable effective engagement, enabling them to ad-
dress concerns, capitalize on positive feedback, and
adapt their approaches for the improved outcomes
(Balouchzahi and Shashirekha, 2021; Chakravarthi
et al., 2022a,b; Chakravarthi, 2023).

SA is the process of computationally identifying
and categorizing opinions, emotions, and attitudes
expressed in written or spoken language. It has
emerged as a crucial field of study due to the sig-
nificant marks it leaves on the online users. SA is
witnessing the growing adoption on social media
platforms like YouTube, where it is leveraged as a
recommender system due to its significant impact
on viewers. (Balouchzahi et al., 2021; Hegde and
Shashirekha, 2022a)..

Technological limitations often lead users to ex-
press their sentiments and opinions in their native
languages using the roman script, along with the
inclusion of English words. This practice arises
from the convenience of keying in roman letters
compared to the more complex key combinations
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required for native language scripts, particularly in
the case of Indian languages (Balouchzahi et al.,
2022a; Hegde and Lakshmaiah, 2022). This results
in code-mixed text, where more than one languages
are combined at sentence, word, or sub-word level
within the same text. With the rise of social media
platforms and user generated content like senti-
ments and emotions, code-mixing texts have be-
come increasingly prevalent as users find it easier
to communicate their thoughts mixing the words
of different languages they are very much familiar.

The complexity of SA is significantly increased
in code-mixed texts as they combine words from
different languages at various linguistic-levels (Var-
sha et al., 2022; Balouchzahi et al., 2022b). An-
alyzing sentiments in such texts require the lan-
guage models and algorithms that are capable of ef-
fectively handling code-mixed content, accurately
identifying sentiment-bearing units, and decipher-
ing the sentiments expressed in different languages.
Overcoming these challenges is crucial for ob-
taining accurate and meaningful insights for code-
mixed SA.

Indian languages in general and Dravidian lan-
guages in particular, are under-resourced languages
and code-mixing adds further dimension, mainly
due to the problems with collecting and annotating
code-mixed data for various applications. ”Senti-
ment Analysis in Tamil and Tulu” is a shared task
in DravidianLangTech at RANLP 2023 with the
aim of promoting SA of code-mixed texts in Tamil
and Tulu (Hegde et al., 2023). We, team MUCS,
submitted three distinct models: i) n-gramsSA - an
n-grams based model in which Term Frequency-
Inverse Document Frequency (TF-IDF) of word
n-grams and char wb in the range (1, 3) are used
to train LinearSVC, ii) EmbeddingsSA - a Linear
SVC model trained using concatenation of fastText
and Byte Pair word embeddings, and iii) BERTSA
- a model constructed by fine-tuning Tamil senti-
ment BERT (only for Tamil language), to address
the challenges provided by the shared task.

The rest of paper is organized as follows: while
Section 2 describes the recent literature on code-
mixed text processing and SA, Section 3 focuses
on the description of the models submitted to the
shared task followed by the experiments and results
in Section 4. Conclusion and future works are
included in Section 5.

2 Related Work

SA aims to identify and classify sentiments ex-
pressed in text data into one of the predefined set
of sentiments such as positive, negative, neutral,
and mixed feelings. Machine Learning (ML), Deep
Learning (DL), and Transfer Learning (TL), are the
commonly used approaches for SA and few of the
relevant works are described below:

Kumar et al. (2021) presented an ensemble of
ML classifiers (Support Vector Machine (SVM),
Logistic Regression (LR), and Random Forest
(RF)) trained with TF-IDF of character n-grams
in the range (1, 3). to classify code-mixed Kan-
nada, Malayalam, and Tamil texts for SA. Their
models exhibited weighted F1 scores of 0.63, 0.73,
and 0.62 for Kannada, Malayalam, and Tamil code-
mixed texts respectively. Babu et al. (2020) pro-
posed two distinct Sentence BERT (SBERT) mod-
els, one which uses Manglish features as additional
features during fine-tuning cross entropy loss and
another that utilizes Class Balanced Loss (CBL)
to handle data imbalance for SA in code-mixed
Malayalam-English text. Out of these models
SBERT with CBL outperformed the other model
with macro F1 score of 0.71. Puranik et al. (2021)
fine-tuned two pretrained models: Universal Lan-
guage Model FIne-Tuning (ULMFiT) and multi-
lingual BERT (mBERT) models for SA in code-
mixed Dravidian languages (Kannada, Tamil, and
Malayalam) and obtained macro F1 scores of 0.63,
0.65 and 0.70 for code-mixed Kannada, Tamil and
Malayalam texts respectively.

Hegde and Shashirekha (2022b) describe Long
Short Term Memory (LSTM) models trained us-
ing Dynamic Meta Embedding (DME) features to
perform SA and homophobia detection as Task A
(code-mixed Kannada and Malayalam texts) and
Task B (code-mixed Tamil-English and English
texts) respectively. Their proposed models exhib-
ited macro F1 scores of 0.61, and 0.44 for code-
mixed Malayalam and Kannada texts respectively
in Task A and macro F1 scores of 0.58 and 0.74
for code-mixed Tamil-English and English texts re-
spectively in Task B. Balouchzahi et al. (2021) pro-
posed ensemble model (LR, SVM, and Multilayer
Perceptron (MLP)) with majority voting for SA in
code-mixed Kannada, Malayalam, and Tamil texts.
Using TF-IDF of character n-grams in the range
(1, 5) and syllables in the range (1, 6), to train the
ensemble model, they obtained weighted average
F1 scores of 0.628, 0.726, and 0.619 for Kannada,
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Hyperparameters Values
penalty l2

C 1.0
class weight balanced

max iter max iter
random state 100

loss squared hinge

Table 1: Hyperparameters and their values used in LinearSVC
algorithm

Malayalam, and Tamil code-mixed texts respec-
tively. Three models: SACo-Ensemble, SACo-
Keras, and SACo-ULMFiT, using ML, DL, and
TL respectively are proposed by Balouchzahi and
Shashirekha (2021) for SA in Tamil and Malayalam
code-mixed texts. SACo-Ensemble is an ensemble
model (MLP, eXtreme Gradient Boosting (XGB)
and LR) trained with the count vectors of charac-
ter sequences in range (2, 6), sub-words extracted
from Byte Pair embeddings, syntactic bi-grams,
and tri-grams, vectorized using CountVectorizer1.
These features are also used to train SACo-Keras
models. To build SACo-ULMFiT model, the au-
thors pre-trained it with raw text (Dakshina dataset
along with code-mixed Tamil and Malayalam texts)
and they fine-tuned with their Train sets for SA.
Among the three models, SACo-Ensemble models
obtained weighted average F1 scores of 0.62 and
0.72 for code-mixed Tamil and Malayalam texts
respectively.

From the above literature, it is clear that the re-
searchers explored several models to perform SA
in both high-resource and low-resource languages.
However, for most of the low-resource languages,
performances of the models are still less indicating
the scope for developing models for SA in low-
resource languages. Further, the code-mixed na-
ture of the social media comments in low-resource
languages intensifies the SA task.

3 Methodology

Three distinct models: n-gramsSA, Embed-
dingsSA, and BERTSA, are proposed for SA of
code-mixed Tamil and Tulu texts. The steps in-
volved in building the proposed models are given
below:

3.1 Preprocessing

Preprocessing step includes removing punctuation,
numerical data, user mentions, hashtags as well

1https://scikit-learn.org/stable/modules/generated
/sklearn.feature extraction.text.CountVectorizer.html

Hyper Parameters Values

Learning Rate 2e-5

Batch Size 16

Number of Epochs 2

Dropout Rate 0.1

Optimizer Adam

Weight Decay 0.01

Warmup Steps 500

Maximum Sequence Length 128

Embedding size 768

Table 2: Hyperparameters and their values used in BERTSA

as stopwords. English stopwords available at the
Natural Language Tool Kit (NLTK)2 library and
Tamil3 stopwords available at GitHub repository
are used as references to remove the English and
Tamil stopwords respectively. Emojis are trans-
formed into English text using demoji4 library.

3.2 Model Description

The framework of n-gramsSA and EmbeddingsSA
models is visualized in Figure 1. Both the models
use LinearSVC classifer and the hyperparameters
and their corresponding values used in LinearSVC
classifier are shown in Table 1. The hyperparame-
ters which are not mentioned in table are used with
their default values. The description of the models
follows:

n-gramsSA model - n-grams are sequential
collections of lexical units viz, words/characters
which capture the context by the sequential pat-
terns present in the text/words facilitating a
deeper comprehension of relationships between
word/characters. Selecting the appropriate value
for ’n’ in n-grams involves the desired level of con-
text. Larger ’n’ values, such as 3 or more, capture
longer sequences and dependencies between words,
which is beneficial for text classification tasks like,
SA, hate speech detection, and emotion analysis but
also increases the complexity of the learning mod-
els (Balouchzahi and Shashirekha, 2021). Word
and character n-grams in the range of (1, 3) are
extracted and vectorized using TfidfVectorizer5 to
train the LinearSVC model for SA.

2https://pythonspot.com/nltk-stop-words/
3https://gist.github.com/arulrajnet/

e82a5a331f78a5cc9b6d372df13a919c
4https://pypi.org/project/demoji/
5https://scikit-learn.org/stable/modules/generated/

sklearn.feature extraction.text.TfidfVectorizer.html
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Figure 1: Framework of n-gramsSA and EmbeddigsSA models

(a) Tamil (b) Tulu

Figure 2: Comparison of macro F1 scores of the participating teams in the shared task

EmbeddingsSA model - distributed representa-
tion of words, also known as word embeddings, is a
popular word representation technique, where each
word is represented by a low-dimensional dense
vector such that words having the same meaning
will have a similar representation. Sub-word em-
beddings are dense vector representations of sub-
word units - linguistic units that are smaller than
complete words but larger than individual charac-
ters, that capture their semantic and syntactic prop-
erties. The advantage of sub-word embeddings is
that it helps to capture the morphological struc-
ture even for rare or unseen words. Word embed-
dings extracted from fastText6 and Byte Pair em-
beddings7 are concatenated to train the LinearSVC
model for SA.

6https://fasttext.cc/docs/en/crawl-vectors.html
7https://bpemb.h-its.org/

Label Train Set Development Set
Tulu Tamil Tulu Tamil

Positive 3,118 20,070 369 2,257
Neutral 1,719 5,628 202 611

Mixed Feeling 974 4,020 120 480
Negative 646 4,271 90 438

Table 3: Classwise distribution of code-mixed Tamil and Tulu
texts

BERTSA - BERT pretrained models have shown
remarkable performance in capturing subtle infor-
mation in text, making them one of the most trend-
ing approaches for text classification tasks (Sun
et al., 2019). By leveraging large-scale pretrain-
ing on diverse text data, BERT models excel in
understanding contextual relationships, handling
syntactic and semantic information and capturing
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Language Model Development set Test set
With

imbalanced data
With

balanced data
With

imbalanced Data
With

balanced Data

Tamil
n-gramsSA 0.40 0.45 0.16 0.18

EmbeddingsSA 0.40 0.46 0.15 0.18
BERTSA 0.45 0.48 0.23 0.26

Tulu n-gramsSA 0.30 0.33 0.40 0.45
EmbeddingsSA 0.54 0.56 0.48 0.53

Table 4: Performance of the proposed models with imbalanced and balanced dataset

the fine-grained details present in the text.
Tamil sentiment BERT8 is a variant of the BERT

model specifically trained for SA in Tamil text
catering to the specific linguistic and cultural intri-
cacies of the language. This variant is fine-tuned
to capture the subtle information of sentiments in
Tamil text which helps to identify the emotions
and opinions effectively. This model leverages the
power of pretraining on a large amount of text data
and fine-tuning on SA tasks to classify the senti-
ments in Tamil language. Hyperparameters and
their values of Tamil sentiment BERT are shown
in Table 2. The hyperparameters which are not
mentioned in Table 2 are used with their default
values.

4 Experimental results

The dataset provided by the shared task organiz-
ers includes code-mixed Tamil (Chakravarthi et al.,
2020) and Tulu (Hegde et al., 2022a) texts and the
distribution of the labels across the Train and Devel-
opment sets for these two languages are shown in
Table 3. The imbalance nature in both the datasets
motivated to use LinearSVC with the hyperparame-
ter - class weight = ’balanced’. The proposed mod-
els are evaluated on the unlabeled Test set provided
by the organizers and the predictions are evaluated
based on macro F1 score. The performance of the
proposed models on the Development and Test sets
with imbalanced and balanced data are shown in
Table 4.

The results illustrate that, both n-gramsSA and
EmbeddingsSA models exhibited similar perfor-
mance with the same macro F1 score of 0.18. Fur-
ther, BERTSA model outperformed the other mod-
els with a macro F1 score of 0.26 securing 2nd

rank for code-mixed Tamil text. For Tulu, among
n-gramsSA and EmbeddingsSA models, Embed-
dingsSA model outperformed the other with macro

8https://huggingface.co/vishnun/bert-base-cased-tamil-
mix-sentiment

F1 score of 0.53 on Test set securing 2nd rank in
the shared task. However, the macro F1 score ob-
tained by the proposed models are below average.
The macro F1 scores are very low due to the imbal-
ance in the Train set. Though the hyperparameter
’class weight’ set to ’balanced’ resolves the data
imbalance issue to some extent, the extreme data
imbalance in the Train set leads to overfitting.

The misclassified comments in Tamil and Tulu
Test sets along with the English translations, actual
labels, model predictions (obtained from BERTSA
and EmbeddingsSA models evaluated for Tamil
and Tulu Test sets respectively), and probable rea-
sons for misclassification are shown in Table 5. It
can be observed that the wrong classifications may
also be due to the incorrect annotations.

The comparison of macro F1 scores of all the par-
ticipating teams for SA in both code-mixed Tamil
and Tulu text is shown in Figure 2.

5 Conclusion

This paper describes the models submitted by our
team - MUNLP, to the shared task ”Sentiment Anal-
ysis in Tamil and Tulu” in DravidianLangTech at
RANLP 2023, for SA in code-mixed Tamil and
Tulu texts. Three distinct models: i) n-gramsSA -
an n-grams based model trained with n-grams of
words and char wb both in the range (1, 3) are used
to train LinearSVC, ii) EmbeddingsSA - a model
built using combination of fastText and Byte Pair
embeddings to train LinearSVC, and iii) BERTSA
- a model constructed by fine-tuning Tamil senti-
ment BERT (only for Tamil language), to address
the challenges of the shared task. Among the pro-
posed models, BERTSA and EmbeddingsSA mod-
els obtained macro F1 scores of 0.26 and 0.53 for
code-mixed Tamil and Tulu datasets respectively
both securing 2nd rank.

The results indicate that the macro F1 scores are
low. Suitable oversampling or text augmentation
techniques will be explored to improve macro F1
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Table 5: Samples of misclassification for code-mixed Tamil and Tulu text

scores of the proposed models. Efficient resam-
pling techniques will be explored further to handle
imbalanced classes with effective feature extrac-
tion.
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