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Abstract

Despite significant research effort in the devel-
opment of automatic dialogue evaluation met-
rics, little thought is given to evaluating dia-
logues other than in English. At the same time,
ensuring metrics are invariant to semantically
similar responses is also an overlooked topic.
In order to achieve the desired properties of ro-
bustness and multilinguality for dialogue eval-
uation metrics, we propose a novel framework
that takes advantage of the strengths of current
evaluation models with the newly-established
paradigm of prompting Large Language Mod-
els (LLMs). Empirical results show our frame-
work achieves state of the art results in terms
of mean Spearman correlation scores across
several benchmarks and ranks first place on
both the Robust and Multilingual tasks of
the DSTC11 Track 4 “Automatic Evaluation
Metrics for Open-Domain Dialogue Systems”,
proving the evaluation capabilities of prompted
LLMs.

1 Introduction

Automatic dialogue evaluation has largely been
focused on evaluating select few languages. The
main reason for this constraint is the lack of lin-
guistic diversity in dialogue corpora, which leads
to a lack of chatbots that cover other languages. As
a result, the need for multilingual metrics has also
been limited.

A possible solution to this issue is to leverage
the latest batch of Large Language Models (LLMs)
to synthetically generate multilingual dialogues.
Some research has already been conducted to study
the capabilities of these models (Guo et al., 2023;
Bubeck et al., 2023) and the consensus appears to
be that these models have achieved a proxy of a
formal linguistic competence in the most studied
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Figure 1: Proposed framework architecture. The Re-
sponse, Context and Quality Aspect under evaluation
are fed to the submetrics: VSP (Valid Sentence Predic-
tion), NSP (Next Sentence Prediction), MLM (Masked
Language Modelling), ENG (Engagement) and Chat-
GPT. Each submetric score is then weighted according
to the aspect, yielding the final metric.

languages. That is, its responses follow linguistic
conventions and are fluent and grammatical, but
they might be inaccurate or even hallucinate (Guer-
reiro et al., 2023). More importantly, pertaining
to dialogue, they also show signs of functional lin-
guistic competence in its responses, i.e., discursive
coherence, narrative structure and linguistic knowl-
edge, even if not fully consistent (sometimes they
do not consider context or situated information, and
fail to adapt to users and domains).

Irrespective of these models’ limitations, it is
clear their emergent capabilities allow for the de-
velopment of chatbots with capabilities vastly be-
yond what earlier models were able to achieve. Yet,
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an interesting research question lingers: If these
models are able to write responses that follow for-
mal and functional linguistics rules, are they also
capable of evaluating responses/dialogues in terms
of these same rules? Prior work has confirmed the
language understanding capabilities of instruction-
based LLMs for dialogue evaluation (Huynh et al.,
2023). However, we are the first to study the evalu-
ation capabilities of the newest batch of LLMs in
terms of multilinguality and paraphrase robustness.

This paper presents our contribution to the
DSTC11 track on Robust and Multilingual Auto-
matic Evaluation Metrics for Open-Domain Dia-
logue Systems (Rodríguez-Cantelar et al., 2023),
where we participated in both the Multilingual and
Robustness tasks. This track is an excellent venue
to benchmark the capabilities of these new LLMs
for dialogue evaluation, as it evaluates properties
that have been observed in these models. We pro-
pose a comprehensive framework, incorporating
earlier encoder-based approaches and ChatGPT,
as illustrated in Figure 1. By combining multiple
models and submetrics through ensembling, our
approach aims to improve the performance and
robustness of dialogue evaluation, ultimately con-
tributing to the advancement of dialogue system
research and development.

Overall, our contributions are the following:

• We show that ChatGPT is a strong evaluator
of dialogues, outperforming typical encoder
frameworks.

• We propose a new framework for dialogue
evaluation that is multilingual and robust to
paraphrases. In fact, our combined Encoder
and ChatGPT framework ranks 1st place on
both the Multilingual and Robust metrics task.

• We discuss the outlook of Dialogue Evalua-
tion in this new realm of LLMs.

• We open source the code and check-
points of the submetrics at github.com/
johndmendonca/DialEvalML.

2 Related work

2.1 Automatic Evaluation Metrics

Statistic-based metrics such as BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), and METEOR
(Banerjee and Lavie, 2005), are a popular choice
to evaluate NLG (Natural Language Generation)

models as they are easy to employ. These met-
rics assume valid responses have significant word-
overlap with the ground truth. However, this is not
a valid assumption for dialogue: there are many
equally good responses for a single utterance. As
such, the correlation with Human Evaluation (HE)
annotations is very low for these metrics (Liu et al.,
2016), and they cannot be used to evaluate models
whenever a gold-response is not available.

Earlier learned metrics such as ADEM (Lowe
et al., 2017) and RUBER (Tao et al., 2018) ex-
plicitly predict HE annotations by initialising pre-
trained Recurrent Neural Network response gener-
ators. Unlike ADEM, which is trained with HE-
annotated data in a supervised manner, RUBER
leverages negative samples. In both cases, a ref-
erence response is used to score the candidate re-
sponse. As such, these metrics still suffer the same
issues as word-overlap metrics.

The primary motivation for the negative sam-
pling approach in RUBER was the need for exten-
sive HE annotations in ADEM. Approaches sim-
ilar to this are now the norm for training open-
domain dialogue evaluation metrics. By using well-
defined self-supervised tasks which correlate well
with their corresponding aspects, the annotation
limitations are mostly circumvented.

The most widely used self-supervised task is
Next Sentence Prediction (NSP), as it is known
to correlate well with HE that evaluate "Context
Awareness". The typical approach is to finetune a
pretrained encoder model with this automatically
generated data (Mehri and Eskenazi, 2020b; Phy
et al., 2020; Mendonca et al., 2022; Zhao et al.,
2020; Zhang et al., 2022). More complex ap-
proaches leverage graph representations to model
dialogue interactions explicitly (Huang et al., 2020;
Zhang et al., 2021a). Another typically employed
self-supervised task is Valid Sentence Prediction
(VSP), which uses word-level noising techniques
to generate negative samples and correlates well
with HE that evaluate Fluency (Phy et al., 2020;
Mendonca et al., 2022; Zhang et al., 2022).

Parallel to this trend, other annotation-free ap-
proaches in the literature have surfaced. For in-
stance, qualities such as Specificity correlate rea-
sonably well with metrics obtained directly from
the MLM (Masked Language Modelling) loss cal-
culated using pretrained encoder models (Mehri
and Eskenazi, 2020b; Phy et al., 2020; Zhang et al.,
2022).
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Given the multifaceted nature of dialogue, dia-
logue quality metrics typically employ a combina-
tion of submetrics. Mehri and Eskenazi (2020a)
leverage follow-up utterance from a pretrained de-
coder model to calculate 18 turn and dialogue-level
submetrics, which are then used as inputs to a re-
gression model for overall quality. In fact, Linear
Regression is frequently used as a feature aggre-
gation method in the literature (Jiang et al., 2022;
Mehri and Eskenazi, 2020b). Alternatively, Phy
et al. (2020) propose a hierarchical composition
where they incorporate the quality aspects together
in a way that aspects in the lower hierarchy need to
be satisfied before aspects higher up are considered.
Also worth mentioning is the work of Zhang et al.
(2022), which proposes the so called Correlation
Re-scaling method. Here, the contribution of each
aspect is calculated from the individual correlations
of the submetrics, obtained from a subset of HE.

2.2 Large Language Models

The widespread use of LLMs was established, prac-
tically speaking, with the work of Devlin et al.
(2019), where a transformer architecture (Vaswani
et al., 2017) is pretrained with substantial amounts
of unlabelled text with a Masked Language Mod-
elling (MLM) objective. With this architecture, a
new paradigm in NLP surfaced, where the adapta-
tion to downstream tasks was conducted by fine-
tuning the pretrained model with supervised data.
Later on, GPT-3 (Brown et al., 2020), which is
trained with an autoregressive objective, showed
competitive results by leveraging few-shot prompt-
ing. Nevertheless, given their training objective
function, it was difficult for autoregressive LLMs to
successfully perform downstream NLP tasks with-
out substantial prompt engineering.

Ouyang et al. (2022) propose finetuning GPT-
3 using a 3-step approach named Reinforcement
Learning through Human Feedback (RLHF). In
detail, the model is (1) initially finetuned using
supervised data obtained from labelling prompts
(SFT); (2) a reward model is trained using ranked
responses given a prompt; (3) the policy is opti-
mised against the reward model using the Proximal
Policy Optimisation reinforcement learning algo-
rithm (Schulman et al., 2017). As a testament to the
power of this approach, ChatGPT took the world by
storm in late 2022 thanks to its incredible human-
like generation capabilities. This was achieved by
including dialogues in all steps of RLHF.

3 Problem Formulation

The main goal of this track was to develop and
benchmark automatic open-ended dialogue evalu-
ation metrics. Two tasks were proposed this year,
Metrics for Multilingual Data and Robust metrics.
For the Metrics for Multilingual Data task, par-
ticipants were asked to construct quality metrics
that perform well on a multilingual setup. For the
the Robust metrics task, the goal was to develop
metrics that perform robustly when evaluated over
back-translated/paraphrased sentences in English.

In both tasks, the proposed metrics were evalu-
ated at the turn and dialogue level, without access
to a reference. In a turn-level evaluation setting,
the goal is, given prior dialogue history (frequently
denoted as context) c of varying amount of turns,
and a response r, to learn a scoring function (also
known as metric) that assigns a score f(c, r) → s.
Conversely, in a dialogue-level evaluation setting,
the goal is to evaluate the performance throughout
the full dialogue.

Irrespective of the level of evaluation, the pro-
posed metrics’ outputs are typically compared
against HE annotations that use a Likert scale,
where the lowest value means lowest quality and
highest value maximum quality. For this track,
the performance of these metrics was evaluated
by calculating the Pearson correlation between the
calculated score and HE.

4 Methodology

Our framework, which we call DIALEVALML,
can be viewed as a dual layered ensemble which
are done at the model and submetric level, and
that employ strong multilingual pretrained en-
coder and decoder models which were finetuned or
prompted1. In this section, we describe the step-
by-step process of DIALEVALML, detailing the
various components and methods employed.

4.1 Submetrics

Similar to other frameworks, including the best
performing ones in last year’s track (Zhang et al.,
2022; Jiang et al., 2022) which take inspiration
from the works of Phy et al. (2020); Sinha et al.
(2020); Mehri and Eskenazi (2020b), we employ

1We tried experimenting with metrics that use graph repre-
sentations, but found implementing these metrics to be Multi-
lingual and Robust, and including them in our framework, to
be impractical, not to mention detrimental to performance in
some instances.
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several submetrics to evaluate dialogue responses –
ranging from zero-shot prediction using pretrained
LLMs to trained models using self-supervised and
supervised methods – and weigh them according
to the aspect we wish to predict.

4.1.1 VSP: Valid Sentence Prediction

Following Sinha et al. (2020), we train a regression
model that is optimised to differentiate between
positive samples and synthetic negative samples.
Positive samples are perturbed by randomly apply-
ing one of the following: (1) no perturbation, (2)
punctuation removal, (3) stop-word removal. Neg-
ative samples are generated by randomly applying
one of the following rules: (1) word reorder (shuf-
fling the ordering of the words); (2) word-drop; and
(3) word-repeat (randomly repeating words).

4.1.2 NSP: Next Sentence Prediction

With the binary NSP (Next Sentence Prediction)
task, the goal is to distinguish a positive exam-
ple from a semantically negative one, given a con-
text. We train a discriminative regression model
using the following sampling strategy: positive
responses are drawn directly from the dialog; neg-
ative responses are randomly selected and a to-
ken coverage test discards semantically similar
sentences. All responses are processed using the
positive-sample heuristic used by VSP.

For both tasks, the underlying goal is that para-
phrased and/or translated responses should have
the same coherence score as the original response,
since they (in theory) convey the same message. In
order to increase the robustness of our framework
to paraphrased responses we propose a Siamese
Neural Network. Simply put, we train an encoder
model (denoted NSP-Siamese) to jointly optimise a
Cosine Embedding Loss between the hidden states
of the encoder model for the original and a para-
phrase, and the individual errors between the pre-
dictions and the ground truth. We hypothesise this
enables the model to compare the semantic coher-
ence of the responses w.r.t the context, instead of
more spurious features such as syntax.

A similar approach could’ve been employed for
multilingual metrics, however, scaling to more lan-
guages is computationally expensive: one would ei-
ther need a new model for each language, or a train-
ing procedure requiring a forward pass for each
language, for each example.

4.1.3 MLM: Masked Language Modelling
Similar to Mehri and Eskenazi (2020b); Phy et al.
(2020), we use a pretrained encoder model to cal-
culate the MLM loss of all tokens of the response.
The resulting MLM submetric is calculated as the
sum of the individual losses.

4.1.4 ENG: Engagement
An important quality aspect of dialogue that is fre-
quently overlooked is Engagement. Some work
attempt to equate this aspect with Specificity and
related metrics. However, we argue this is a re-
ductive solution, as engagement is an abstract and
multi-dimensional concept, thereby making a sur-
face level evaluation of the response in terms of
diversity insufficient.

As such, and following the methodology used
for VSP and NSP, we train a discriminate model us-
ing RED (Reddit-based Engagement Dataset) (Xu
et al., 2022) which we then use as a submetric de-
noted in our framework as ENG. This dataset is
sourced from Reddit and is curated using a novel
distant-supervision framework. This framework
aggregates emotional, attentional, behavioural and
reply engagement onto a single score denoted EN-
DEX, which then has a hyperparameter threshold
applied to it to cluster posts into positive and nega-
tive samples.

4.2 Exploiting Data Augmentation for Robust
and Multilingual Evaluation

The main novelty of this year’s track is the release
of training and development dialogue data that has
been augmented with MT (Machine Translation) –
for the Multilingual task – and Paraphrases – for
the Robust task. These augmentations are subse-
quently scored to determine similarity against the
original data: for MT, several COMET QE (Quality
Estimation) scores (Rei et al., 2020; Zerva et al.,
2021; Rei et al., 2022) were provided; for Para-
phrases, the organisers provided cosine similarity
scores of the sentence embeddings.

A naive approach to obtain competitive metrics
in both tasks would be to simply introduce the full
amount of augmented data during self-supervised
and supervised training. However, Mendonca et al.
(2023) showed that low quality augmentation af-
fects the performance of models trained on MT
augmented data, especially for VSP. Following this
work, we select 5 and 75 % of the best translated
data (ranked using COMET QE) for training of the
VSP and NSP models respectively. For ENG, we
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train different proportions of data and select the
best performing ones.

4.2.1 ChatGPT
We briefly experimented with different prompts,
and found the best performing prompt (irrespective
of language) in a held-out internal set to be simply:

• Turn-level: "Given the Context, evaluate from
1-5 the Response in terms of {aspect}. Provide
a single score and nothing else."

• Dialogue-level: "Evaluate the following dia-
logue from 1-5 in terms of {aspect}. Provide
a single score and nothing else."

Unlike GPT-3, the API for ChatGPT does not
output the log probabilities of the most likely to-
kens. As such, the measurement of quality is
non-deterministic. We attempt to reduce output
variability by reinforcing the desired output in the
prompt ("Provide a single score and nothing else.")
and by setting the temperature to 0. We report a
mean absolute deviation of 0.0182 across 3 runs
when querying Appropriateness on the provided
en/dailydialog-grade dataset included in the
development set. To facilitate ensembling in later
stages, we normalise the predictions to [0,1].

The default processing step consists of searching
for an integer in the response. However, there are
some instances where ChatGPT fails to output the
desired score: (1) When conducting dialogue level
evaluation, the model sometimes outputs scores
for each individual response. In these cases, we
calculate the average score, similar to the dialogue-
level encoder scores. (2) Less frequently, ChatGPT
ignores the task and continues the conversation.
Here, we prompt the model again until a score is
provided.

4.3 Submetric Ensembling

Despite having a key role in NLG evaluation, HE
has been performed while suffering from nontrans-
parent and inconsistent annotation procedures. As
such, annotations from different works one expects
to report the same quality are frequently only nom-
inal in nature. A good example is Coherence, with
some definitions referring to it as (1) semantic rel-
evance with respect to a previous sentence; (2)
a theme/topic; or even (3) Readability, which is
considered a different quality in other guidelines.
Howcroft et al. (2020) provides an in-depth survey

of 165 NLG papers with human evaluations where
these issues are highlighted.

Taking into account these facts, it is not clear we
can successfully apply an empirical surjective map-
ping function from our submetrics to the quality
aspects. Instead, we take a data-driven approach to
generate this mapping, similar to the one proposed
in Zhang et al. (2022). The main difference be-
tween the original Correlation Re-Scaling method
and our approach is that, instead of zeroing the
weights of submetrics that have a negative correla-
tion with the given aspect, we take a probabilistic
approach where we conduct a statistic significance
test, i.e., we check if the p-value is higher than a
given threshold. This ensures submetrics which are
strongly and negatively correlated with the aspect
(for example, MLM and Fluency) are still included
in the ensembling 2.

4.4 Dialogue-level Evaluation

We obtain dialogue-level quality predictions from
the encoder models – NSP, VSP, MLM and ENG
– by averaging the individual turn-level predictions.
These are combined with the dialogue-level predic-
tions obtained by prompting ChatGPT with the full
dialogue in the prompt.

5 Experiments

5.1 Datasets

For data preprocessing we used spaCy. For the
VSP and NSP models, we followed prior work
and base the self-supervised data on DailyDialog
(Li et al., 2017). For the language specific and
multilingual models, we rank the translations us-
ing the provided WMT22 scores. Models using
paraphrased responses are trained using the least
similar responses (lowest score3).

The ENG model was trained using the RED
dataset, more specifically on the 80k split with neg-
ative sampled data (Xu et al., 2022). Given it is
an English dataset, we use MBART504 (Liu et al.,
2020) to augment the original dataset with Span-
ish and Chinese MT. Finally, we score it using
the WMT20-COMET-QE-DA model (Rei et al., 2020).

2For some annotations, none of the metrics were statis-
tically significant. In these cases, we resort to the original
proposed approach.

3We also trained models using the highest scoring re-
sponses and report lower performance. This is in line with our
intuition that lower scoring responses are more diverse, and as
such more informative for training.

4We chose MBART50 as it is lightweight and open source.
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For the paraphrase augmentation, we follow the
organisers’ approach of using Parrot Paraphraser
(Damodaran, 2021) and scoring the paraphrases
with Cosine Similarity.

5.2 Training and Hyperparameters

We used XLM-RoBERTa-large (Conneau et al.,
2020) as the encoder model for the experiments.
This model is the multilingual version of RoBERTa,
pretrained on CommonCrawl data containing 100
languages. We used a single Quadro RTX 6000
24GB GPU for the encoder experiments, and ac-
cessed ChatGPT (gpt-3.5-turbo) in late March
using the OpenAI API.

For the VSP, NSP and ENG metrics, a token
representing the speaker was added for each turn,
and a maximum history length of 3 turns was used
during training. For predictions in the development
and test sets we include the full conversational con-
text whenever possible. If it surpasses input size
limitations, we iteratively remove turns from the
context, starting from the oldest one. We applied a
regression head consisting of a 2-layer MLP with
a hidden size of 1024 and a hyperbolic tangent
function as activation for prediction. All parame-
ters were trained/finetuned using Adam optimiser
(Kingma and Ba, 2015). The fully finetuned mod-
els used a learning rate of 3e-6 and were trained for
3 epochs using a batch size of 16. Evaluation was
conducted every 10,000 steps. The best performing
model on the evaluation set was selected for testing.
For the MLM metric, we used the existing LM
head available in the Transformers library (Wolf
et al., 2020).

With respect to the model-level ensembling, we
conduct simple unweighted averaging of the predic-
tions of the models. For the submetric-level ensem-
bling, we define the mask threshold as p > 0.05
and square the correlations following Zhang et al.
(2022). For testing, we define a mapping from
the development quality aspects to the test-set as-
pects and obtain the final weights by averaging the
weights obtained on the test set.

5.3 Model ensembling

In order to determine the best combination of mod-
els to include in our model ensemble, all encoder
based models that require training were trained
using different subsets of data. This includes the
original (EN) English data, the corresponding aug-
mentations in Chinese (ZH), Spanish (ES) and Para-

Language

Submetric Model EN ES ZH PA ALL

VSP

EN 0.195 0.173 0.161 0.067 0.149
ES 0.156 0.183 0.158 0.012 0.127
ZH 0.179 0.111 0.102 0.086 0.119
PA 0.212 0.193 0.198 0.062 0.166
ML5 0.195 0.168 0.157 0.040 0.140

NSP

EN 0.279 0.256 0.286 0.267 0.272
ES 0.266 0.257 0.282 0.251 0.264
ZH 0.246 0.238 0.298 0.232 0.254
PA 0.307 0.279 0.286 0.279 0.288
ML75 0.300 0.284 0.311 0.272 0.292

ENG

EN 0.319 0.275 0.251 0.260 0.276
ML5 0.310 0.268 0.214 0.275 0.267
ML10 0.334 0.296 0.243 0.279 0.288
ML20 0.379 0.324 0.274 0.316 0.324
ML50 0.340 0.263 0.258 0.289 0.287
PA 0.265 0.245 0.213 0.265 0.247

Table 1: Spearman Correlation scores of our trained
model variants on all Language benchmarks on the full
development set. The best score for each submetric and
language is highlighted in bold. Models included in the
final ensemble are in bold, except for NSP, which also
includes NSP-Siamese.

phrases (PA) and the QE-ranked multilingual aug-
mentation (MLXX) 5.

Spearman correlation results are presented in Ta-
ble 1. For the VSP submetric, we note that the
inclusion of translations is detrimental to perfor-
mance. In fact, the best performing models are PA,
followed by EN. This contrasts with NSP, where
we observe that the inclusion of more translated
data improves performance. For ENG, the best
performance is obtained with 20% of translated
data. We include the 10 and 50% models in our
framework to take advantage of ensembling.

5.4 Track Results

For the track we submitted 4 different systems,
exploring the contribution of the different compo-
nents of our framework:

• System 1 (DIALEVALML): Submetric en-
sembling of ChatGPT + XLM-R.

• System 2: Submetric ensembling of XLM-R.

• System 3: Submetric ensembling of Chat-
GPT.

• System 4: Direct mapping of ChatGPT sub-
metrics.

Table 2 identifies the turn-level weights calcu-
lated for testing for System 1.

5We only include the best performing ML models.
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Aspect VSP NSP MLM ENG cGPT-A cGPT-R cGPT-C cGPT-G

Appropriateness 0.039 0.176 0.017 0.0511 0.165 0.185 0.181 0.185
Relevance 0.014 0.214 0.003 0.023 0.188 0.210 0.160 0.190
Content Richness 0.176 0.085 0.181 0.238 0.039 0.022 0.210 0.048
Grammatical Correctness 0.021 0.084 -0.06 0.061 0.238 0.242 0.155 0.258

Table 2: Calculated submetric weights of System 1 for test set quality aspects. Highest weight per aspect in bold.

EN ZH ES ML-AVG Rank
Team Turn Dial Turn Dial Turn Dial Turn Dial Turn Dial
Baseline (AM-FM) 0.2940 0.2414 0.0753 0.4648 0.1826 0.8080 0.1840 0.5047 4 2
Team 2 0.1469 - 0.1054 - 0.0808 - 0.1110 - 5 -
Team 4 (us) 1 1

- S1 (DIALEVALML) 0.4818 0.5342 0.3936 0.7133 0.5890 0.8080 0.4881 0.6852
- S2 0.2625 0.3295 0.3096 0.7030 0.5056 0.2500 0.3592 0.4275
- S3 0.4795 0.5251 0.3656 0.6701 0.5409 0.8080 0.4620 0.6677
- S4 0.4586 0.5039 0.3618 0.5859 0.5412 0.5915 0.4539 0.5604

Team 5 0.3702 0.1865 0.0701 0.1356 0.1983 0.6830 0.2129 0.3350 3 3
Team 7 0.2214 - 0.3112 - 0.5644 - 0.3657 - 2 -

Table 3: Average Spearman correlation across the 4 dimensions evaluated for the baseline Deep AM-FM (Zhang
et al., 2021b) and all participating teams on the Task 1 (Multilingual metrics) test set. Bold denotes the best result
for the corresponding Language, italic denotes our best submission.

Task 1: Multilingual Metrics The results for
each team for Task 1 are presented in Table 3, to-
gether with all of our submissions. In all languages
at both the dialogue and turn level, our submissions
vastly outperform others, with the exception of S2,
which has comparable results with other partici-
pants. This clearly demonstrates the conversational
understanding ChatGPT possesses. As expected,
the best submission is S1, which conducts submet-
ric ensembling with the XLM-R submetrics. This is
followed by S3 and S4, which are exclusive Chat-
GPT submissions with and without ensembling,
respectively.

Task 2: Robust Metrics The results for each
team for Task 2 are presented in Table 4. Similar
to Task 1, in Task 2, our ChatGPT submissions
outperform other teams. However, at the dialogue
level, the best performing model is AM-FM.

5.5 Example predictions
Given the widely publicised emergent capabilities
of current LLMs, it is worthwhile exploring where
their quality predictions diverge from the annota-
tors. To do so, we checked all instances where
ChatGPT (System 4) diverges from the Human
Evaluation (HE) annotations by more than 3 points.
In all of the detected examples, we noted Chat-
GPT consistently underestimated the quality of the
response when compared to HE.

We present in Table 5 two representative exam-
ples. In the first example, we see that ChatGPT

Team Turn (rank) Dial (rank)
Baseline (AM-FM) 0.3387 (4) 0.4800 (1)
Team 1 0.1537 (6) 0.1111 (4)
Team 3 0.2697 (5) 0.2196 (3)
Team 4 (us)

- S1 (DIALEVALML) 0.4890 (1) 0.3031 (2)
- S2 0.3320 0.2335
- S3 0.4756 0.2979
- S4 0.4427 0.2492

Team 6 0.4190 (2) -
Team 7 0.3833 (3) -

Table 4: Average Spearman correlation and correspond-
ing rank across the 4 dimensions evaluated for the base-
line Deep AM-FM and all participating teams on the
Task 2 (Robust metrics) test set. Bold denotes the best
result for the corresponding Language, italic denotes
our best submission.

erroneously underestimates quality due to the in-
clusion of "weed" in the response. We posit this
is due to the RLHF finetuning, which conditions
the model to avoid inappropriate or divisive top-
ics. In the second example, we see ChatGPT has
trouble understanding the conversation. Although
one could argue the HE scores for Correctness and
Appropriateness are too high, it seems clear the
response is undeserving of a minimum score for all
aspects. In fact, if one prompts the model to pro-
vide an explanation for Content Richness, it replies
the following: "The response attempts to provide
some content related to the topic of adolescent sad-
ness, but it is vague and lacks depth. The mention
of "Qibing" without any explanation or context
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Chatbot: Tennis racquets used to be made from cloth
strips stuffed with feathers haha! Then eventually
evolved into today’s technology
Human: oh i never knew that
Chatbot: Indeed, there was also aluminium construction
improvements allowed for the introduction of oversized
rackets by 1975 which was manufactured by weed
Label: A: 4.7 C: 4.7 G: 4.3 R: 5.0
ChatGPT: A: 1.0 C: 2.0 G: 2.0 R: 1.0
"The mention of "weed" as the manufacturer may cause
confusion or be perceived as inappropriate without
further context."
Best: A: 2.2 C: 2.6 G: 1.9 R: 2.2

Human: Don’t cry for breakfast.
Chatbot: Cry t for comfort
Human: In the end, young people are always
inexplicably sad in adolescence. Which one is Qibing?
Label: A: - C: 5.0 G: 5.0 R: 3.0
ChatGPT: A: 1.0 C: 1.0 G: 1.0 R: 1.0
"The response does not directly relate to the context or
provide a meaningful answer. It seems unrelated and out
of place. The mention of "Qibing" without any
explanation further adds to the confusion.
Best: A: 1.3 C: 1.9 G: 1.1 R: 1.2

Table 5: Example turn-level predictions for Appropri-
ateness, Content Richeness, Grammatical Correctness
and Relevance. We include the ChatGPT explanation
for Appropriateness.

leaves the reader confused. The response could
benefit from more specific and informative details
about the topic to increase its content richness.".
However, if anything, the inclusion of the last sen-
tence increases the richness of the response. Yet,
it seems ChatGPT is conflating Content Richness
with Relevance. We observe the same behaviour in
all other instances we studied, and is in line with
the submetric weights (Table 2).

6 Discussions

The results from our work on both tasks (Section
5.4) reveals that ChatGPT vastly outperforms typi-
cal encoder approaches that are trained to discrim-
inate positive samples from artificially generated
negative ones. It is important to note that, com-
pared to the months worth of research dedicated to
optimise our encoder models (including curation,
training and selection), we were able to easily out-
perform all other teams and our own encoder mod-
els with a day’s worth of prompt engineering. This
is, in our opinion, a turning point in the paradigm
of dialogue evaluation.

In any case, we do find instances where ChatGPT
fails to accurately evaluate aspects of quality, as
identified in Section 5.5. Future research directions
may attempt to tackle the issues of score calibration

by providing prompts that include examples and/or
explicitly provide guidelines for scoring.

However, given the current landscape on dia-
logue generation, and as our submission suggests,
dialogue evaluation, it is important to reflect on
the value of current quality estimation frameworks.
One might argue performing HE or developing
metrics that evaluate responses and/or dialogues in
terms of linguistic competence (e.g. Grammatical
Correctness or Coherence) is no longer informative
for the current and future crop of LLMs. Besides
becoming ever so clear that these models no longer
output responses that are incoherent or incorrect,
we are reaching the point where these models are
better evaluators than humans themselves (Gilardi
et al., 2023). As such, developing metrics that
correlate well with HE is becoming increasingly
questionable.

One of the main contention points w.r.t the de-
ployment of these models to the public pertain to
their "safety" and "trustworthiness". But while
"trustworthiness" can be evaluated by connecting
the outputs to external and verifiable sources, the
notion of "safety" is much more ambiguous. Kempt
et al. (2023) suggests considering Positionality, Ac-
ceptability, and Value Alignment (PAVA) as fea-
tures chatbots should have to fulfil appropriateness
requirements. However, automatically evaluating if
a chatbot has these features using current dialogue
evaluation protocols seems implausible. Instead,
the development of challenge sets for validation
(such as the ones proposed in Valmeekam et al.
2023) appears to be the logical next step for evalu-
ation of future chatbots6.

7 Conclusion

This paper presents a novel open-domain and
reference-free dialogue evaluation framework that
leverages strong pretrained LLMs using finetun-
ing and zero-shot prompting. These models, com-
bined with effective ensembling strategies, substan-
tially outperform the previous automatic evaluation
paradigm of only training LMs with semisuper-
vised training objectives. In fact, DIALEVALML
ranks 1st on both the Robust (1st turn-level, 2nd di-
alogue level) and Multilingual (1st on both levels)
tasks of Track 4 at DSTC11.

6See OpenAI Evals for recent collaborative research efforts
in this direction.
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