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Abstract

Automated text anonymization is a classi-
cal problem in Natural Language Process-
ing (NLP). The topic has evolved immensely
throughout the years, with the first list-search
and rule-based solutions evolving to statisti-
cal modeling approaches and later to advanced
systems that rely on powerful state-of-the-art
language models. Even so, these solutions fail
to be widely implemented in the most privacy-
demanding areas of activity, such as health-
care; none of them is perfect, and most can not
guarantee rigorous anonymization. This paper
presents INCOGNITUS, a flexible platform for
the automated anonymization of clinical notes
that offers the possibility of applying different
techniques. The available tools include an un-
derexplored yet promising method that guaran-
tees 100% recall by replacing each word with a
semantically identical one. In addition, the pre-
sented framework incorporates a performance
evaluation module to compute a novel metric
for information loss assessment in real-time.

1 Introduction

The digitization of medical textual data has allowed
for a whole new range of possibilities, such as
the development of tools for the summarization
of clinical notes or the automated identification of
the International Classification of Diseases (ICD)
codes in clinical text. However, clinical data con-
tains sensitive information regarding both patients
and health professionals. These entities are pro-
tected by the General Data Protection Regulation
(GDPR), which grants equal data protection rights
to all European Union (EU) citizens (GDPR, 2018).
Therefore, information systems must be compliant
to maintain such information private. This poses
a challenge when considering the publication of
clinical data for secondary usage.

The GDPR (GDPR, 2018) defines anonymiza-
tion as the process through which "personal data
(is) rendered anonymous in such a manner that

the data subject is not or no longer identifiable"
(Recital 26). However, achieving true anonymiza-
tion is not a simple task, especially when consider-
ing unstructured data such as clinical notes. In fact,
despite the fact that many literature works propose
strategies for the automated anonymization of clin-
ical text, their implementation in real contexts is
still scarce. Consequently, the problematic access
to clinical text data for secondary usage remains a
barrier to scientific research.

This demonstration paper presents the INCOG-
NITUS platform for automated clinical notes
anonymization. The beta version is avail-
able online at https://tospe-incognitusfhp.
streamlit.app/. An overview video can be
watched at https://www.youtube.com/watch?
v=4lePn19ZwJE. Besides offering a wide range of
methods to perform anonymization tasks, INCOG-
NITUS was designed to address two common flaws
of similar systems: (i) the inability to provide truly
anonymized outputs (100% sensitive information
removal) (Abdalla et al., 2020) and (ii) the lack
of an assessment on the quantity of relevant infor-
mation that gets lost in the anonymization process
(Mozes and Kleinberg, 2021).

The remainder of the manuscript is organized
as follows. The next section contextualizes text
anonymization literature, mainly focusing on the
clinical domain. Then, the platform proposed is
described, along with its composing methods and
models. The experimental setup followed to de-
velop each component is detailed in Section 4. The
results associated with these experiments are then
discussed in Section 5. In the last section, the main
conclusions of this work are presented.

2 Background

The list of literature publications focused on clin-
ical text anonymization is extensive. This section
presents a chronological overview of the develop-
ments achieved in this area of research, culminating
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in a final discussion on the main findings regarding
the strengths and flaws of current techniques and
future research tendencies.

2.1 First Approaches
The first works on clinical text de-identification in-
volved the development of simple systems relying
on handcrafted sets of rules, dictionary and medi-
cal thesaurus lookups, and pattern matching algo-
rithms (Sweeney, 1996; Ruch et al., 2000; Thomas
et al., 2002; Gupta et al., 2004; Douglass et al.,
2004). These methods established the potential
of applying Natural Language Processing (NLP)
techniques to the anonymization problem, report-
ing performances between 94% and 99% in terms
of recall. Even so, since they were usually highly
adapted to the characteristics shared by the very
notes that they were tested upon, their generaliza-
tion ability was poor.

2.2 Conditional Random Fields
Following these early developments, two events
boosted the scientific knowledge around clinical
text data de-identification: the 2006 and 2014 Infor-
matics for Integrating Biology to the Bedside (i2b2)
challenges (Uzuner et al., 2007; Stubbs et al., 2015).
These competitions encouraged researchers to pro-
duce innovative solutions to approach unstructured
data anonymization. At this point, solutions based
in Conditional Random Fields (CRF) took over as
the best-performing methods (Aramaki et al., 2006;
Wellner et al., 2007; Gardner and Xiong, 2008;
Dehghan et al., 2015; Liu et al., 2015; Yang and
Garibaldi, 2015). These systems leveraged features
such as Part-of-Speech (POS) tags, surrounding
words, position within the document, word form,
and capitalization to identify sensitive information
within the text. Some of them also included reg-
ular expression matching and list search modules
along with the main CRF model (Wellner et al.,
2007; Dehghan et al., 2015; Liu et al., 2015; Yang
and Garibaldi, 2015). In 2006, all the proposed
methodologies achieved f1-scores higher than 95%,
while the best-performing method in 2014 reported
a value of 93.6%.

2.3 Deep Learning
As the scientific community’s focus shifted towards
Deep Learning (DL) strategies, many studies were
published where these models were trained on the
anonymization task. Most of these studies imple-
ment long short-term memory (LSTM) recurrent

neural networks (RNN), which are known to be ef-
fective in Named Entity Recognition (NER) tasks
(Dernoncourt et al., 2016; Liu et al., 2017; Stubbs
et al., 2017; Yang et al., 2019). Some of these con-
sisted of hybrid approaches, complementing the DL
models with CRF-based and even simpler modules.

Friedrich et al. (Friedrich et al., 2019) pro-
posed an adversarial learning approach based on an
LSTM-CRF architecture. Their solution prevents
two procedures that can be used to re-construct
Personal Health Identifiers (PHIs): (i) the devel-
opment of a model which can learn the reverse
transformation mechanism; and (ii) a look-up table
with all the inputs and their respective representa-
tions. An adversarial representation is trained to
perform two tasks directly following these two pro-
cedures. The goal is to achieve a secure solution
where the best adversarial/negative representation
cannot re-construct the PHIs.

Recently, Abdalla et al. (Abdalla et al., 2020)
presented an innovative approach that leverages
proximity measures between word embeddings.
They argue that solutions based on NER techniques
are insufficient to guarantee that no sensitive infor-
mation gets overlooked, as search algorithms are
never perfect. To counter this possibility, they pro-
pose the substitution of each token with a seman-
tically proximate from the embedding space. This
obfuscation strategy ensures that all sensitive infor-
mation gets removed at the cost of a low readability.
Even so, the authors report that little influence is ob-
served on clinical machine learning tasks by taking
the anonymized data as input (up to a 5% decrease
in f1-score) since the contextualized token substi-
tution allows for the preservation of data patterns
that are useful in those tasks.

2.4 Discussion

While most of the discussed methods present ex-
tremely high performance considering the tradi-
tional metrics (f1-score and recall), their success
remains mostly scientific, and thus the problem of
automated text anonymization remains unsolved.
This might be due to problems such as low general-
ization to external data and high production of false
positives, which constitute huge barriers to real-
world deployment and application. The Track 1A
of the CEGS de-identification challenges (Stubbs
et al., 2017) exposed these limitations by using
test data collected from a different source than the
train data. Although this is a fundamental measure
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to attain a reliable performance assessment, it is
not usually adopted in most literary works around
this topic (Yang et al., 2019). The state-of-the-art
methods could not maintain their success rates in
the mentioned task. The higher-performing solu-
tion presented an f1-score of approximately 80%,
way below the above-90% scores reported in most
literary works.

A recent paper by Mozes and Kleinberg (Mozes
and Kleinberg, 2021) alerted for the necessity of
reliable performance assessment strategies, putting
forward an innovative method based on three crite-
ria: i) technical evaluation through the commonly
used evaluation metrics, ii) information loss estima-
tion, and iii) de-anonymization tests. In addition,
Pilán et al. (Pilán et al., 2022) also proposed a new
set of metrics focused on privacy protection and
utility preservation to evaluate text-anonymization
solutions.

3 INCOGNITUS Framework

INCOGNITUS is a flexible and intuitive toolbox
aimed at transparent and accountable automated
text anonymization. This framework offers the
possibility to employ different techniques while
providing performance measures relating to the
anonymization task itself and the resultant loss of
information. All this content is displayed and ac-
cessible through an interactive, user-friendly inter-
face, which can be seen in Figure 1. With these
insights, the user can consciously select the ade-
quate approach to anonymization, considering the
specifications of each application context.

The flow of information circulating through
INCOGNITUS is represented in the diagram of
Figure 2. First, the user uploads or writes the con-
tent of a clinical note. The anonymization may
then be performed through any of the available
techniques. As the anonymization is completed,
an ICD-10 classification model runs in the back-
ground, and its outputs are leveraged to estimate the
ratio of information that got lost in the anonymiza-
tion process. By the end of the calculation, this
measure is displayed in the user interface, as well
as the values of the standard performance metrics
(recall, precision, and f1-score) associated with the
technique selected. The user can then choose to
(i) download the anonymized content or (ii) select
another technique and repeat the process.

Figure 1: INCOGNITUS interface’s outlook. In the
depicted scenario, the user selected a NER approach
based on a CRF model. On the right side of the page,
the user can consult the contents of the original (top) and
anonymized (bottom) versions of the uploaded sample
note. A performance report is presented on the bottom
left corner of the page, regarding the estimated values
of recall, f1-score, precision, and Information Loss for
the selected approach.

3.1 Components

Currently, INCOGNITUS comprises four NLP
models that fulfill different purposes. First, there
are two NER models for de-identification: a CRF
classifier (Lafferty et al., 2001) and a pre-trained
Spacy model (Montani et al., 2020). A Word2Vec
embeddings model (Mikolov et al., 2013) is used to
fuel the K-Nearest Embeddings Obfuscation tech-
nique (KNEO) based on the work of Abdalla et al.
(Abdalla et al., 2020). And finally, a pre-trained
BioBERT-based model (Lee et al., 2020) fine-tuned
on the MIMIC III dataset (Johnson et al., 2016) is
employed to infer the information loss over an ICD-
10 classification problem.

3.1.1 Named Entity Recognition and Removal

CRF classifiers are standard in NLP and considered
reliable benchmarks in de-identification tasks. On
the other hand, Microsoft Presidio (Mendels and
Balter) is a powerful tool designed to ensure that
sensitive data, such as credit card numbers, names,
locations, and financial data, is appropriately iden-
tified and anonymized in text. It comprises two
modules: an analyzer based on NER techniques to
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Figure 2: INCOGNITUS pipeline flowchart. After the clinical text content is uploaded to the platform, the user
selects the technique and model desired to perform the anonymization task. The anonymization is performed, by
employing the methodologies selected. Both the output of the anonymization phase and the original content is then
fed into an ICD-10 classification model, which provides lists of the top ICD-10 code categories associated with each
input. These results are leveraged to estimate the loss of information associated with the anonymization process.
Finally, the user interface presents the anonymized content and the information loss estimate, along with other
traditional metrics measured a priori. At the end of this process, the user may choose to download the anonymized
version of the uploaded content or repeat the whole process using a different anonymization technique.

determine the sensitive entities and an anonymizer
that takes the locations of those entities and re-
moves or replaces them.

INCOGNITUS offers two possibilities for the
recognition of sensitive entities: a CRF model
trained upon the joint content of the training
datasets of the i2b2 challenges (Uzuner et al., 2007;
Stubbs et al., 2015), and an implementation of Pre-
sidio’s analyzer module, receiving a Spacy model
as input. Spacy is a Python package that provides
accurate and up-to-date language models.

Once the identification of entities is performed
through either of these NER-based techniques, the
outputs are provided to the Presidio anonymizer,
which returns a version of the original note where
categorized tags replaced the identified entities.

3.1.2 K-Nearest Embeddings Obfuscation
A fundamental component of INCOGNITUS is its
obfuscation module, which integrates a version of
the algorithm proposed by Abdalla et al. (Abdalla
et al., 2020). This approach is referred to as K-
Nearest Embeddings Obfuscation (KNEO) in this
work. It consists of randomly replacing each token
composing a given text with one of the K seman-
tically nearest ones within a space of embeddings.
This methodology guarantees 100% recall in the
anonymization task since no token is left unaltered.

3.1.3 Performance and Information Loss
Another innovative feature of this toolbox is the
provision of a case-specific estimation of the in-
formation lost during the anonymization process,
apart from the general performance metrics associ-

ated with each solution provided.
Before and after the anonymization of a clinical

record, a pre-trained model (BioBERT fine-tuned
on MIMIC III data (Lee et al., 2020; Johnson et al.,
2016)) is used to identify the top N most frequent
ICD-10 code categories (out of 157 possible) of
both the original and anonymized versions of the
same document. The value of Information Loss
(IL) is inferred by dividing the number of classes si-
multaneously present in both prediction lists by the
number N of top categories considered. Equation
1 presents the formalization of the proposed met-
ric, where yorig and yanon represent the list of top
N codes predicted in the original and anonymized
versions of the same document, respectively. In
INCOGNITUS, N = 10.

IL = (1−
∑N

i=1 (yanoni ∈ yorig)

N
)× 100 (1)

4 Experimental Setup

4.1 Datasets
Three distinct datasets were used to develop and
evaluate the different anonymization strategies
available at the INCOGNITUS platform.

MIMIC-III (Johnson et al., 2016) is an extensive,
freely-available database comprising health-related
data of over 40,000 patients who stayed in critical
care units of the Beth Israel Deaconess Medical
Center between 2001 and 2012. This dataset con-
tains 1.2 million notes, including radiology reports,
nursing notes, and discharge summaries.

The i2b2 project organized two challenges on
automatically removing PHIs from medical records
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(Uzuner et al., 2007; Stubbs et al., 2015). Both
datasets released for the competitions are utilized
in this research. The 2006 dataset contains 669
notes for training and 220 for testing, while the one
used in 2014 counts 790 training samples and 514
testing samples.

4.2 Preprocessing

The original splits of both i2b2 datasets were main-
tained. As for the MIMIC III data, only discharge
summaries were considered for this study, totaling
59,652 clinical notes, of which 5,000 were selected
to test the different anonymization approaches. The
remaining 54,652 were used to train the Word2Vec
embeddings model employed in the KNEO ap-
proach.

Both i2b2 datasets contain fake PHI to simulate
real, non-anonymized clinical records. The same
is not valid for the MIMIC III notes, where all the
sensitive information appears replaced by catego-
rized entity tags. In order to re-establish a realistic
clinical note structure, the Faker library for Python
(Faraglia) was used to create fake entities according
to each tag category.

4.3 NER Models

The first method developed was the CRF model.
For this purpose, the following features were con-
sidered regarding each token and their immediate
neighbors: POS tag, the last 2 and 3 constituting
characters, whether it starts with a capital letter,
whether it is a title, and whether it is a digit. This
model was trained upon the train datasets of both
i2b2 challenges, adding up to 1389 clinical notes.

For the second NER approach, Presidio Ana-
lyzer was used together with a language model
from spacy, pre-trained on the OntoNotes 5 dataset
(Ralph Weischedel, 2013), and reporting F1-score
and recall values of 90% on the NER task. This
solution was used as an off-the-shelf method; there-
fore, the language models were not re-trained upon
any of the working train sets.

4.4 Word Embeddings

The training of embedding models is a complex
task that requires extensive data. As such, the
INCOGNITUS embeddings model was trained
upon the subset of 54,652 discharge summaries
retrieved exclusively from MIMIC III, following a
Word2Vec strategy (Mikolov et al., 2013).

5 Results

To estimate the performance of the offered strate-
gies in the anonymization task, they were tested
against the working test sets. For each experiment,
the f1-score regarding the binary task of classifying
sensitive information was calculated. The mean IL
associated with anonymizing each clinical note was
also measured, based on Equation 1. The results of
this experiment are displayed in Table 1.

f1-score IL

i2b22006

CRF 94.8 15.8± 11.4
Presidio 73.0 21.6± 13.0
KNEO - 59, 9± 21.3

i2b22014

CRF 87.8 15.7± 12.4
Presidio 64.6 21.3± 14.0
KNEO - 58.4± 21.1

MIMIC
CRF 69.1 21.3± 13.8
Presidio 66.6 24.9± 14.6
KNEO - 63.4± 18.4

Table 1: Values of f1-score and mean ± standard devi-
ation of the IL, attained by each of the anonymization
methods offered by INCOGNITUS, in each test set.

By looking at the f1-score values in Table 1, it
is clear that achieving high performance through
fairly simple NER techniques is possible, as is ev-
ident by the results attained by the CRF model.
These are in line with most reported values in the
literature for similar tasks, when the data used for
the test follows the same structure as the training
data. Suppose one considers the results attained
through the Presidio Analyzer instead, which uses
a model trained upon the OntoNotes dataset. In
that case, one can observe a clear drop in perfor-
mance compared to that achieved with CRF. This
might seem strange initially, considering that the
configuration used by Presidio incorporates much
more complex methods than those involved in train-
ing the CRF model. The fact that the NER models
used by Presidio were not re-trained in any of the
available clinical datasets might be the reason be-
hind this. In fact, when the CRF model was tested
against an external dataset (MIMIC III discharge
notes subset), it presented a drop in performance
of almost 20%, much closer to the values attained
by presidio. These results are concerning because
expecting access to notes for training in real appli-
cation contexts is somewhat unrealistic. To have
that, one would need access to content anonymized
in a non-automated way or not anonymized at all,
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which defeats the purpose of these tools.

Furthermore, while f1-scores of 95% are high,
these values can never comply with the GDPR def-
inition of anonymization. Even if these rose to
100%, the underlying risk of existing particular
identifiers not being considered during training is
still a threat. In this regard, the traditional methods
of automated anonymization (NER-based) cannot
compete with the KNEO strategy, since the latter
replaces every single token from the original text,
guaranteeing no such occurrences. Since every
original token is exchanged, the f1-score calcula-
tion becomes inappropriate for the KNEO method-
ology. On the one hand, by replacing every token, it
is guaranteed that none of the original content gets
overlooked, ensuring 100% recall. On the other
hand, since the replacement of every original word
is the fundamental ideology behind this method,
the concept of false positives makes little sense.
One could argue that every non-sensitive token re-
placed might be regarded as a false positive. Still,
such an interpretation ignores the role of neighbor
word embeddings in preserving the information
encoded.

Even so, although KNEO outperforms both
NER-based strategies in preventing sensitive in-
formation leaks, the quantity of relevant informa-
tion lost in the process is undeniably higher than
what is observed for the other methods. Looking at
the information loss values, this tendency is clear:
around 60% of the original content is lost when
applying the KNEO strategy. This means that, on
average, the obfuscator hides the information re-
lated to six of the ten codes identified in the original
notes. This becomes even more concerning if we
consider that the classification task used to com-
pute the IL metric simplifies a much more complex
one: identifying individual ICD10 codes. There-
fore, applying this strategy before performing ad-
vanced text processing tasks, such as clinical note
summarization, could be problematic. The rates
of information lost for the NER-based strategies
are much lower, although it is visible that some
information also gets hidden (around 20%).

In sum, since no technique is flawless, it is fun-
damental to understand (i) the context of applica-
tion and (ii) the pros and cons of applying each
technique. INCOGNITUS answers to the second
necessity by providing various solutions and esti-
mating performance during anonymization. In this
way, it allows the users to switch between strategies

according to their needs and the characteristics of
each method.

6 Conclusions

This paper introduced INCOGNITUS, a user-
friendly platform to prompt conscious automated
anonymization of clinical text. It provides two dis-
tinct NER-based methods and a recently proposed
alternative that guarantees proper anonymization
(100% recall) at the cost of information loss and
low readability. Employing a pre-trained classifier
of ICD-10 code categories, INCOGNITUS brings
a new way of estimating the information lost dur-
ing anonymization. This framework moves the
research around clinical text anonymization for-
ward, towards accountable strategies and fair per-
formance assessments.
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