
Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics
System Demonstrations, pages 195–208

May 2-4, 2023 ©2023 Association for Computational Linguistics

CoTEVer: Chain of Thought Prompting Annotation Toolkit
for Explanation Verification

Seungone Kim1,2 Sejune Joo1,2 Yul Jang2 Hyungjoo Chae2 Jinyoung Yeo2

KAIST AI1 Yonsei University2

louisdebroglie@kaist.ac.kr
{sr7418,blaze,mapoout,jinyeo}@yonsei.ac.kr

Abstract

Chain-of-thought (CoT) prompting enables
large language models (LLMs) to solve com-
plex reasoning tasks by generating an expla-
nation before the final prediction. Despite it’s
promising ability, a critical downside of CoT
prompting is that the performance is greatly
affected by the factuality of the generated ex-
planation. To improve the correctness of the
explanations, fine-tuning language models with
explanation data is needed. However, there
exists only a few datasets that can be used
for such approaches, and no data collection
tool for building them. Thus, we introduce
CoTEVer, a tool-kit for annotating the factual
correctness of generated explanations and col-
lecting revision data of wrong explanations.
Furthermore, we suggest several use cases
where the data collected with CoTEVer can
be utilized for enhancing the faithfulness of
explanations. Our toolkit is publicly available
at https://github.com/SeungoneKim/CoTEVer.

1 Introduction

Chain-of-thought prompting (Wei et al., 2022b)
generates an explanation before the answer to elicit
the reasoning capabilities of large language mod-
els. An intuitive way to interpret chain-of-thought
prompting is that the process of ‘generating an ex-
planation’ is analogous to ‘decomposing multiple
step problems into smaller sub-problems’, which
enables to solve complex reasoning tasks. There-
fore, generating a plausible explanation is crucial
to derive the correct answer (Wang et al., 2022).

To generate a plausible explanation, previous
works have attempted to generate multiple expla-
nations and use a task-specific verifier that would
access the quality of the explanations and choose
one of them (Cobbe et al., 2021; Shen et al., 2021;
Thoppilan et al., 2022; Li et al., 2022). A more
fundamental solution to this problem is fine-tuning
the underlying language model with high-quality
annotated explanations (Ling et al., 2017; Cobbe

Figure 1: Example of Explanation Verification and An-
swer Verification of GPT-3’s output. Explanation Veri-
fication requires additional knowledge which makes it
hard for annotators to intuitively write a revised expla-
nation and answer.

et al., 2021; Zelikman et al., 2022; Huang et al.,
2022; Chung et al., 2022). However, fine-tuning
would require to gather large amounts of annotated
explanation data, which is impractical.

Collecting large amounts of annotated explana-
tion data is difficult for several reasons. First, while
existing works gather explanation data by asking
annotators to manually write explanations using
existing datasets (Wiegreffe and Marasovic, 2021),
gathering human authored labels is often expen-
sive in terms of time and cost (West et al., 2021).
Second, writing a good quality explanation from
scratch is difficult because it requires sufficient
background knowledge (Geva et al., 2021a).

In this paper, we address the question: can we
gather explanation data in a more efficient manner?
Inspired by human-in-the-loop methods, we ask an-
notators to verify a machine generated explanation
instead of manually writing them (Wallace et al.,
2019; Weber et al., 2021; Du et al., 2022). In other
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words, annotators get to check whether the under-
lying language model hallucinate (i.e., generate
explanations that are factually incorrect) (Shuster
et al., 2021; Lin et al., 2022a). To do this, we
provide a set of supporting evidence documents re-
trieved from the web. Annotators access the quality
of the given explanation, and provide a feedback
score along with a better alternative.

As shown in Figure 1, let’s consider gathering an
explanation and answer for the question, ‘Can you
see harbor seals in Washington D.C.?’1. In this ex-
ample, GPT-3 generates an explanation ‘1) You can
see harbor seals in the Pacific Ocean. 2) Washing-
ton D.C. is not in the Pacific Ocean. 3) Therefore
you cannot see harbor seals in Washington D.C.’
and predicts ‘No’ as the answer. In this case, the
first sentence of the explanation missed the point
that harbor seals not only live in the west coast, but
also in the east coast of the US. By providing the
background knowledge ‘Harbor Seals live in east
and west coasts of United States’, annotators could
successfully revise the explanation.

To this end, we propose CoTEVer (Chain
of Thought Prompting Annotation Toolkit for
Explanation Verification), which is designed to effi-
ciently gather explanation data, by 1) alleviating the
role of annotators to verify instead of writing from
scratch and 2) supplementing the required back-
ground knowledge via evidence documents. With
the gathered explanation data, researchers could
use them for CoT fine-tuning (Chung et al., 2022)
or transform them into other knowledge intensive
datasets.

2 Related Works

2.1 Tool-kits for Data Annotation
There exists a number of interactive tool-kits for
annotating and verifying labels (Götze et al., 2022;
Lin et al., 2022b; Friedrich et al., 2021; Bach et al.,
2022; Thrush et al., 2022). For instance, Prompt-
source (Bach et al., 2022), is a framework designed
to try out diverse set of prompts that can be used
in in-context learning (Liu et al., 2021), or instruc-
tion tuning (Sanh et al., 2021; Wei et al., 2021;
Min et al., 2021; Ye et al., 2022; Jang et al., 2023).
Other human-in-the-loop annotation toolkits (Wal-
lace et al., 2019; Weber et al., 2021; Du et al., 2022)
provides functionality for annotators to verify the
neural model’s prediction instead of manually cre-
ating them. Compared to these toolkits, CoTEver

1Example from StrategyQA (Geva et al., 2021b)

provides additional features specifically designed
for gathering explanation data such as retrieving ev-
idence documents and supporting different Chain
of Thought prompts.

2.2 Explanation Data

Chain of Thought Prompting is an in-context learn-
ing based methodology that generates an explana-
tion before the answer. Instead of directly answer-
ing to the question, Wei et al. (2022b) conjectures
that generating an explanation on-the-fly (explain-
and-generate) enhances the reasoning capabilities
of large language models. Wei et al. (2022a) argues
that the ability to solve complex reasoning only ap-
pears when using large-scale language models, and
defines this phenomenon as ‘Emergent Abilities’.
CoTEver uses Chain of Thought Prompting to gen-
erate an explanation that could serve as a starting
point for annotators to verify.

Recently, Chung et al. (2022) has shown that
fine-tuning with explanation data unlocks the emer-
gent abilities in large language models and achieves
good performance not only at seen tasks (Ling et al.,
2017; Cobbe et al., 2021; Zelikman et al., 2022),
but also unseen tasks. The explanation data col-
lected by CoTEVer could be used for CoT Fine-
tuning since we collect a revised explanation.

2.3 Hallucination in Language Models

Hallucination is a phenomenon where a model gen-
erates a falsehood output that may contradict with
the factual knowledge. Lin et al. (2022a) reported
that as the model size increases, the less truthful
they tend to be. Lewis et al. (2020) explains that
models that rely only on parametric memory (e.g.,
GPT-3) are more likely to suffer from hallucination.
When collecting explanation data from annotators,
hallucination is a critical issue because the model
may generate an unfaithful but very fluent output
that is not easily distinguishable (Gao et al., 2022).
To collect factually correct explanations from anno-
tators, we provide supporting evidence documents
using a search engine.

3 System Design and Workflow

In Figure 2, we present an illustration of the over-
all explanation verification process of CoTEver
with 3 steps and show how the annotated expla-
nations could be obtained effectively. We assume
a scenario where a researcher requests a group of
annotators to query a large language model and
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You can see harbor seals along the U.S. west and 
east coasts.

Suggest a better alternative for Step1!

1 2 3 4 5

Q:  Where can you see harbor seals?

A:  You can see harbor seals in the Pacific Ocean.

Is Step 1 reasonable? (1 to 5)

Is the final answer reasonable? (1 to 5)

Rate this Explanation!

Can you see harbor seals in Washington D.C.?

Step 1

Q: Where can you see harbor seals?

A: You can see harbor seals in the .Pacific Ocean

Step 2

Q: Is Washington D.C. in the Pacific Ocean?

A: Washington D.C. is not in the Pacific 
Ocean.
Step 3 

Q: Can you see harbor seals in Washington 
D.C.?

A: Since you can see harbor seals in the 
Pacific Ocean, and Washington D.C is not in 
the Pacific Ocean, you cannot see harbor 
seals in  Washington D.C. 

User Query

S1: Prompting S3: Explanation and Answer Verification

So the answer is no.

Document 1

Harbor seals are among one of the most 
common marine mammals 

 They are commonly 
seen resting on rocks and baches alone the 
coast and on floating ice in glacial ...

URL: https://www.fisheries.noaa.gov/
species/harbor-seal

along the U.S. 
west and east coasts.

Document 2

Harbor sea’s are brown, silvery white, tan, 
or gray with distinctive V-shaped nostrils. 
males may fight over mates under water 
and on land. females bear a single pup 
after a nine-month gestation, which they 
care for alone ...

URL: https:/www.marinemammalcenter.org/

animal-care/learn-about-marine-mammal...

S2: Evidence Retrieval

1 2 3 4 5

So the answer is yes.

Figure 2: The overall illustration of CoTEver. An annotator asks a question to CoTEver and receives an
explanation, supporting evidence documents, and a prediction. Then, the annotator’s rating of the explanation (5
for most relevant), suggestions for a better explanation is stored in the Database which can be used for research
purposes.

verify the explanations and predictions to collect
explanation data. Although CoTEVer could sup-
port gathering free-form questions from annotators,
it would either require 1) the researcher to make
predefined few-shot demonstrations and retrieving
them on-the-fly or 2) generating the explanation
in a zero-shot setting (Kojima et al., 2022), which
is both challenging to gather good quality expla-
nations. Therefore, we define a scenario where a
researcher assign users to query specific type of
questions, such as ‘Ask a question that could be
answered with yes/no’(Answer Format) or ‘Ask
a question that is related to economics’(Domain).
In this case, we could assume that the researcher
prepared few-shot demonstrations beforehand.

3.1 S1: Prompting

Prompting Composition. We use GPT-3 (Brown
et al., 2020) which is one of the standard large
language models for CoT prompting (Wei et al.,
2022b; Kojima et al., 2022). CoT prompting has
limitations in that the generated explanations does
not have a unified format, which makes verification
harder. So, we adopt Self Ask (Press et al., 2022)
as our prompting method to generate explanations
composed of sub-questions and sub-answers. We
provide more details of our prompt in Table 4.
Explanation Generation. As a first step, annota-
tors are asked to explore our framework by query-
ing a variety of different questions under the des-
ignated requirements. The user question is con-
catenated to the demonstrations as an input for the
model. We then send a request via OpenAI API
and get a response which contains the output of

GPT-3. Upon obtaining the responses, we decom-
pose the output into reasoning steps consist of a
sub-question and sub-answer.

3.2 S2: Evidence Retrieval

Document Retrieval. To help the annotators’
judgement, we provide documents that can be
used as evidence to the generated explanation. For
that, we retrieve documents using the sub-question
directly as a query for document retrieval. Note
that while Press et al. (2022) use the sub-questions
to retrieve and answer to the question, we instead
use them to retrieve and help annotators verify
the explanations. In order to retrieve documents
that are not outdated from the Web database, we
use Google Search API 2. We use the top-10
documents as candidates for reranking.

Document Reranking. We first split the retrieved
documents into smaller chunks of maximum 512
tokens, the maximum number of input tokens ac-
ceptable in our reranking module. To provide re-
liable evidence documents to the annotators, we
rerank the documents candidates and choose the or-
der to be displayed on the user interface. We obtain
the embeddings of the query and the supporting
document candidates using Sentence-T5 (Ni et al.,
2021), a state-of-the-art sentence embedding model
trained to capture the semantic textual similarity
between two input sequences. We then rank the
retrieved documents with a cosine similarity score
between the document and query embedding.

2https://pypi.org/project/google-api-python-client/
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Error Type Example

Insufficient
Knowledge

18%

Do all crustaceans live in the ocean?
Q#1: What are crustaceans? Crabs can be found in all oceans and in

freshwater. Some crabs live on land,
sometimes several miles from water.
Species such as the fiddler crab live in
burrows in the sand or mud, where
they stay during winter and high tides.

A#1: Crustaceans are a group of animals that
include crabs, lobsters, and shrimp.

Q#2: Where do crabs live?
A#2: Crabs live in the ocean.
Q#3: Where do lobsters live?
A#3: Lobsters live in the ocean.
Q#4: Where do shrimp live? Shrimp occur in all oceans—in shallow

and deep water—and in freshwater
lakes and streams.

A#4: Shrimp live in the ocean.
Q#5: Do all crustaceans live in the ocean?
A#5: Since crabs, lobsters, and shrimp live in the

ocean, all crustaceans live in the ocean.

Out of Date
22%

Could a single bitcoin ever cover cost of a Volkswagen Jetta?
Q#1: How much is a single bitcoin? Bitcoin’s price today is $ 21,282.48,

with a 24-hour trading volume of
$ 37.84 B.

A#1: A single bitcoin is about $6,000.
Q#2: How much is a Volkswagen Jetta?
A#2: A Volkswagen Jetta is about $18,645.
Q#3: Could a single bitcoin ever cover cost

of a Volkswagen Jetta?
A#3: Since a single bitcoin is about $ 6,000,

and a Volkswagen Jetta is about $ 18,645,
and $ 6,000 is smaller than $ 18,645,
single bitcoin could not cover the cost
of a Volkswagen Jetta.

Wrong Fact
43%

Can a lifeboat rescue people in the Hooke Sea?
Q#1: What is the Hooke Sea? Hooke Crater is an impact crater in the

Argyre quadrangle on Mars at 45.2°S
and 44.4°W and is 139.0 km in diameter.
It was named after British physicist-
astronomer Robert Hooke.[1]

A#1: The Hooke Sea is a sea in Antarctica.
Q#2: Is the Hooke Sea a dangerous place?
A#2: The Hooke Sea is a dangerous place

because it is a sea in Antarctica.
Q#3: What is a lifeboat?
A#3: A lifeboat is a boat designed for

rescuing people in danger.
Q#4: Can a lifeboat rescue people in the Hooke Sea?
A#4: Since the Hooke Sea is a dangerous place

in Antarctica, and a lifeboat is a boat
designed for rescuing people in danger,
lifeboat can rescue people in
the Hooke Sea.

Table 1: Examples of frequent error types within explanations. The left side is the original explanation generated by
a language model, and the right side is the retrieved evidence document. The evidence documents could provide the
required knowledge when revising the original explanation.

3.3 S3: Explanation and Answer Verification

Explanation verification. In light of the provided
evidence documents, annotators could easily check
the correctness of the given explanation and give
a 1-5 star Likert scale rating for each step in the
explanation. In cases where the explanation needs
to be revised, annotators can submit a better al-
ternative. Our main intuition is that compared to
writing a new explanation from scratch, revising an
explanation with the evidence documents is much

more easier for the annotators. Also, it is more
likely that the revised explanation would be factu-
ally correct because the evidence documents would
ground the required knowledge during annotation.
The rating data is further used to determine the
quality of a given explanation, which we further
explain in Section 5

During the verification process, the annotators
also label which evidence document is used as an
evidence. For example, in Step 2 of Figure 2, the
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annotator put a check mark on the document that
contains the information about the habitat of harbor
seals which contradicts to the sub-answer in the
first step, “You can see harbor seals in the Pacific
Ocean.”. We further explain how this data could
be utilized in Section 5.
Answer verification. Lastly, annotators are asked
to verify the correctness of the model’s final predic-
tion. Since large language models tend to output
incorrect conclusions when the explanation is fac-
tually mistaken (Wang et al., 2022), it is very likely
that the answer would be wrong when the original
explanation got a low score in S3.

4 Analysis of Explanation Data

In this section, we analyze what error cases are
abundant within an explanation and show how
they can be revised using evidence documents re-
trieved by CoTEVer. As mentioned in Section 3.1,
we adopt a Self-Ask style prompt and use TEXT-
DAVINCI-002 (Ouyang et al., 2022) to generate a
corresponding explanation and answer for the train
set of StrategyQA (Geva et al., 2021b). Then, we
sample 300 instances where the prediction is incor-
rect, ask annotators to classify the error type and
revise the explanation using CoTEVer.

While we analyze the error types of explanations
using human evaluation, automatic evaluation
metrics proposed to measure the quality of a given
explanation (Golovneva et al., 2022; Chen et al.,
2022) is another promising direction, and we
leave for future work. Also, we provide more
detail of the human evaluation experiment process
in Appendix B. Table 1 shows three frequently
observed errors types, Insufficient Knowledge,
Out of Date and Wrong Fact along with the
corresponding percentage among the error cases
(18%, 22%, 43% respectively).

Insufficient Knowledge. It is well known
that language models mainly learn from high-
frequency patterns and largely fail when tested
on low resource tasks such as few-shot learn-
ing (Tänzer et al., 2021). Such behavior can be
seen in the first example of Table 1. In general,
it may be correct that crabs, lobsters and shrimp
live in the oceans. However, the important point
of the question is whether all crustaceans live
in the ocean, making the generated explanation
insufficient. The knowledge needed in such
situation is included in the evidence documents,

where it indicates that crabs and shrimp also live in
freshwater.

Out of Date. The static nature of the text data
that large language models are trained on makes it
difficult to cope with rapidly changing real world
situations (Jang et al., 2021). For instance, in the
second example of Table 1, bitcoin is a highly
volatile asset that has gone up significantly in
the past few years. According to the retrieved
evidence document, it is no longer $6000 but
actually more than $20k which exceeds the price
of a Volkswagen Jetta. These types of updates
need to be done frequently through retrieval of
up-to-date documents.

Wrong Fact. As shown in the third example of
Table 1, large language models also generate false
facts within the explanation. In this case, the first
step within the explanation quoting, "The Hooke
Sea is a sea in Antarctica." is not true. Because
the Hooke Sea is not in Antarctica but on Mars,
it isn’t actually a sea, eliminating the lifeboat sce-
nario. This fact can also be found in the retrieved
document.

5 How to Utilize Explanation Data
gathered with CoTEVer

In this section, we suggest three promising
directions on how the explanation data collected
with CoTEVer can be utilized. We define E and A
to be the original explanation and answer generated
by a language model, respectively. Similarly, the
revised explanation and answer from the annotator
can be defined as E∗ and A∗. Explanations consist
of pairs of sub-questions sqi and sub-answers sai
which brings the following definition:

• Explanation E with N pairs of ei = (sqi, sai)
is E = {ei}Ni=1

• A revised explanation E∗ with N∗ pairs of
e∗ = (sq∗i, sa

∗
i) is E∗ = {e∗i }N

∗
i=1

Now for an explanation, sets of documents Di

are retrieved for each pair ei, based on sqi. Within
Di, we define the top-kth document aligned by the
re-ranking module as Dk

i . Finally, D̃i is defined
as the evidence document chosen by the annotator
upon the set Di.
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5.1 Chain of Thought Fine-tuning
Chung et al. (2022) indicated that fine-tuning lan-
guage models to generate an explanation is effec-
tive to improve reasoning abilities of language mod-
els. We suggest training a model using the revised
explanation collected by CoTEVer instead of us-
ing manually collected explanations. The objective
could be formalized such as:

Le∗ = −
|E∗|∑

i=1

|e∗i |∑

j=1

logP (e∗i,j |e∗<i, e
∗
i,<j) (1)

La∗ = −
|A∗|∑

i=1

logP (a∗i |a<i, E∗) (2)

where the ith explanation e∗ consists of |e∗i |
tokens. Note that in CoT Fine-tuning, the
explanation is first generated by conditioning on
the question, and then the answer is generated
by conditioning on the question and explanation
(explain-and-generate).

Unlikelihood Training In addition to using the
revised explanation to teach language models to
generate an explanation coupled with the final pre-
diction, we also suggest using the incorrect expla-
nations for knowledge unlearning via unlikelihood
training (Welleck et al., 2019). Prior work proposed
that simply negating the original cross entropy loss
is effective in knowledge unlearning (Jang et al.,
2022). In the case of explanation data, models can
forget incorrect explanations and learn the correct
explanations instead. Using the rating score pro-
vided by the annotators, we could define how much
room of improvement there was between the orig-
inal explanation and the revised explanation. We
could use ‘original explanations with relatively low
scores’ among the collected explanations as hard
negatives. Then, the objective could be formalized
such as:

Le = −
|E|∑

i=1

|ei|∑

j=1

log(1− P (ei,j |e<i, ei,<j)) (3)

Future work could consider analyzing whether
forgetting the incorrect explanation before learning
the correct explanation is more effective, or vice
versa. Also, a more sophisticated definition of how
to determine ‘incorrect explanations’ and ‘correct
explanations’ using the user’s feedback score could
be explored.

5.2 Knowledge-Intensive Tasks
As we show in Table 1, large language models
tend to generate unfaithful explanations, which is
especially problematic when solving knowledge-
intensive tasks (Lewis et al., 2020). We suggest
two approaches that could resolve this issue
by building datasets for fact verification and
information retrieval from the revised explanations
and the evidence documents.

Fact Verification. Following the task definition of
FEVER (Thorne et al., 2018), we define labels for
each pair of sub-answer sai and a evidence doc-
ument from Di as either SUPPORTED, REFUTED,
and NOTENOUGHINFO.

Since the annotators use D̃i as evidence when
finding contradictions, sai rated as 1 and D̃i can
be labeled as REFUTED. Similarly, the pair of sa∗i

3

and document D̃i can be labeled as SUPPORTED.
As low-ranked documents D10

i from our re-ranking
module are less likely to contain information that
supports nor refutes the explanations, we use
them as examples for NOTENOUGHINFO. The
fact verification data obtained with CoTEVer
could be used to to train a factual error correction
model (Thorne and Vlachos, 2021).

Information Retrieval. Karpukhin et al. (2020) ex-
plains that using negative examples helps substan-
tially, whilst they mitigated the difficulty in obtain-
ing them via setting in-batch negatives. CoTEVer
is effective to acquire hard negative as well as pos-
itive pairs using the sub-questions sqi and a evi-
dence document from Di.

Since the annotators find D̃i to contain the most
helpful information when revising sai rated as 1
to sa∗i , D̃i would form a positive relation with sqi.
Meanwhile, D10

i , which was ranked low by our re-
ranking module would serve as a hard negative for
sqi. The information retrieval data obtained with
CoTEVer could be used to train a enhanced dense
embedding model (Gao et al., 2021; Chuang et al.,
2022).

6 Conclusion

In this work, we introduce CoTEver, an interactive
annotation framework designed to verify unfaith-
ful outputs and gather truthful explanation data
from annotators. To reduce the cost of manually

3sa∗
i where the original sai was rated as 1, which is the

lowest score.
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searching for evidence while verifying an explana-
tion, we provide supporting evidence documents
via a search engine. Next, we analyze some of
the abundant reasons where large language models
generated incorrect explanations. Also, we suggest
three directions on how explanation data gathered
with CoTEVer can be utilized. We hope CoTEVer
will contribute to gather high quality explanation
data used for future research.
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A Link to Video & Code

The link to our video and code is as follows:

1. Demonstration Video: Link

2. Official Code: Link

B Experiment Details for Human
Evaluation

Following Wei et al. (2022b), we use the open-
domain setting (question-only set) of Strate-
gyQA (Geva et al., 2021a) from Srivastava et al.
(2022). We use TEXT-DAVINCI-002 to generate
explanations. We set the temperature as 0.

The 6-shot prompt we used are shown in Ta-
ble 4. Our prompt are divided into sub-questions
and sub-answers where the sub-questions are used
as a query for retrieving the evidence documents.

strategyQA
CoT (Wei et al., 2022b) CoTEVer (Ours)

65.4 70.52

Table 2: Few-shot Prompting accuracy on
StrategyQA(question-only set). Our prompt con-
sists of sub-questions and sub-answers.

Table 2 shows the performance when using our
designed prompt. Although our purpose of con-
sisting prompts with sub-questions was for evi-
dence retrieval, Self-Ask (Press et al., 2022) style
prompts achieves better performance compared to
the prompts used in Wei et al. (2022b). Also, these
results support the fact that the incorrect explana-
tions(29.18%) were not generated due to the quality
of our prompt.

To analyze the error types, we sample 300 incor-
rect instances since the explanation is likely to be
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wrong when the prediction is incorrect (Wang et al.,
2022). We ask 20 annotators with background in
deep learning and proficient English skills to 1)clas-
sify the error type and 2)revise the explanation us-
ing CoTEVer. While the error types introduced in
Table 1 (total 83%) could be revised based on the
supporting evidence documents, 17% were error
types were GPT-3 didn’t generate a final prediction
by keep repeating itself, or error types where the
knowledge was all correct, but the reasoning was in-
correct. In this case, retrieving evidence documents
does not help during explanation verification.

C Limitations

The following are the limitations of CoTEVer.

Dependency on Prompt Design. While we
experimented with prompts from StrategyQA,
where only yes/no questions are given, annotators
could type in any form of questions such as
multiple choice questions or ‘why’ style questions.
In this case, the prompts used to query a large
language model should be changed. Therefore, we
provide functionality where the researcher using
CoTEVer could change the prompt. To prevent
unexpected behavior of large language models, it
is recommended to instruct annotators what types
of questions they should ask. Also beside output
format, large language models are also sensitive
to the domain of the question. For example,
when annotators ask questions requiring financial
of legal domain knowledge, the prompts we
provided might not perform well. In this case, re-
searchers should change the prompts to their needs.

Prevention on Usage for Unethical Use Cases.
Large language models often tend to generate toxic
outputs. This is a critical issue when annotators
use our framework. Our annotation toolkit is built
on top of the Open AI API, where there has been
various attempts to mitigate the toxic behavior of
GPT-3. For instance, their TEXT-DAVINCI-002
version uses reinforcement learning to align
towards non-toxic language.

Cases when Explanation is wrong due to In-
correct Reasoning. While CoTEVer could sup-
plement insufficient knowledge for annotators, it
couldn’t tell which step within the explanation con-
tains incorrect reasoning.
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Error Type Example

Incomplete
Answer

Is Black Lives Matter connected with capsaicin?
#Q1 : What is capsaicin?

Capsaicin (8-methyl-N-vanillyl-6-none
namide) is an active component of
chili peppers, which are plants
belonging to the genus Capsicum.
It is a chemical irritant for mammals,
including humans, and produces a
sensation of burning in any tissue
with which it comes into contact.

#A1 : Capsaicin is a chemical compound
that can be found in chili peppers.
#Q1 : What is Black Lives Matter?
#A1 : Black Lives Matter is a movement that fights against
racism and violence towards black people.
#Q2 : Is Black Lives Matter connected with capsaicin?
#A2 : Since Black Lives Matter is a movement that fights
against racism and violence towards black people,
and capsaicin is a chemical compound that can be found
in chili peppers, Black Lives Matter is not connected
with capsaicin.
So the answer is no.

Wrong Fact

Does Soylent use Pea for their source of protein?
#Q1 : What is Soylent?

Soy protein isolate is the ingredient
we use in Soylent as our source
of protein.

#A1 : Soylent is a meal replacement drink.
#Q2 : What is the source of protein for Soylent?
#A2 : Soylent uses pea protein.
#Q3 : Does Soylent use Pea for their source
#A3 : Since Soylent uses pea protein, Soylent uses pea for
their source of protein.
So the answer is yes.

Update
Required

Has Kelly Clarkson outsold season 4 American Idol winner?
#Q1 : Who won season 4 of American Idol?

To date, Clarkson has sold over
28 million albums and 54 million
singles worldwide.

#A1 : Carrie Underwood won season 4 of American Idol.
#Q2 : How many albums did Carrie Underwood sell?
#A2 : Carrie Underwood sold over 15 million albums.
#Q2 : How many albums did Kelly Clarkson sell?
#A2 : Kelly Clarkson sold over 25 million albums.
#Q3 : Has Kelly Clarkson outsold season 4 American Idol Throughout her career, Underwood has

sold 66 million albums worldwide. In
the United States, she remains the best
-selling album artist from American
Idol franchise with a total of 16.3
million albums sold

winner?
#A3 : Since Kelly Clarkson sold over 25 million albums, and
Carrie Underwood sold over 15 million albums, Kelly
Clarkson sold more albums than Carrie Underwood.
So the answer is yes.

Table 3: Additional Examples of frequent error types within explanations. The left side is the original explanation
generated by a language model, and the right side is the retrieved evidence document. The evidence documents
could provide the required knowledge when revising the original explanation.
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Figure 3: Snapshot of CoTEVer. Annotator gets to type in a question, and receive the output of a large language
model(e.g., GPT-3).

Figure 4: Snapshot of CoTEVer. Annotator could check the retrieved evidence documents in order to verify each
step within the explanation.
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Prompt
[Example 1]
Question: Do hamsters provide food for any animals?
Output:
Sub Question #0 : What type of animals are hamsters?
Sub Answer #0 : Hamsters are prey animals.
Sub Question #1 : Can prey animals be food for other animals?
Sub Answer #1 : Prey are food for predators.
Sub Question #2 : Do hamsters provide food for any animals?
Sub Answer #2 : Since hamsters are prey animals, and prey are food
for predetors, hamsters provide food for some animals.
Final Answer : So the answer is yes.

[Example 2]
Question: Could Brooke Shields succeed at University of Pennsylvania?
Output:
Sub question #0 : What university did Brooke Shields went to?
Sub answer #0 : Brooke Shields went to Princeton University.
Sub question #1 : Did Brooke Shields succeed at Princeton University?
Sub answer #1 : At Princeton University, she got all As and Bs while
pursing her bachelor’s degree in French literature, meaning she had a
successful school life.
Sub question #2 : How rigorous is Princeton University compared to
University of Pennsylvania?
Sub answer #2 : Princeton University is about as academically rigorous
as the University of Pennsylvania because they have a similar ranking
according to U.S. News Rankings.
Sub question #3 : Could Brooke Shields succeed at University of Pennsylvania?
Sub answer #3 : Since University of Pennsylvania and University of
Princeton are in similar circumstances, Brooke Shields has been successful
in University of Princeton, Brooke Shields could also succeed at the
University of Pennsylvania.
So the answer is yes.

[Example 3]
Question: Hydrogen\u2019s atomic number squared exceeds number of Spice Girls?
Output:
Sub question #0 : What is the atomic number of Hydrogen?
Sub answer #0 : Hydrogen has an atomic number of 1.
Sub question #1 : What is 1 squared?
Sub answer #1 : 1 squared is 1.
Sub question #2 : How much Spice Girls are there?
Sub answer #2 : There are 5 Spice Girls.
Sub question #3 : Hydrogen\u2019s atomic number squared exceeds number
of Spice Girls?
Sub answer #3 : Since Hydrogen’s atomic number squared is 1, the number of
Spice Girls are 5, and 1 is smaller than 5, Hydrogen\u2019s atomic number
squared is less than the number of Spice Girls.
So the answer is no.
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[Example 4]
Question: Is it common to see frost during some college commencements?
Output:
Sub question #0 : When does College commencement ceremonies usually happen?
Sub answer #0 : College commencement ceremonies can happen in December,
May, and June.
Sub question #1 : Does it usually frost in December?
Sub answer #1 : December is in the winter, so there can be frost.
Sub question #2 : Is it common to see frost during some college commencements?
Sub answer #2 : Since there can be frost in December and a college
commencement are held in December, there could be frost at some commencements.
So the answer is yes.

[Example 5]
Question: Could a llama birth twice during War in Vietnam (1945-46)?
Output:
Sub question #0 : How long was the Vietnam war?
Sub answer #0 : The War in Vietnam was 6 months.
Sub question #1 : How long is the gestation period?
Sub answer #1 : The gestation period for a llama is 11 months.
Sub question #2 : How long does it take for a llama to birth twice?
Sub answer #2 : Since the gestation period for a llama is 11 months,
and 11 times 2 is 22, it will take 22 months.
Sub question #3 : Could a llama birth twice during War in Vietnam (1945-46)?
Sub answer #3 : Since it takes 22 months for a llama to birth twice,
War in Vietnam was 6 months, and 22 is bigger than 6, llama could not
give birth twice during the War in Vietnam.
So the answer is no.

[Example 6]
Question: Would a pear sink in water?
Output:
Sub question #0 : What is the density of a pear?
Sub answer #0 : The density of a pear is about 0.6g/cm3.
Sub question #1 : What is the density of water?
Sub answer #1 : The density of water is 1g/cm3.
Sub question #2 : Is the density of pear smaller than water?
Sub answer #2 : Since 0.6 is smaller than 1, the density of pear
is smaller than water.
Sub question #3 : If the density of an object is less than water, what happens?
Sub answer #3 : Objects less dense than water float.
Sub question #4 : Would a pear sink in water?
Sub answer #4 : Since a pear has a smaller density than water, a pear would
float.
So the answer is no.

[Example 7]

Table 4: Prompt used to gather explanations for human evaluation experiments.

208


