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Abstract
Topic Modeling is a commonly used technique
for analyzing unstructured data in various fields,
but achieving accurate results and useful mod-
els can be challenging, especially for domain
experts who lack the knowledge needed to op-
timize the parameters required by this natu-
ral language processing technique. From this
perspective, we introduce an Interactive Topic
Model Trainer (ITMT) developed within the
EU-funded project IntelComp. ITMT is a user-
in-the-loop topic modeling tool presented with
a graphical user interface that allows the train-
ing and curation of different state-of-the-art
topic extraction libraries, including some re-
cent neural-based methods, oriented toward the
usage by domain experts. This paper reviews
ITMT’s functionalities and key implementation
aspects in this paper, including a comparison
with other tools for topic modeling analysis.

1 Introduction
In the growing information age, today mostly dom-
inated by an unprecedented interest in artificial
intelligence (AI), as well as its deployment in a
multitude of applications, topic modeling is still
mostly preferred over other AI techniques for the
automatic extraction of the main themes concurring
in a collection of documents.

Nonetheless, the blind application of these topic
extraction tools entails some difficulties, from which
we can cite the presence of garbage topics (i.e., top-
ics that describe the corpus under analysis as a
whole, but not the relevant topics it consists of);
the complicated adjustment of flat topic models
when the corpus is characterized by topics with
very different sizes, as they do not support hier-
archical modeling; or challenges associated with
finding a suitable tuning for each algorithm, which
requires expertise and a good knowledge of their
hyperparameters, just to mention some.

Moreover, when the knowledge of domain ex-
perts is available, it is worthwhile to offer tools

that enable the incorporation of such understanding
into the building of topic models, providing both
appliances for visualization and guided adjustment
of the model, specially designed for the usage of
non-AI practitioners that are experts in their area.
Nevertheless, it is essential that the models created
for this purpose are easily interpretable by end users,
i.e., avoid garbage or too broad topics, etc.

Hence, we present in this paper IntelComp’s
Interactive Topic Model Trainer (ITMT), a tool
developed within the H2020 European project In-
telComp1 for this purpose. IntelComp seeks the
development of a platform that makes use of the
latest generation of Artificial Intelligence and Nat-
ural Language Processing (NLP) tools to provide
relevant information to assist public policies in
Science, Technology, and Innovation (STI), geared
toward aiding decision-making over the policy cycle.
This requires a thorough analysis of documentary
sources, which can entail up to hundreds of mil-
lions of documents (e.g., scientific articles, patents,
etc.); therefore, here becomes fundamental the use
of topic modeling to extract information with a
level of detail greater than attainable through the
inspection of these sources’ metadata.

ITMT consists of a Python-based toolbox inte-
grated within a PyQT6-based graphical user inter-
face2 for the training of topic models following
an expert-in-the-loop approach that ultimately con-
tributes to models that are more aligned with the
prior experience and needs of IntelComp end users.
The software package includes several state-of-the-
art topic modeling solutions, seeking adequacy to
the needs of each possible scenario, due to both the
characteristics of the data sets and the scalability of
the algorithms, but also the infrastructure available
for training. Besides, the software contains a series
of proprietary algorithmic improvements that allow

1http://intelcomp.eu
2The project will also make the tool accessible via a web

service.
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Features ITMT Gensim Mallet StandfordTMT STTM Familia TopicNet ToModAPI OCTIS BigML
Pre-processing tools � � � � � � �
Bayesian based models � � � � � � � � � �
Neural topic models � � �
Level-2 HTMs for granularity inspection �
Topic visualization tools � � � �
Topic curation tools �
Topic annotation tools �
Hyper-parameters tuning � � � � �
Global topic statistics � �
Coherence metrics � � � � � � �
Entropy metrics �
Diversity metrics �
Significance metrics �
Classification metrics � � � �
Domain-experts oriented � � �

Table 1: Comparison of ITMT with other existing frameworks for topic modeling.

topic models to be evaluated and curated by experts.
Compared to other current topic modeling frame-

works (McCallum, 2002; Rehurek and Sojka, 2010;
Lisena et al., 2020; Silvia Terragni, et al., 2021),
which typically focus on putting out topic modeling
algorithms but ignore their interpretability and ade-
quateness for the needs of end users, ITMT stands
out as a tool for training topic models while includ-
ing the knowledge of experts in the creation and
curation of such models. A comparison summary
between ITMT and other available frameworks is
available in Table 1, while a detailed analysis is
provided in Section 4.

The main contributions of our framework’s cur-
rent release are:

• Integration of several topic extraction libraries
enabling users to easily train models under a
common interface.

• Incorporation of a novel implementation of
Hierarchical Topic Models (HTMs). In par-
ticular, we provide a level-2 HTM comprising
tools that allow the user to pick which topics
should be further split.

• Inclusion of topic evaluation, annotation, vi-
sualization, and curation tools aiming for the
usage of domain experts, which are common
and independent of the training algorithm.

ITMT has been published under a permissive
MIT license in the GitHub Project https://
github.com/IntelCompH2020/topicmodeler.

2 System overview
ITMT consists both of a PyQT6-based graphical
user interface (GUI) as the front-end and a back-end
service supporting all the operations that need to
be carried out as a response to user interactions.

The visualization itself and the actual training and
optimization of the models are completely decou-
pled. The state management is performed on the
back-end side, and it is sustained by the use of
external folders given as input to the application, as
described in Section 2.1. This provides the ITMT
with both persistence and portability capabilities,
as all structures (training datasets, models, etc.)
created during the application’s execution can be
accessed and modified at a later time.

2.1 Input requirements
For the system to work, three input folders must
be provided, namely 1) a project folder in which
the application’s output will be saved; 2) a source
folder containing the datasets; 3) a wordlists folder
to harbor the wordlists (i.e., lists created by the user
outside the ITMT and the ones generated during
the application’s execution). For the time being,
the datasets available in the source folder must be
given in parquet format, and contain at least the raw
version of the texts to be used for training, and, for
some models, their contextualized embeddings.

Provided the three inputs, the project folder is
set up with a fixed structure composed of 1) a
configuration file with all the specifications and
descriptions of variables implied in the ITMT; 2) a
folder for the training datasets, and 3) a folder for
the trained topic models.

2.2 The graphical user interface
So as to offer the distinct ITMT utilities in a user-
friendly manner, the GUI is composed of four main
subwindows, each of them relating to one of the
functionalities offered by the application, leading
the user through the different steps that must be
followed for the creation of topic models; and one
additional subwindow serving as a welcome page.
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Figure 1: Wordlist management and Model management ITMT’s subwindows. Left: Available wordlists and their
information are listed, and the user can access their content by clicking on a wordlist’s associated row; also, the
user can access the menus for editing and creating a new wordlist, or delete any of them. Right: Available models
(level-1 and level-2) are hierarchically listed; by clicking on any, the model’s information, topical description, and
metrics are displayed; windows for curation and training of submodels can be accessed from here.

In the following, we offer a summarized descrip-
tion of each of these subwindows, and for more
details, the demo video available here3 can be con-
sulted.

Welcome page. It allows the selection of the
project/source/wordlists folders through either the
user’s file system or a list of recently used fold-
ers and provides a shortcut and description to all
functionalities.

Corpus management. It is composed of two views,
each of them serving a different purpose: 1) visual-
izing and operating with the available local datasets
(obtained from the source folder) and 2) visualizing
and operating with the user-created training datasets.
From 1) a training dataset can be created through a
new window and from 2) the preprocessing + topic
modeling training windows can be accessed.

Wordlist management. It supports the listing, cre-
ation, edition and deletion of ad-hoc word lists to in-
corporate information collected by domain experts
(e.g., stopwords, equivalent terms or acronyms,
etc.).

Model management. It assists the models’ man-
agement functionalities (listing, copying, renaming,
and deletion), as well as the visualization of the
models’ information and statistics. Also, a thematic
analysis with different levels of resolution through
the construction of second-level topic models can be
pursued from here, and the curation, visualization
and evaluation tools can be accessed.

Settings. It permits the user to configure all the
settings available in the configuration file.

3https://youtu.be/e0YDsnnNHto

2.3 ITMT users’ workflows
With the ITMT’s subwindow division, we aim at
guiding the user through the steps that are necessary
for the procurement of high-quality models with
interpretable topics, and as aligned as possible to
the needs of the expert orchestrating the creation.
To do so, we recommend following the succeeding
five-stage process, summarized in Figure 2. Note
that the tool itself does not impose the execution
of this workflow, but it is the user who should be
conscious of it.

Figure 2: ITMT recommended workflow.

1. Generation of a training dataset. By utiliz-
ing the documents of one of the local datasets
provided in the source folder, or the concatena-
tion of several of them, the user can construct
a training corpus through the Corpus manage-
ment subwindow.

2. Procurement of a representative vocabulary
for the training corpus. After the selection
of the just created training dataset, its prepro-
cessing and the creation of an initial auxiliary
model with a moderate number of topics (e.g.,
30-40 topics) through the preprocessing and
training windows should be approached. Hav-
ing the model constructed, the user benefits
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from some topic evaluation and curation tools
to clean the vocabulary as follows:

• Through the visual and manual inspec-
tion of the model, garbage topics can
be identified. This allows the detection
of uninformative terms for the corpus,
which should be marked as stopwords.

• Terms that appear in several topics of
varied nature should also be marked as
stopwords.

• Equivalent terms coming from lemmati-
zation errors, acronyms, and synonyms
should be marked to be mapped to a com-
mon structure.

Based on the stopwords and equivalences de-
tected, corresponding wordlists for filtering
each of the latter can be created through the
Wordlist management subwindow, which can
be used for performing a new preprocessing
of the training corpus. This process can be re-
peated any number of times until an adequate
vocabulary for the dataset is obtained.

3. Topic modeling training. Having a repre-
sentative vocabulary, the final training should
be pursued. To obtain an easily interpretable
model, slightly overestimating the number of
training topics is a good practice.

4. Topic modeling evaluation. It could be ad-
vantageous for the user to train several models
and then pick the one with the best perfor-
mance metrics.

5. Models curation. Finally, the usage of cu-
ration tools is recommended for the final ad-
justment of the selected model. E.g., similar
topics could be fused into a unique one or
garbage topics removed; alternatively, the user
can observe the presence of too broad topics,
for which a level-2 exploration through the
HTM techniques may be of use, etc.

3 Software components

As we have covered in the former section, the
construction of a topic model is a procedure that
requires the sequential execution of various tasks,
each of them managed by a different component of
the topic modeling service underlying the GUI. We
present in this section each of these components.

3.1 Preprocessing pipeline
This section describes the tasks carried out by the
ITMT’s preprocessing pipeline. It is important to
highlight it is not a complete NLP pipeline but only
provides additional cleaning tasks usually recom-
mended to obtain higher-quality topic models.

The transformations to which the documents
inputted into the pipeline are subjected are based
on a set of settings selected ad-hoc by the user,
which includes the wordlists to be used for the
vocabulary cleaning (i.e., steps 1 and 2 described
below) and the parameters implied in steps 3 and 4
(e.g., vocabulary size, etc.).

1. Removal of additional stopwords which,
while having meaning to a sentence, lack se-
mantic interest for the dataset under analysis.

2. Word replacements by other equivalent ones
so that they are treated as a single term during
topic modeling.

3. Filtering of short documents, as they lack
enough information for a robust estimation of
their thematic composition.

4. Vocabulary construction by removing terms
with a too high or too low probability of ap-
pearance in the corpus, and restricting the
maximum vocabulary size.

Figure 3: Illustration of the operation of the components
in the ITMT preprocessing pipeline.

The output of the processing pipeline is there-
fore a subset of the input documents (those with
sufficient length) in BoW format (besides its em-
beddings, in case the topic modeling algorithm in
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use requires them). The complete procedure has
been illustrated in Figure 3 for a concrete example.

The tool includes two different implementations
that allow high parallelization of the processes just
described. The first one is based on Spark, so the
execution can be easily distributed among the nodes
of a Spark cluster if such a cluster is available. If the
latter condition cannot be met, the parallelization
is achieved through Dask.

3.2 Topic modeling technologies
This section describes the topic modeling tech-
nologies included in the toolbox so far. All the
algorithms are provided with default parameters
as presented in their original works, but can be
customized by the user for each specific training.

Mallet (McCallum, 2002) is a popular Java library
with a highly efficient parallelizable implementation
of LDA (Blei et al., 2003) based on collapsed Gibbs
sampling known for providing good performance
in terms of topic coherence and scalability. It puts
the available resources to good use leading to fast
training due to its multi-threading capabilities.

Spark-LDA Spark incorporates a machine learn-
ing library, MLLIB (Xiangrui Meng, et al., 2016)
with two LDA implementations, both of them inte-
grated into the ITMT: a fast online method based
on Variational Bayes and another based on an
expectation-maximization algorithm. Spark-LDA
is suitable for fast training using horizontal scaling,
but requires the use of a Spark cluster.

Neural Topic Models Bayesian-based topic mod-
els (BTMs) have been useful for text analysis
for almost two decades, but neural topic models
(NTMs) have gained research interest in the last
years for their performance and flexibility. ITMT
evaluates three representative NTM techniques, Au-
toencoded Variational Inference for Topic Mod-
els (AVITM)-based implementation of LDA and
ProdLDA (Product-of-Experts LDA), both pro-
posed in Srivastava and Sutton (2017); and Con-
textualized Topic Models (Bianchi et al., 2021a,b),
against classical approaches for performance com-
parison.

Second-level hierarchical topic models Flat topic
models like the ones presented above do not permit
a topical analysis with the degree of granularity
sometimes required by domain experts. In this line,
we have included in the ITMT two novel implemen-
tations of hierarchical topic models (HTMs) that

lack complicated implementations like most state-
of-the-art HTMs, thus making it straightforward to
integrate the knowledge of domain experts in the
model building. Concretely, the integrated models
are HTM with word selection (HTM-WS) and HTM
with document selection (HTM-DS), which follow
a three-step process: 1) level-1 topic modeling
and expansion topic selection; 2) level-2 model’s
synthetic training corpus construction by either
keeping the words each level-1 corpus’s document
assigned to the topic selected for expansion (HTM-
WS) or those documents with a proportion of the
expansion topic larger than a customized threshold
(HTM-DS); 3) training of this corpus to generated
the level-2 model.

3.3 User-oriented tools
We present in this section the topic modeling user-
oriented tools integrated into the ITMT.

Evaluation tools. The tools currently available
are a set of global topics statistics and metrics:

• Topics’ relative size in the corpus.

• Topics’ chemical description with a penalty
for the most common terms, instead of the
traditional way of presenting the words in
descending order of appearance frequency.

• Number of active documents (i.e., number
of documents in which each topic is present),
which helps distinguish between “vertical” and
“horizontal” topics, i.e., topics that are specific
to a limited number of documents vs topics
that are shared among most documents.

• Entropy of the model, which gives an idea of
whether a topic is characterized by a reduced
number of terms or by a broad set (each of
them in a smaller proportion).

• Coherence metrics, to provide insight into the
degree of cohesion of the high probability
terms for a given topic. It can be used as an
indicator to help the user decide which topics
are good candidates to be further split.

Visualization and annotation tools. pyLDAvis
graphs (Sievert and Shirley, 2014) are generated
for each trained model and embedded into the
ITMT to ease the interpretation of the topics. To
improve identification, the ITMT also supports the
automatic labeling of topics and their posterior
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modification through the user’s manual labeling.
For the automatic topic labeling system itself, i.e.,
the scheme that assigns to each collection of words
characterizing one of the topics in the model a
specific label from a customizable list of feasible
terms, a zero-shot-classifier is used.

Curation tools. Aiming to improve the quality of
the final model, the ITMT offers:

• Suggestions of similar topics, in the sense they
co-occur with relative frequency, or the words
characterizing them are the same.

• Fusion of topics (e.g., too similar topics) se-
lected by the user, guaranteeing the probabilis-
tic feasibility of the model.

• Sorting the topics of the model according to
size, by placing the largest topics first.

• Topic deletion, which is useful to eliminate
topics of little interest from the model.

• Topic model reset, allowing the user to discard
all changes applied after training.

4 Existing frameworks
Probably the most widely used topic modeling
frameworks are Gensim (Rehurek and Sojka, 2010)
and Java-based package Mallet (McCallum, 2002),
which include implementations of a handful of
popular BTMs. They also provide pre-processing
pipelines, hyper-parameters optimization, and the
calculation of some coherence metrics. In the same
direction, the Stanford TMT (Daniel Ramage, et al.,
2009) is a set of topic modeling tools, including,
inter alia, features such as the training of BTMs,
the selection of parameters via a data-driven pro-
cess, and the manipulation of texts from different
spreadsheets.

Also released as a Java framework, STTM (Qiang
et al., 2018) focuses on the integration of short text
topic modeling algorithms, but it includes as well
some long-text implementations and evaluation met-
rics. In Di Jiang, et al. (2021) the authors proposed
a configurable framework named Familia that per-
forms automatic parameter inference for a variety
of topic models and supports the design of new
topic models to best suit specific problems at hand.
Aiming to bring additive regularization for topic
modeling (ARTM) Vorontsov (2014); Kochedykov
et al. (2017) accessible for the general public, Vic-
tor Bulatov, et al. (2020) proposed TopicNet, a

Python module including a modular approach to
topic model training and several visualization tech-
niques, as well as semi-automated model selection
and support for user-defined goal metrics.

Other state-of-the-art frameworks include To-
ModAPI (Lisena et al., 2020), a python-based API
for the training, inference, and evaluation of differ-
ent topic models; and OCTIS (Silvia Terragni, et
al., 2021), also a Python-based framework + dash-
board for the training of topic models, which addi-
tionally supports its analysis and comparison over
several datasets and evaluation metrics, besides a
bayesian-based hyperparameters optimization strat-
egy. Lastly, BigML is a general tool for Machine
Learning, that incorporates some Topic Modeling
functionalities4, including an optimized implemen-
tation of LDA for any text in seven languages, with
preprocessing, training, inference, and visualization
of models in a user-friendly dashboard, as well as
the possibility of creating, configuring, and updat-
ing topic models programmatically via the BigML
API and bindings.

Nonetheless, from the latter, only ToModAPI
and OCTIS support the training of NTMs. More-
over, none of them allow the actual incorporation
of knowledge expertise into the model building,
nor allow for a thematic analysis with different
levels of resolution. Hence, ITMT excels as an
expert-in-the-loop oriented tool for the training at
different resolution levels, curation, evaluation, and
visualization of both BTMs and NTMs.

5 Conclusions
In this paper, we have presented IntelComp’s Inter-
active Topic Model Trainer (ITMT), a Python-based
tool that includes implementations of several state-
of-the-art topic modeling algorithms orientated
towards the usage of domain experts and a novelty
implementation of second-level hierarchical topic
models for granularity exploration. Moreover, the
framework is provided with a set of tools for the
evaluation, visualization, annotation, and curation
of topic models, and a preprocessing pipeline.

For future work, we are active in offering each
of the ITMT’s components as a Docker container
to transform the GUI into a web service.
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