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Abstract

In this system demonstration, we seek to
streamline the process of reviewing financial
statements and provide insightful information
for practitioners. We develop FISH, an inter-
active system that extracts and highlights cru-
cial textual signals from financial statements
efficiently and precisely. To achieve our goal,
we integrate pre-trained BERT representations
and a fine-tuned BERT highlighting model
with a newly-proposed two-stage classify-then-
highlight pipeline. We also conduct the human
evaluation, showing FISH can provide accurate
financial signals. FISH overcomes the limita-
tions of existing research and more importantly
benefits both academics and practitioners in fi-
nance as they can leverage state-of-the-art con-
textualized language models with their newly
gained insights. The system is available online
at https://fish-web-fish.de.r.appspot.
com/, and a short video for introduction is at
https://youtu.be/ZbvZQ09i6aw.

1 Introduction

Financial statements document the business activi-
ties and financial performance of a company. For
example, the 10-K fillings required by SEC1 are
regulatory documents required of all public compa-
nies and are typically composed of several sections
each. Considerable time and human resources are
needed to digest such long and complicated texts.
Accordingly, efficient analysis of complex and con-
densed documents is critical for financial practition-
ers. In this work, we introduce FISH—a Financial
Interactive System for Signal Highlighting—as an
effective and efficient system to review financial
reports.

One common scenario in practice is when a com-
pany’s report has just been released: financial pro-
fessionals such as financial analysts and accoun-
tants must skim through the report and quickly pre-

*These authors contributed equally to this work.
1Securities and Exchange Commission

2016
(Target)

Our most critical accounting policies relate to rev-
enue recognition, inventory, pension and other post-
retirement benefit costs, goodwill, other intangible
assets and long-lived assets and income taxes.

2015
(Reference)

Our most critical accounting policies relate to rev-
enue recognition, inventory, pension and other post-
retirement benefit costs, goodwill, other intangible
assets and long-lived assets and income taxes.

Table 1: A pair of highly similar segments from ITEM 7
in the financial 10-K reports of the Estée Lauder Com-
panies Inc. in 2016.

pare a preliminary summary. However, some parts
of the report are minor or even trivial due to the
established structure formulated by regulators or
similar writing patterns from the same accounting
firms. That is, there are often only a few sentences
in the report that need to be carefully reviewed and
analyzed. Although many studies leverage textual
data in financial reports to provide soft evidence
to support financial analysis (Liu et al., 2018; Du
et al., 2019; Juan et al., 2021), most existing sys-
tems or studies still lack interactivity and do not
directly provide off-the-shelf signals; such solu-
tions are thereby considered impractical for many
real-world usage scenarios.

We first recognize two challenges in the liter-
ature concerning textual information in long and
complicated financial reports: (1) Many parts of
a financial report are minor or even trivial; (2) It
is difficult to utilize coarse information in empiri-
cal applications. To address these challenges, we
propose a multi-stage financial analysis pipeline
composed of two modules: a segment classifier
and a segment highlighter.

To tackle the first one, we leverage the year-to-
year structure of the annually released financial
statements of a company. For example, as shown
in Table 1, we observe that the target and refer-
ence segments appear identical, showing that these
texts provide rather minor information and can be
ignored for further analyses. For this part, we inte-
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grate a segment classifier that calculates the simi-
larities for text pairs between years (i.e., the target
year and the year previous to it). Given such a
year-to-year similarity comparison, all segments in
the report for a target year are classified as one of
three types: (1) new segments, (2) highly similar
segments, and (3) revised segments.

For the second challenge, the segment high-
lighter module provides straightforward and fine-
grained signals in segments identified as the third
type—revised segments—which are considered
those revised from segments in the reports of the
reference year. Specifically, this module highlights
words in such segments by predicting the word
importance based on the semantic context of the fi-
nancial report and the differences between the two
segments in a year-to-year pair. To accomplish this,
we adopt contextualized representations from the
pre-trained language model (Devlin et al., 2019)
and further fine-tune the proposed module with a
supervised token classification task.

In this demonstration, we showcase FISH, an
interactive system to help financial professionals
effectively and efficiently skim through financial
reports in a straightforward manner. FISH is tech-
nically supported by the proposed two-module
pipeline. In particular, we use financial 10-K re-
ports collected by Loughran and McDonald (2011)
to demonstrate our idea. FISH better visualizes
the segment classifications in a target-year report
and provides fine-grained information highlighting
the essential information for the revised segments
for financial professionals to review and analyze
carefully.

2 Background and Related Work

Traditionally, research on financial statements fo-
cuses on quantitative data such as stock prices or
other financial metrics. Textual information such
as operation calls and forward-looking statements
in reports are rarely carefully considered in con-
ventional finance literature. Pioneering studies in
both finance and computer science literature first
adopted statistical or machine learning methods
to identify crucial information in text data in fi-
nancial reports. For example, Loughran and Mc-
Donald (2011) compile a large amount of 10-K
reports and construct a finance-specific sentiment
lexicon. Moreover, Jegadeesh and Wu (2013); Tsai
and Wang (2017) leverage the sentiment signals in
textual data to investigate relations between quan-

titative and textual information. More recently,
distributed representation techniques have been in-
troduced to analyze financial reports (Tsai et al.,
2016; Rekabsaz et al., 2017; Lin et al., 2021).

Recent advancements in natural language pro-
cessing (NLP) techniques have made it possible to
develop useful information systems that can ana-
lyze textual information in financial reports. For
example, Liu et al. (2018) leverage variants of pre-
trained word embedding models to identify finan-
cial risks and cues to support financial analysis.
Du et al. (2019) integrate multiple representations
of 10-K reports and further infuse financial senti-
ment aspects into word and sentence representa-
tions. HIVE (Juan et al., 2021) is an interactive
system utilizing an attention mechanism to explore
insights from financial reports. However, existing
systems do not effectively address the two chal-
lenges mentioned earlier, nor do they utilize state-
of-the-art and dominant deep contextualized lan-
guage models such as BERT (Devlin et al., 2019)
and its variants as their back-end engine.

3 Financial Data and Pre-processing

The Form 10-K Financial Statements. we used
the Form 10-K filings collected from the Software
Repository for Accounting and Finance,2 where
a Form 10-K is an annual report required by the
U.S. SEC. Specifically, we used the 10-K filings
ranging from 2011 to 2018, which comprise 63,336
filings from 12,960 public companies. To make the
best use of the year-to-year information, we dis-
carded companies for which the reports in some
years are missing during the period; 3,849 compa-
nies (3,849×8 = 30,792 reports in total) remained
after this filtering. Note that in this study, we ran-
domly sample 200 companies from the 3,849 com-
panies with their annual reports for demonstration
purpose.

Coherent Text Segments. Every 10-K annual
report contains 15 schedules (e.g., Items 1, 1A,
1B, 2, 3, . . . , 7, 7A, . . . , 15).3 Each item sec-
tion in a report is typically composed of multiple
paragraphs, to which we first applied the SpaCy
API4 to divide each paragraph into sentences as
our smallest unit of text. Moreover, as coherent
text segments have been claimed to be beneficial
to some downstream tasks such as information re-

2https://sraf.nd.edu/sec-edgar-data/
3https://en.wikipedia.org/wiki/Form_10-K
4Sentencizer: https://spacy.io/api/sentencizer
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#Segments/Report #Tokens/Segment

Sentence 1,743 36
Segment* 677 94
Paragraph 474 134

Table 2: Statistics of pre-processed reports of 200 sam-
pled companies. The two columns report the average
numbers of segments in a report and the average num-
bers of tokens in a sentence/segment*/paragraph, respec-
tively, where * indicates the documents are segmented
by the cross-segment BERT.

trieval and other NLP applications (Koshorek et al.,
2018; Shtekh et al., 2018), we further integrated
the cross-segment BERT (Lukasik et al., 2020), a
state-of-the-art text segmentation model, for the
final pre-processing. Note that a segment may con-
tain more than one sentence and usually reflects the
proper length for the BERT-based models; thus, in
our system, we take “segments” to be a basic unit
as the input of the two proposed modules for classi-
fication and fine-grained highlighting. Table 2 is an
overview of pre-processed segments with different
levels of granularity and other data statistics.

4 The Multi-stage Pipeline

The proposed multi-stage pipeline is composed of
the segment classifier and the segment highlighter
modules, both of which leverage contextualized
text representations from BERT-based models (De-
vlin et al., 2019; Reimers and Gurevych, 2019).
With this pipeline we seek to examine year-to-year
signals from the 10-K filings of each given com-
pany. Specifically, our interactive system targets
each company’s 10-K filings for a certain year;
the company’s report from the previous year is re-
garded as the reference document (see Table 1).

4.1 Segment Classifier

To leverage the year-to-year structure of a com-
pany’s 10-K filing, we first denote the set of text
segments from a company’s year-t report as St =
{s1t , s2t , . . . , snt }, where n denotes the number of
segments in the reports. As St is a target-year
report, St−1 is treated as a reference document. Ac-
cordingly, we perform year-to-year text ranking by
treating segments in the target report sit ∈ St as
our queries and segments in the reference report
sjt−1 ∈ St−1 as our references. In particular, the
segment classifier calculates the similarity of each

pair of target-reference text segments as

ϕ(sit, s
j
t−1),

where ϕ is a proximity function. In this study,
we adopt two approaches for similarity calcula-
tion to account for both syntactic and semantic
similarities. First, we use ROUGE-2 to measure
the syntactic similarity, capturing bi-gram patterns
in financial sentences (Lin, 2004). For semantic
similarity, we utilize the fine-tuned SentenceBERT
model (Reimers and Gurevych, 2019) to calculate
the cosine similarity of each target-reference pair.

In this demonstration, each target text segment
sit ∈ St is classified into different groups by adopt-
ing the following heuristic rules with pre-defined
thresholds τ and ϵ:5

sit type =




1 if max({ϕRouge(s
i
t, s

j
t−1)|sjt−1 ∈ St−1}) < τ

2 if max({ϕRouge(s
i
t, s

j
t−1)|sjt−1 ∈ St−1}) ≥ τ

AND ϕBERT(s
i
t, s

j∗
t−1) ≥ ϵ,

3 if max({ϕRouge(s
i
t, s

j
t−1)|sjt−1 ∈ St−1}) ≥ τ

AND ϕBERT(s
i
t, s

j∗
t−1) < ϵ,

(1)

where j∗ = argmaxj({ϕRouge(s
i
t, s

j
t−1)|sjt−1 ∈

St−1}) denotes the segment in the reference doc-
ument with the maximum ϕRouge(s

i
t, ·) similarity.

Thus, a segment in the target report can be catego-
rized according to the above three types:

1. New segments are new text segments which
are syntactically distant from all of their cor-
responding relevant reference text segments
(as shown in Table 3).

2. Highly similar segments are text segments
possessing syntactic structures and semantic
meanings that closely resemble those of the
reference segments (as shown in Table 1).

3. Revised segments include segments that are
syntactically similar to the reference segments
but differ semantically in meaning. In practice,
as financial professionals shall pay greater at-
tention to these segments, we here adopt fur-
ther fine-grained highlighting for these seg-
ments in our second-stage module (as shown
in Table 3).

Note that we here use a simple yet intuitive pro-
cedure to classify segments in target reports for

5We set threshold τ as 0.1, resulting in approximately 10%
of new segments in a report; the threshold ϵ is set to 0.99,
resulting in discarding approximately 50% of highly similar
segments in a report.
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Figure 1: The main system interface of FISH. The left and right panels indicate the 10-K filings of a company in the
target and reference years, respectively.

demonstration purposes; nevertheless, the classifi-
cation can be much more complicated or involve
professional adjustments of practitioners.

4.2 Segment Highlighter

The first-stage module narrows the considerations
of what constitutes a (potentially) important seg-
ment. In the second module, we further focus on
the third type of segments—the revised segments—
and provide fine-grained information on these to
enhance the readability of the documents. In par-
ticular, we seek to provide fine-grained (i.e., word-
level) signals on such segments for practitioners,
which in our demonstration of the interactive sys-
tem is the basis for the highlighted words.

To build the highlighting model, we formulate
the underlying word importance prediction prob-
lem as a token-level binary classification task by
adding a classification linear layer on top of BERT.
We further fine-tune the model using the e-SNLI
dataset (Camburu et al., 2018), which was com-
piled for a natural language inference classification
task that determines the entailment or contradiction
relation for a given pair of sentences with human-
annotated highlighted words. Fine-tuning takes
around two hours on a V100 GPU, with less than
20GB of GPU memory usage.

At the inference stage, for each syntactically
similar but semantically dissimilar pair (srt , s

j∗
t−1),

where srt is a revised segment, we construct the
contextualized representation with BERT (Devlin

et al., 2019) with the two special tokens (i.e., [CLS]
and [SEP]) as:

hrj∗ = BERT
(
[CLS]sj

∗
t−1[SEP]s

r
t

)
. (2)

Recall that in Eq. (2), sj
∗
t−1 denotes the most syntac-

tically similar segment in the reference year against
srt , but the cosine similarity between sj

∗
t−1 and srt is

rather low (see Eq. (1)). In this demonstration, we
consider that word-level signals for such revised
segments (syntactically similar but semantic dis-
similar to the reference segments) can help users ex-
amining these segments easily and deeply. The im-
portance probability of each word w in each revised
segment srt is then P (w|srt ; sj

∗
t−1) = F (hrj∗ , w),

where F (·, ·) denotes the fine-tuned model using
the e-SNLI dataset; these probabilities are later
used to indicate the word importance in our system
using highlighting.

5 Demonstration

Figure 1 shows the main interactive interface of
the proposed FISH, a web-based interactive anal-
ysis system for financial reports. For a better user
experience, we lay out a concise system interface
with user-friendly shortcuts to meet the needs of
financial practitioners. In addition, we use both
coarse-grained (segment-level) and fine-grained
(word-level) signal highlighting features and in-
teractive functions based on the proposed pipeline.
FISH thereby facilitates more effective and efficient
reviewing of financial reports.
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Figure 2: Highlighting has been disabled for highly
similar segments; only new or revised segments remain
highlighted.

5.1 User-friendly System Interface

The system includes the content of all available
sections in the 10-K reports of the sampled 200
companies. As shown in (1) of Fig. 1, users can
also scroll through drop-down menus at the top
of the page to select the company and target year.
Additionally, the ITEM navigation buttons on the
left sidebar help users quickly locate the first line
of the target ITEM, illustrated in (4) of the Fig. 1.

For year-to-year analysis, we adopt a two-panel
interface (see (3) in Fig. 1) to make it easy for users
to compare reports between consecutive years on
the same screen. The left panel in the figure shows
the contents of a financial report for the target year,
and the right panel is regarded as the reference
document and thus features a lower opacity. We
also provide arrows on both sides of the screen
by which to switch back and forth between target
years, as shown in (6) of the Fig. 1.

5.2 Interactive Signal Highlighting

As described in Section 4, the proposed classify-
then-highlight pipeline first classifies each segment
in the target report as one of three types according
to Eq. (1): new, highly similar, or revised. Each
segment is highlighted in a color reflecting its type,
as illustrated in the content panel of the figure. The
three color indicator buttons on the right top of the
page (shown in (2) of Fig. 1) allow users to en-
able/disable highlighting for each type of segment,
as demonstrated in Fig. 2.

In addition to segment-level highlighting, we
provide fine-grained information for revised seg-
ments. Recall that each revised segment srt in the
report of interest (displayed in the left panel) is fur-

Figure 3: Segment- and word-level highlighting

ther passed to the segment highlighter along with
the most syntactical similar segment sj

∗
t−1 in the

reference document (see the condition of the third
type in Eq. (1) and the description in Section 4.2).
The embedding of the (srt , s

j∗
t−1) segment pair in

Eq. (2) is then fed to the fine-tuned model F (·, ·)
to estimate the word importance of each word in srt .
This importance is indicated with different color
shades when users hover over the revised segments.
As illustrated in Fig. 3, the words decreased and
65.1% are darker than others, implying that these
two words are judged to be more crucial than other
words in the same segment.

Note that we additionally provide a segment
alignment feature as shown in (5) of Fig. 1. This
horizontally aligns the target segment sit with the
most syntactical similar segment sj

∗
t−1 from the

reference report document for the highly similar
and revised segments, where the right panel au-
tomatically redirects to the corresponding aligned
segment in the reference document when the user
clicks on such segments in the left panel.

6 Empirical Evaluation

In this section, we report real-world cases that FISH
captured and evaluate FISH’s highlighting results
with human judgement.

Case studies We take the financial report of Es-
tée Lauder Companies Inc in 2016 for example.
Table 3 provides an example of new segments and
revised segments along with their reference seg-
ments. Recall that the new segments capture con-
tent that is not syntactically similar to—or is less
syntactically similar to—content from the previ-
ous year’s document. As shown in the upper block
in Table 3, the target segment (left) is identified
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Estee Lauder Cos. (2016) – target segment Estee Lauder Cos. (2015) – reference segment

New

On May 3, 2016, we announced a multi-year initiative ( Leading
Beauty Forward ) to build on our strengths and better leverage
our cost structure to free resources for investment to continue our
growth momentum.

We also plan to continue to build upon and leverage our history
of outstanding creativity, innovation and entrepreneurship in high
quality products and services and engaging communications.

Revised
Based on this material weakness, the Company s management
has concluded that, as of June 30, 2016, the Company s internal
control over financial reporting was not effective...

Based on this assessment, the Company s management has con-
cluded that, as of June 30, 2015, the Company s internal control
over financial reporting was effective...

Table 3: The cases of new and revised segment (left) with their corresponding reference segments sj∗t−1 (right).
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Figure 4: The histogram of the Pearson correlation co-
efficients r between human annotations and the outputs
of our system. The red line is the average of all scores.

as a new segment by FISH as its corresponding
most syntactically similar segment in the previous
reference report is completely different. Indeed,
with this example, we observe that the company
is disclosing a new operational strategy in 2016,
which is brand-new information compared to the
previous year’s report. As for the revised segments,
which sometimes conceal important information
such as changed income, expenses or management
decisions such as new partnerships. In the lower
block in Table 3, we observe what seems at first
glance to be minor differences between reports in
two consecutive years; however, the meanings be-
hind these changes carry important financial signals
(e.g. the highlighted words weakness, was not ef-
fective). With the highlighted words, we can then
further attest the empirical effectiveness of these
highlighted words.

Human Evaluation on Revised segments To
verify the effectiveness of FISH’s word-level high-
lighting on revised segments, we hire three asses-
sors as potential users to select important words
from the given segments. Specifically, the anno-
tators should first identify the importance of each
words-in-context of the revised segments and then
label them as 1 or 0. As a result, for each sequence

of words [w1, w2, ...] in srt , we calculate the Pear-
son correlation coefficient (denoted as Pearson’s r,
hereafter) between the human annotations6 and the
probabilities of word importance predicted by our
system.

Our empirical evaluation data is composed
of 200 revised segments randomly sampled from
all revised segments classified by our system. As
shown in Figure 4, most cases are with high values
of Pearson’s r, and only a few cases are with val-
ues lower than 0.5. Overall, FISH achieves a high
average of 0.744 Pearson’s r (the red vertical line
in Figure 4).

7 Conclusion

We propose FISH, a financial statement signal-
highlighting system integrated with a two-stage
pipeline architecture, including a segment classifier
and a segment highlighter. Both utilize BERT con-
textualized representations to strengthen the seman-
tic comprehension of texts. Notably, our pipeline
leverages the relationship of text segments between
the target year and the previous year for automatic
and interactive signal highlighting for financial pro-
fessionals. The segment classifier first narrows
the focus to new or revised segments instead of
the entire report. As for the revised segments, we
integrate a word-level highlighter to provide fine-
grained financial signals via transfer learning on
an external dataset. In addition, our human evalua-
tion also suggests that FISH can provide effective
highlighting results for empirical applications. To
the best of our knowledge, FISH is the first inter-
active system not only made for practical financial
applications but also leverages state-of-the-art con-
textualized language models, which shall greatly
benefit both academics and finance practitioners to
yield new insights.

6We take the average of three annotations as the final word
importance (i.e., the ground truth) to avoid the personal sub-
jective opinions.
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